Effect of measurement and sampling strategy in surface analysis of laser powder bed fusion additive manufacturing of nickel superalloy 625
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Abstract

As parts built through additive manufacturing (AM) increase in complexity, the development and understanding of appropriate methods to characterize the as-built surface will be required. In laser powder bed fusion (LPBF) AM, parts are built through a complex process with size scales that include single/sub-micrometer (e.g., cracks and fine topographic features on the part surface), tens of micrometers (e.g., feedstock powder diameters and layer thicknesses), hundreds of micrometers (e.g., laser scan hatch spacing and melt pool dimensions), single/tens of millimeters (e.g., laser scan stripe widths), and tens/hundreds of millimeters (e.g., part dimensions). This large range and complexity of the build process creates surfaces with complex topographies, large height ranges, and steep slopes when compared to machined surfaces and, therefore, uncertainty that a measurement sufficiently represents the full surface from which it was sampled. The goal of this work is to better understand the measurement and sampling strategy to aid development of measurement routines for AM parts. Currently, no recommendations exist for defining the required point spacing, size of measurement regions, or number of measurement regions required to adequately describe the as-built AM surface. In this work, a relatively large AM part is built in nickel superalloy 625 using a commercially available LPBF system to create a planar surface greater than 40 mm x 40 mm in size. The height data from the large surface area was subdivided into regions similar in size to single and stitched field of view (FoV) measurements to assess variation in areal surface parameters across the surface and their ability to statistically represent the entire surface. The result of this work provides an important step in developing guidance for the measurement of as-built AM surfaces.
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1. Introduction

Additive manufacturing (AM) has emerged as a key technology for production of high-value and complex parts that reduces time-to-market and cost to manufacture [1]. Laser powder bed fusion (LPBF) in particular has generated a great deal of interest due to the fine detail in finished parts compared to other AM technologies [2]. A limitation hindering the widespread adoption of AM, however, is the as-built surface topography or, more specifically, a lack of understanding the relationships between the as-built AM surface topography and functional performance of the part.

This lack of understanding stems partially from the complex nature of the build process, but also from inadequate knowledge in the AM research community of appropriate methods for characterization of AM surfaces. While standards from ASME [3] and ISO [4], as well as an extensive library of “Good Practice Guides” from the National Physical Laboratory [5], exist to guide the evaluation of surface topography, little guidance exists in how to appropriately measure and characterize AM surfaces.

The research community is currently developing correlations of part function to surface texture, such as Gockel et al. [6]; however, without a strong understanding of the required fidelity, point spacing, measurement size, etc., it can be difficult to determine the quality of the correlation. Research, such as Fox et al. [7], Zanini et al. [8], and Thompson et al. [9], is actively addressing the issues of measurement fidelity and uncertainty, but there is still no direct guidance as to the method and requirements of an AM surface topography measurement.

The purpose of this research is to investigate the effect measurement and sampling strategy have on calculated parameters, as well as the ability to adequately represent a large surface measurement with a smaller set of sampled regions. To that end, a sample made from nickel superalloy 625 (IN625) with a large (over 40mm x 40 mm) planar surface was measured in a focus variation (FV) system with multiple focusing objectives. The data from these surface measurements are subdivided into common measurement sample sizes based on various numbers of stitched field-of-views (FoVs) and analyzed to determine the ability of the sample(s) to statistically represent the entire surface.

2. Methodology

The part used in this analysis was built on the EOS M290 system at the National Institute of Standards and Technology (NIST). The part, shown in Figure 1, was fabricated using
commercially available EOS NickelAlloy IN625 (corresponds to classification unified numbering system (UNS) N06625 [10]) using the vendor recommended parameter settings. It should be noted that the material used for the build was powder reclaimed from prior builds using an 80 μm sieve. It is assumed that the condition of the powder may have an effect on the surface topography of parts being built, and analysis of the powder is currently underway.

![Part used in analysis](image)

Figure 1. Part used for the analysis. Larger block in the background was not used in this analysis. Dimensions of the substrate are 12.7 cm x 12.7 cm x 1.3 cm.

Height measurements were taken from the vertical surface of the part (the surface perpendicular to the substrate) using an Alicona G5 InfiniteFocus system, which conforms to ISO 25178-606:2015 [11]. A 10x objective and 20x objective were used in the analysis, along with coaxial and ring (i.e., off-axis) lighting that was optimized for each scan. The Alicona’s sensor pulls data in as an 1840 pixel by 1840 pixel grid for a single FoV and point spacings for measurements were approximately 0.88 μm and 0.44 μm for the 10x and 20x objectives, respectively. Thus, a single FoV measures (1.62 x 1.62) mm for the 10x objective and (0.81 x 0.81) mm for the 20x objective. To cover a large portion of the surface, stitched measurements of (31 x 31) FoVs and (60 x 60) FoVs for the 10x and 20x objectives, respectively, were performed. This created greater than 40 mm x 40 mm measurement regions at the previously mentioned point spacings. Measurements were taken at a minimum of 5 mm away from any edge of the part to minimize the effect of the part geometry on the surface texture. Three separate measurements were taken one after another for each objective and heights for each (x,y) location were averaged to reduce the effect of measurement noise.

Due to the large size of the measurement, the data could only be exported from Alicona’s measurement software as a 16-bit depth image (this is the highest resolution option for export). In this export method, heights are converted to gray levels based on the full range of heights in the image. This led to a rounding of the vertical resolution to approximately 3.7 nm and 3.4 nm for the 10x and 20x objectives, respectively, which should have little influence on the result as this is lower than the stated height resolution of the equipment (50 nm for the 20x objective) [12]. Once exported as a depth image, the data was imported into MATLAB, averaged to reduce noise, and subdivided into smaller measurement samples. To replicate common sizes of measurement regions, the height data was subdivided based on equivalent stitched FoVs, assuming a 10% overlap for the stitching. The associated measurement sample sizes are presented in Table 1.

Using the sizes presented in Table 1, the large measurement region was subdivided into smaller measurement samples. The number of samples at each given size are presented in Table 2. Note that only whole measurement samples were pulled from the full area measurement and measurement samples did not overlap one another. Samples were centered in the full area of the measurement and excess data around the perimeter was neglected from the analysis. For example, for the 10x objective with a 2x2 FoV size, 13.68 x 13.68 samples can fit in the full measurement area, but only 13 x 13 samples, centered about the full measurement area, were pulled and the excess data around the perimeter is neglected.

| Table 2. Number of measurement samples after subdividing the full area measured. Numbers marked as N/a were not used in this analysis either for brevity or due to memory limitation of the analysis computer. |
|---|---|---|
| Stitched FoVs | 10x Objective | 20x Objective |
| Count in x, y | Total | Count in x, y | Total |
| 1x1 | 26 | 676 | 52 | 2704 |
| 2x2 | 13 | 169 | 27 | 729 |
| 3x3 | 9 | 81 | N/a | N/a |
| 4x4 | 7 | 49 | 17 | 289 |
| 5x5 | 5 | 25 | N/a | N/a |
| 6x6 | N/a | N/a | 9 | 81 |
| 8x8 | N/a | N/a | 7 | 49 |

Once data was subdivided it was exported from MATLAB, converted to the X3P format [13], and imported into the commercially available ConfoMap software for analysis [14]. To prepare data prior to calculation of parameters, the ConfoMap software was used to level the data, perform outlier removal using an 87° slope filter (this is the stated limitation of the Alicona system [12]), and filter the data with a Gaussian filter using nesting indices of S-filter = 2.5 μm and L-filter = 800 μm [15]. Parameters were calculated according to ISO 25187-2:2012 [4]. The remainder of the paper will focus on the root mean square height of the scale limited surface (Sq) for brevity, but results generally hold for other parameters as well.

### 3. Experiment Results

Example data from the 10x and 20x objective, Figure 2 and Figure 3, show that the data qualitatively agree. In general, there is more data dropout around the edges of the partially melted powder particles and scattered across the melt surface in the 10x data. This is expected as the 10x objective should have more difficulty with steep slopes at the edge of the spherical particles and with the finer topographic features due to the increased point spacing and different numeric apertures.
Additionally, surface texture parameters were calculated from the subdivided data and plotted based on the data’s (x,y) position on the surface, shown in Figure 4 and Figure 5. From these figures there is little difference in the point-by-point calculation of parameters, values range from approximately 6.5 μm to 9.5 μm, and there appears to be spatial structure.

4. Discussion

As researchers are looking to relate surface texture parameters, such as $S_q$, to functional properties of the part, it is important to investigate the quality of the measurement process and the effect that may have on the results. Using the data presented in Section 3, an analysis of the average $S_q$ values and associated standard deviation for each measurement sample size is shown in Figure 6. This figure shows that there is little statistical difference between the 10x objective and 20x objective in terms of average $S_q$. Additionally, there is a slight decrease in the standard deviation for both objectives as the lateral size of the sample increases. This is expected because, mathematically, as the size of the samples increases such that it approaches the size of the full measurement area (i.e., there is only one measurement sample covering the entire surface), the standard deviation should decrease to zero.

Since, however, it is not common to measure an entire surface, especially a large one, but rather to sample the surface across smaller regions, it is important to also examine the effect of that sampling on the measurement result. Figure 7, shows normalized histograms of $S_q$ values for the different measurement sizes. On the left of the figure are the distributions of contiguous sampling (i.e., adjacent, stitched FoVs), where the top distribution is single FoVs and the bottom distribution is from a 5 x 5 FoV (25 total) stitched measurement. The distributions on the right are from averaging the same number of individual FoVs, selected at random and not necessarily adjacent, for 1000 iterations. For example, for the bottom right (i.e., Random Sampling with 25 FoVs), 25 random FoV measurements are taken from the single FoV data (i.e., the data shown in Figure 4). Those 25 $S_q$ values are averaged and that process is repeated for 1000 iterations to make up the histogram.
in the bottom right of Figure 7. From this data, it is evident that when using contiguous sampling, there is a limited improvement in the distribution beyond (3 x 3) FoVs (i.e., 9 stitched FoVs). In contrast, sampling randomly over space leads to histograms that are more nearly Gaussian, and continue to narrow in width as you increase the number of FoVs.

Figure 7. Histograms comparing contiguous sampling (i.e., stitched FoV) and random sampling for the 10x objective data.

Investigating the standard deviation of the $S_q$ values, shown in Figure 8, the random sampling’s standard deviation decreases at the rate of $\approx \left( \frac{1}{\sqrt{n}} \right)$, where $n$ is the number of selected samples. This decrease is much faster than for the contiguous sampling with stitched FoVs. We attribute this to the existence of spatial structure in the roughness measurements. That is, FoVs that are near one another tend to have a similar surface roughness (i.e., values of $S_q$ in this case). Thus, even when a large contiguous area is measured, the measurement may not be representative of the whole part. In contrast, sampling randomly in space avoids this pitfall and provides a better characterization of the whole part.

Figure 8. Comparison of the standard deviation of $S_q$ for the contiguous sampling vs. random sampling.

5. Conclusions and Future Work

In this work, a large surface area measurement (over 40 mm x 40 mm) was performed on an IN625 part built through LPBF AM to determine the effect measurement and sampling strategy have on the ability to adequately represent such a large surface. Little difference was seen in the calculated parameters between the 10x and 20x objective even though differences in measurement fidelity are expected between the two. It is assumed that the 20x objective is a higher fidelity, but this cannot be confirmed without a calibrated AM surface measurement, which supports the importance of that field of research.

Results also show that the standard deviation of $S_q$ decreases with increasing FoVs and the greatest decrease is between one and four FoVs for both stitched (2 x 2) and random sampling, which could be important in weighing measurement time versus accuracy. Based on the data presented, it is important to stress that the size of the measurement sample should be dictated by maximum spatial wavelength of the features the user is searching for [15]. This will allow the user to spread multiple samples across the surface, even at random, and thus gaining a stronger representation of the surface than the same number of FoVs in a contiguous, stitched measurement. While only data for $S_q$ is shown in the paper, the relationships shown also hold for other common parameters (outside of extreme value parameters, such as $Sz$ or $Sq$).

Future work on this topic will include rescaling to determine if results hold when approaching point spacings commonly seen in x-ray computed tomography surface analyses (greater than 1 μm point spacing), alignment of data for point-by-point deviation to better understand the difference between 10x and 20x data, and analysis of longer spatial wavelengths contained in the full area measurement of the part.
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