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Frustrated magnetic interactions in an S = 3/2 bilayer honeycomb lattice
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An inelastic neutron scattering study has been performed in an S = 3/2 bilayer honeycomb lattice compound
Bi3Mn4O12(NO3) at ambient and high magnetic fields. Relatively broad and monotonically dispersive magnetic
excitations were observed at ambient field, where no long-range magnetic order exists. In the magnetic-field-
induced long-range ordered state at 10 T, the magnetic dispersions become slightly more intense, albeit still
broad as in the disordered state, and two excitation gaps, probably originating from an easy-plane magnetic
anisotropy and intrabilayer interactions, develop. Analyzing the magnetic dispersions using the linear spin-wave
theory, we estimated the intraplane and intrabilayer magnetic interactions, which are almost consistent with
those determined by ab initio density functional theory calculations [M. Alaei et al., Phys. Rev. B 96, 140404(R)
(2017)], except the third and fourth neighbor intrabilayer interactions. Most importantly, as predicted by the
theory, there is no significant frustration in the honeycomb plane but frustrating intrabilayer interactions probably
give rise to the disordered ground state.
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I. INTRODUCTION

Intensive studies have been performed both experimen-
tally and theoretically in the Ising spin system on the two-
dimensional (2D) honeycomb lattice with Kitaev model [1],
in which three different inequivalent nearest-neighbor inter-
actions exist, since this system exhibits an exotic spin liquid
ground state characterized by a topological order. On the
other hand, conventional 2D honeycomb lattice magnets, in
which the nearest-neighbor interaction is dominant, are un-
frustrated. However, frustration can be induced in the presence
of second-neighbor interactions, which gives rise to interest-
ing new phases [2–15], such as spin-liquid states.

Bi3Mn4O12(NO3) (BMNO), which has a trigonal structure
(P3), consists of undistorted bilayer honeycomb lattices of
the magnetic Mn4+ ions (nominally t3

2g; S = 3/2) without
orbital degree of freedom [16], as shown in Fig. 1. The mag-
netic susceptibility shows a broad maximum centered around
70 K, indicating a characteristic feature of two-dimensional
antiferromagnets. The Curie-Weiss temperature has a large
value of �CW = −257 K [16] and −222 K [17], indicating

*Present address: Department of Physics, Duke University,
Durham, North Carolina 27708, USA.

overall strong antiferromagnetic interactions. The material
does not show a long-range magnetic order down to at least
0.4 K much lower than |�CW |, indicative of the presence
of strong frustration [16]. Pure powder sample was found to
exhibit a spin-glass behavior below 6 K [17]. Matsuda et al.
performed neutron diffraction measurements in BMNO and
found that it shows a short-range antiferromagnetic order at
low temperatures [18].

With applying magnetic field, a long-range antiferromag-
netic order (LRAFO) phase appears around 6 T [18]. The
magnetic structure in this magnetic-field-induced phase has
an antiparallel arrangement between nearest-neighbor spins
in the honeycomb plane with the spins pointing along a
direction in the plane and an antiparallel arrangement between
nearest-neighbor spins along the c axis. The low critical
magnetic field suggests that the disordered ground state and
the magnetic-field-induced state are energetically close. The
intrabilayer couplings were suggested to be important to ex-
plain the disordered ground state [19,20]. It was reported that
a large intrabilayer antiferromagnetic nearest-neighbor cou-
pling gives rise to dimerization [21–24]. On the other hand,
the frustrating further-neighbor interactions beyond those of
second neighbors both in-plane and intrabilayer were sug-
gested to cause the disordered state [17,20,25–28]. Although
these further-neighbor interactions should be important, the
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FIG. 1. Schematic structure of the honeycomb bilayer in
Bi3Mn4O12(NO3). The open circles represent the Mn4+ moments.
Magnetic interactions in a honeycomb plane J1 (bold solid line), J2

(dashed line), and J3 (long dashed dotted line) (a) and intrabilayer
interactions J1c (bold solid line), J2c (dashed line), J3c (long dashed
dotted line), and J4c (long dashed double-dotted line) (b), which are
used to calculate the spin-wave dispersions.

bilayer structure with many relevant interactions makes the
detailed analysis of the inelastic neutron scattering results
challenging.

Recently, Alaei et al. reported a mechanism of the frus-
trating interactions in BMNO obtained using the ab initio
density functional theory (DFT) calculations [29]. They cal-
culated three intraplane interactions, J1, J2, and J3 [Fig. 1(a)],
which represent nearest-, second-nearest-, and third-nearest-
neighbor’s interactions in the honeycomb plane, respec-
tively, and four intrabilayer interactions J1c, J2c, J3c, and
J4c [Fig. 1(b)], which represent intrabilayer nearest-, next-
nearest-, third-, and fourth-neighbor’s interactions, respec-
tively. The calculated interactions are shown in Table I. All
the interactions are calculated to be antiferromagnetic with
J1 largest and J1c second largest. J2 could compete with J1

in the honeycomb plane. If only J1 and J2 are relevant, the
magnetic ground state becomes disordered when J2/J1 > 0.15
for S = 3/2 [2]. However, since J2 is much smaller than J1, a
collinear Néel order is preferred. On the other hand, intrabi-
layer couplings J1c and J2c were found to compete strongly.
This frustration could make the effective intrabilayer inter-
action negligibly small, which makes the magnetic interac-
tions purely two-dimensional, where no long-range magnetic
order develops at finite temperatures. As a result, LRAFO is

predicted to be suppressed in a narrow range of J2c. With J2c

smaller than a critical value, the intrabilayer spin arrangement
between the nearest-neighbor spins becomes antiparallel due
to J1c being dominant, which is actually realized in BMNO.
On the other hand, with J2c larger than the critical value,
the intrabilayer spin arrangement becomes parallel due to J2c

being dominant. The calculated value of J2c for BMNO is very
close to the critical value.

To elucidate the frustration mechanism in BMNO, we
performed inelastic neutron scattering experiments using a
powder sample of BMNO at ambient and high magnetic
fields and analyzed the observed magnetic dispersions using
the linear spin-wave theory. Since the magnetic excitations
are dispersive monotonically and not so sharp even in the
field-induced LRAFO state, it was challenging to evaluate the
predicted seven magnetic interactions accurately. Fortunately,
we found a few characteristics of the magnetic dispersions
which can be used to estimate the magnetic interactions.
We confirmed that the magnetic interactions (J1, J2, J3, J1c,
and J2c) predicted theoretically almost reproduce the observed
magnetic dispersions, indicating that the disordered ground
state is driven by the frustrating J1c and J2c.

II. EXPERIMENTAL DETAILS

A powder sample of BMNO was prepared by hydrothermal
synthesis [16]. The powder sample that weighs ∼4 g was used.
Although the sample contains 6.7 wt. % of MnO2, as shown
in Ref. [16], inelastic scattering from the impurity phase
was negligibly small [30]. The inelastic neutron scattering
experiments were carried out on a disk chopper spectrometer
(DCS) [31] installed at the NIST Center for Neutron Research
(NCNR) and a chopper neutron spectrometer ARCS [32]
installed at the Spallation Neutron Source (SNS) at Oak
Ridge National Laboratory (ORNL). We utilized two incident
energies of 6.3 and 25.3 meV on DCS and an incident energy
of 20.0 meV on ARCS. Energy resolutions at the elastic
position are ∼0.4 and ∼1.5 meV with Ei = 6.3 and 25.3 meV,
respectively, on DCS and ∼0.7 meV with Ei = 20.0 meV on
ARCS. The vertical magnetic field was applied up to 10 T
using a superconducting magnet on DCS. The magnetic-field
dependence of the magnetic dispersions were measured at
2.1 K on DCS. Temperature dependence of the magnetic
dispersions were measured at ambient field in the temperature
range of 5 � T � 250 K using a closed-cycle refrigerator on

TABLE I. Magnetic interactions in Bi3Mn4O12(NO3) determined by the linear spin-wave analysis on the inelastic neutron scattering results
and by the DFT calculations [29]. The difference of the absolute values between the experimental and theoretical study originates from the
difference in the definition of the spin magnitude. Our linear spin-wave calculations were performed for the spin Hamiltonian [Eq. (1)] with
S = 3/2, whereas Alaei et al. used classical unit vectors in their spin Hamiltonian. The interactions normalized to J1 are also shown to compare
the experimental and theoretical results. D represents the single-ion anisotropy.

Method J1 J2 J3 J1c J2c J3c J4c D �CW

Neutron (this work) 3.3 meV 0.46 meV 0.29 meV 0.96 meV 0.30 meV 0.012 meV −215.2 K
Normalized 1 0.14 0.088 0.29 0.09
DFT (Ref. [29]) 10.7 meV 0.9 meV 1.2 meV 3.0 meV 1.1 meV 0.5 meV 0.9 meV −244 K
Normalized 1 0.084 0.112 0.28 0.10 0.047 0.084
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FIG. 2. Color contour maps of the inelastic neutron scattering
intensity S(|Q|, E ) for Bi3Mn4O12(NO3) powder measured with
Ei = 20.0 meV on ARCS at ambient field and at T = 5 (a), 30 (b),
60 (c), 80 (d), 160 (e), and 250 K (f).

ARCS. The visualization of the inelastic neutron scattering
data were performed using the DAVE software [33].

III. RESULTS AND DISCUSSION

A. Inelastic neutron scattering

1. Ambient magnetic field

Figure 2(a) shows an image plot of inelastic neutron
spectrum measured on ARCS at T = 5 K and H = 0 T.
Although there is no LRAFO, well dispersive magnetic ex-
citations were observed. The spin-wave-like excitation rises
from Q ∼ 1.5 Å−1, corresponding to the (101) Bragg peak
position, and the bandwidth of the excitation is ∼9.5 meV.
The observed excitations are consistent with those reported in
Ref. [18], which shows the results measured with coarser en-
ergy and Q resolutions. An excitation gap originating from the
magnetic anisotropy was not observed. With increasing tem-
perature, the magnetic excitations become broader, as shown
in Figs. 2(b)–2(f). At 60 K, the dispersive mode almost disap-
pears and a broad excitation centered around 1.5 Å−1 remains,
which originates from short-range antiferromagnetic correla-
tions. The excitation becomes broader in Q with increasing
temperature, since the correlation length becomes shorter at
higher temperatures. The excitations become close to those
from paramagnetic state at 250 K. The temperature depen-
dence is consistent with that of the magnetic susceptibility
which has a large �CW of −257 or −222 K. As described in
Sec. III B, the magnetic excitations at low temperatures can be

FIG. 3. Color contour maps of S(|Q|, E ) for Bi3Mn4O12(NO3)
powder measured with Ei = 25.3 meV on DCS at T = 2.1 K and
at H = 0 (a) and 10 T (b). Energy cuts of the excitations at H = 0
and 10 T integrated over the range of 1.3 � Q � 1.7 Å−1 (c) and
0.85 � Q � 1 Å−1 (d). Q cuts of the excitations at H = 0 and 10 T
integrated over the range of 2 � E � 4 meV (e) and 4 � E � 6 meV
(f). Solid lines in (d) are fits with a Lorentzian function. Solid lines
in (e) and (f) are fits with a Gaussian function.

analyzed using the linear spin-wave theory and the estimated
magnetic interactions reproduce �CW .

2. Magnetic field

BMNO exhibits a LRAFO under magnetic field above
6 T at 1.5 K, as reported in Ref. [18]. Magnetic excitations
measured in the field-induced phase with Ei = 25.3 meV
using a superconducting magnet on DCS are shown in Fig. 3,
which shows the overall feature up to 15 meV, as in Fig. 2.
The ambient field data in Fig. 3(a) is consistent with that in
Fig. 2(a). Figure 3(b) shows the magnetic excitations at 10 T,
where the LRAFO is observed. Figure 3(c) shows an energy
cut of the magnetic excitations around 1.5 Å−1, where the
magnetic zone center is located. The excitations are slightly
more intense at 10 T than at 0 T below ∼6 meV. This
is consistent with the Q-cut intensities shown in Figs. 3(e)
and 3(f). On the other hand, the intensities at 0 and 10 T
are similar in the range of 6 � E � 10 meV and the intensity
at 10 T is slightly less intense than at 0 T around 11 meV.
The intensity in the range of 8 � E � 9.5 meV at low Q
below 1 Å−1 is enhanced at 10 T, as shown in Fig. 3(d).
Therefore, the overall magnetic excitation signal is enhanced
at 10 T, although the enhancement is not homogeneous in
the energy and momentum space. We can also conclude that
there is almost no perceivable change in the energy scale
and the sharpness of the dispersions.
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FIG. 4. Low energy magnetic excitations in Bi3Mn4O12(NO3)
powder measured at T = 2.1 K with Ei = 6.3 meV on DCS. Color
contour maps of S(|Q|, E ) at H = 0 (a) and 10 T (b). (c) Energy cut
of the excitations integrated over the range of 1.4 � Q � 1.65 Å−1 at
H = 0 and 10 T. Q cut of the excitations at H = 0 and 10 T integrated
over the range of 0.8 � E � 1.8 meV (d), 1.8 � E � 2.5 meV (e),
and 2.5 � E � 3.2 meV (f). Solid lines in (c) are guides to the eye.
Solid lines in (d), (e), and (f) are fits with a Gaussian function.

In order to elucidate the excitation width and excitation
gaps in detail, we measured low-energy magnetic excitations
with a high energy resolution (Ei = 6.3 meV). Figures 4(a)
and 4(b) show magnetic excitations below 3.5 meV at 0 and
10 T, respectively. It is visible that the intensities around 1.3
and 2.7 meV are enhanced at 10 T but those below 1 meV
are reduced. This feature is also seen in the energy-cut plot
in Fig. 4(c). The Q-cut plots in Figs. 4(d), 4(e) and 4(f)
also confirm an enhancement of the intensity at the two
energies and no enhancement between them at 10 T. Due to
the enhanced signals two peaks appear at the two energies
[Fig. 4(c)], suggesting that these peaks are bottom of gapped
excitations. As described in Sec III B, our analysis indicates
that the lower and higher energy gaps originate from the easy-
plane anisotropy in the honeycomb plane and the intrabilayer
couplings, respectively. As shown in Fig. 4(e), the excitation
width of Q does not change at 10 T, which is consistent with
the results measured with Ei = 25.3 meV.

A possible origin for the small difference between mag-
netic excitations at 0 and 10 T is that some finite fraction of the
disordered phase still remains at 10 T [18]. It was interpreted
that the field-induced transition depends on magnetic-field
direction and only the magnetic moments perpendicular to
the magnetic field show the long-range order and the others
remain disordered. Due to the mixture of the two phases, the
magnetic excitations at 10 T can be still broadened. Another
possible origin is that the intraplane and intrabilayer magnetic

correlations might be sufficient to generate reasonably well-
defined magnetic excitations at zero magnetic field. The cor-
relation lengths are estimated to be ∼8 Å intraplane and
∼6 Å intrabilayer [18], which contain several hexagons. The
correlation lengths might be underestimated so that more
hexagons could be correlated. This effect sharpens the mag-
netic excitations at 0 T, which can be similar to those at 10 T.

B. Spin-wave calculations

In order to determine the magnetic interactions from the
observed magnetic dispersions, we performed linear spin-
wave calculations for the spin Hamiltonian of the bilayer
Heisenberg honeycomb lattice, which is described by

H =
∑

i> j

Ji jSi · S j +
∑

i

DS2
z,i − gμB

∑

i

Si · H, (1)

where Ji j represents the intralayer and intrabilayer magnetic
interactions shown in Fig. 1. The second term is the single-
ion anisotropy term. The spins are reported to point along a
direction in the honeycomb plane in the field-induced LRAFO
phase [18]. Therefore, D is supposed to have a positive value.
The third term is the Zeeman term, where g, μB, and H
represent g factor, the Bohr magneton, and magnetic field,
respectively.

SPINW package [34] was used for the calculations. We
calculated powder averaged magnetic dispersions using the
linear spin-wave model. It is not straightforward to compare
the experimental and calculated results because of the large
number of the relevant interactions and the relatively broad
and monotonic magnetic dispersions observed. After some
trials, we found the following characteristics useful to ana-
lyze the magnetic dispersions. (1) The dispersion around the
band maximum (∼9.5 meV) is almost flat, indicating that
the dispersion around the zone boundary should not have a
strong structure. (2) Q dependence of the intensities integrated
over the energy range of 8 � E � 11 meV is sensitive to
the interactions. (3) The excitation gaps at 1.3 and 2.7 meV
should be reproduced. As shown in Sec. III A 2, (3) is a clear
difference between excitations at 0 and 10 T. This is probably
because the gaps become broadened in the disordered phase.
As described below, the gaps originate from the anisotropy
and intrabilayer couplings. We tried to reproduce (1)–(3) with
the model calculations. We confirmed that the interaction
parameters used for the spin-wave calculations reproduce the
observed antiferromagnetic structure in magnetic field.

We first make it clear how the magnetic field affects spin
components parallel and perpendicular to the magnetic field.
As in Eq. (1), the former fully affects the Hamiltonian and
splits the spin-wave dispersions, whereas the latter has no
effect and the dispersions are the same as in the zero magnetic
field. The calculations with the magnetic field parallel to
the spin direction are shown in the Appendix. Since the
measurements were performed with a powder sample, the
magnetic-field directions are random. As mentioned in Sec. I,
the disordered phase still remains at 10 T. It was suggested
in Ref. [18] that the spin component with magnetic field
effectively applied along the c axis gives rise to the LRAFO
and the other spin component is disordered. This model is
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FIG. 5. Summary of the calculated magnetic excitations using the linear spin-wave theory with magnetic field (10 T) perpendicular to the
spin direction. (a), (e), and (i) Powder averaged inelastic neutron scattering intensity S(|Q|, E ). (b), (f), and (j) Low-energy and low-Q region
of S(|Q|, E ). (c), (g), and (k) Magnetic dispersions along the high symmetric directions in the reciprocal space. (d), (h), and (l) Q dependence
of the scattering intensities S(|Q|, E ) integrated over the energy range of 8 � E � 11 meV. The experimental values measured on ARCS at
0 T and 5 K and on DCS at 0 and 10 T and 2.1 K are also shown. Panels (a)–(d) are the results with theoretically predicted interactions
J2 = 0.084J1, J3 = 0.112J1, J1c = 0.28J1, J2c = 0.10J1, J3c = 0.047J1, and J4c = 0.084J1. J1 = 2.64 meV is used to adjust the energy scale of
the experimental data. Panels (e)–(h) are the results with J1 = 2.55 meV, J2 = 0.084J1, J3 = 0.112J1, J1c = 0.28J1, and J2c = 0.094J1. Note
that J2c is fixed at a slightly smaller value to keep the ground state stable with the spin correlations same as those observed. Panels (i)–(l) are
the results with J1 = 3.3 meV, J2 = 0.14J1, J3 = 0.088J1, J1c = 0.29J1, J2c = 0.09J1, and D = 0.012 meV.

consistent with the magnetic-field dependence of the magnetic
excitations, which were actually observed, as follows. As
shown in Sec. III A 2, we did not observe any splits of the
magnetic excitations at the top of the dispersions at 10 T. This
indicates that the observed magnetic excitations at 10 T are not
affected by the magnetic field. Therefore, the excitations prob-
ably originate from a mixture of the field-induced LRAFO,
in which the spin components perpendicular to the magnetic
field contribute, and disordered phases. The excitations from
the disordered phase probably do not split in magnetic fields
due to the short-range correlations.

The magnetic dispersions were first calculated using a
set of magnetic interactions predicted by Alaei et al. [29]
(Table I). Note that we cannot directly compare the absolute
values of the interactions obtained experimentally and theo-
retically, since the definition of the Hamiltonians is different.
Therefore, J1 was varied and the ratios for the other interac-
tions were fixed in the calculation. The magnetic dispersions
calculated in this way are presented in Figs. 5(a)–5(d). Al-
though the Q dependence of the energy-integrated intensity

calculated agrees reasonably well with that observed experi-
mentally [35] [Fig. 5(d)], the calculation indicates an upturn
of the dispersion at low Q [Fig. 5(a)], which originates from
the dispersive modes between M and K points [Fig. 5(c)]. Al-
though no anisotropy term is included, there exists a finite gap.
This originates from the intrabilayer couplings, as reported in
Ref. [22]. Figures 5(e)–5(h) show the results of calculations
without J3c and J4c. Now the upturn of the dispersion is absent,
indicating that J3c and J4c should be very small. We evaluated
J1, J2, J3, J1c, and J2c and found that all these are necessary
to reproduce the dispersions. In order to reproduce the ob-
served two excitation gaps, the anisotropy term should also
be considered as well as the intrabilayer couplings. We tried
to calculate with various combinations of these interactions to
reproduce the observed dispersions. Our best estimated values
are J1 = 3.3 meV, J2 = 0.46 meV (= 0.14J1), J3 = 0.29 meV
(= 0.088J1), J1c = 0.96 meV (= 0.29J1), J2c = 0.30 meV (=
0.09J1), and D = 0.012 meV. The results of the calculation
with these interactions are shown in Figs. 5(i)–5(l). All the
features of the dispersions are reproduced reasonably well.
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FIG. 6. Summary of the calculated magnetic excitations in the magnetic field of 10 T using the linear spin-wave theory. (a), (d), (g), and
(j) Powder averaged inelastic neutron scattering intensity S(|Q|, E ). (b), (e), (h), and (k) Low-energy and low-Q region of S(|Q|, E ). (c), (f),
(i), and (l) Magnetic dispersions along the high symmetric directions in the reciprocal space. Panels (a)–(f) are the results with J1 = 2.64 meV,
J2 = 0.084J1, J3 = 0.112J1, J1c = 0.28J1, J2c = 0.10J1, J3c = 0.047J1, and J4c = 0.084J1. The ratios of the interactions theoretically predicted
[29] are used. [(a)–(c) Magnetic field perpendicular to the spins. (d)–(f) Magnetic field parallel to the spins.] Panels (g)–(l) are the results
with J1 = 2.55 meV, J2 = 0.084J1, J3 = 0.112J1, J1c = 0.28J1, and J2c = 0.093J1. [(g)–(i) Magnetic field perpendicular to the spins. (j)–(l)
Magnetic field parallel to the spins.] The sharp and vertically elongated spots seen at ∼1.2 meV in (e) and (k) originate from the sharp edge
of the dispersion at � point, generated by the longitudinal magnetic field. Due to the almost flat dispersion along the c axis, many spots are
present at the same energy.
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J2 and J3 are slightly larger and smaller than those predicted
theoretically, respectively. On the other hand, J1c and J2c are
in excellent agreement with the predicted values. With these
interactions, �CW is calculated to be −215.2 K, which is close
to the previously reported values (−257 and −222 K) [16,17].

According to our calculations, the lower-energy gap origi-
nates from the easy-plane anisotropy. The higher-energy gap
is driven by the intrabilayer interactions J1c and J2c. J1c in-
creases the gap energy, whereas J2c decreases the gap energy.
J1, J2, and J3 also affect the two gap energies. The exper-
imentally estimated J1c and J2c, which are similar to those
theoretically predicted, give rise to reasonable gap energies.
A Dzyaloshinskii-Moriya (DM) interaction is suggested from
the ESR results in Ref. [36]. However, our calculation in-
cluding the DM interaction diverges and generates imaginary
scattering intensity, indicating that the magnetic state becomes
unstable. Therefore, the DM interaction is considered to be
weak even if it exists.

IV. SUMMARY

An inelastic neutron scattering study has been performed
in an S = 3/2 bilayer honeycomb lattice compound BMNO
to observe the magnetic excitations. The overall magnetic
excitations do not change much between the ambient-field
disordered and field-induced LRAFO phases. The magnetic
dispersions measured in the LRAFO state are slightly more
intense and two excitation gaps, probably originating from the
single-ion anisotropy and the intrabilayer couplings, become
clear. The magnetic interactions estimated using the linear
spin-wave theory are almost consistent with those determined
by the DFT calculations, except J3c and J4c. Our experimental
result confirms that there is no significant frustration in the
honeycomb plane. Instead, the frustrating intrabilayer interac-
tions J1c and J2c probably give rise to the disordered ground
state, as reported in Ref. [29].
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APPENDIX: SPIN-WAVE DISPERSIONS IN MAGNETIC
FIELDS PARALLEL AND PERPENDICULAR

TO THE SPIN DIRECTION

The magnetic excitations are calculated using the spin
Hamiltonian [Eq. (1)]. For the Zeeman term, the magnetic
field affects the spin-wave dispersions differently, depending
on whether it is applied along or perpendicular to the spin
direction. Figure 6 displays the magnetic dispersions with
magnetic field perpendicular and parallel to the spin direction.
Although the dispersions with magnetic fields perpendicular
to the spin direction are similar to those experimentally ob-
served, those with field parallel to the spin direction are very
different. In particular, the split of the dispersion modes at the
top of the excitation band was not observed experimentally.
These results indicate that the magnetic field effectively ap-
plied perpendicular to the c axis gives rise to the LRAFO and
the excitations we observed at 10 T are from a mixture of the
field-induced LRAFO and disordered phases. The latter is not
probably affected by the magnetic field of 10 T due to the
short-range correlations. This picture of the magnetic phases
in magnetic field is quite consistent with that suggested by the
neutron diffraction study in magnetic field [18].
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