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Abstract

In the machining process, the workpiece undergoes large plastic deformation at high strain rate and is heated rapidly by plastic
work and friction. Rapid temperature excursions brought about during this process may result in non-typical microstructures
whose mechanical behavior differs from what has traditionally been observed and modeled. This paper presents dynamic
stress-strain measurements on three hypo-eutectoid ferrite-pearlite carbon steels of increasing carbon content (AISI 1018,
1045 and 1075) under rapidly heated conditions, with total heating times less under 4 s, up to 1000 °C. The mechanical
behavior of these steels is broken down into four regions: low temperature thermal softening, followed by dynamic strain
aging, pearlite decomposition and, finally, ferrite-austenite thermal softening. The present rapidly heated high strain rate
results are generally commensurate with literature data up through dynamic strain aging to about 700 °C, indicating limited
effects of short heating times below the pearlite decomposition temperature (Al). Above A1, however, the results diverge
significantly, owing to the limited time for diffusion processes that govern the transformation from ferrite-pearlite to ferrite-
austenite and finally austenite. The divergence includes an inversion of the effect of carbon content on flow stress above Al

compared to previous studies with longer heating times.
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Introduction

Simulations of machining processes are not fully success-
ful to date, which represents a barrier to realizing optimal
material removal rates, energy efficiency and tool life [1,
2]. A recent review of the field calls attention to the lack of
consistent and reliable material models that are applicable
to machining conditions [3]. These conditions, which can
involve strain rates up to 10° s™!, temperatures up to 1000 °C
and heating rates exceeding 1000 °C/s, are beyond most
laboratory testing techniques. This, along with the fact that
machining creates a more complex stress state than uni-
axial material testing and also involves significant friction
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effects, has motivated efforts to extract material properties
by applying inverse methods to instrumented machining
experiments, using both analytical [4] and numerical mod-
eling [5-9]. Carbon steel behavior is particularly complex
compared to other materials. One important effect included
in sophisticated machining models of ferrite-pearlite steels is
dynamic strain aging (DSA), referred to as “blue brittleness”
in the machining literature, where the steel becomes stronger
and less ductile under certain conditions of temperature and
strain rate [7, 10]. Another important effect is the austenite
transformation on heating, which when followed by rapid
cooling of the chips and workpiece surface results in com-
plex mixed microstructures consisting of ferrite-pearlite,
bainite and/or martensite [11]. The “white layer” observed
on the machined surfaces of high strength steels is attributed
to rapid cooling of a surface austenite layer formed during
machining [12]. Dynamic recrystallization is another effect
that is suspected to influence the grain size and surface hard-
ness in cold or dry machining in some steels [3]. It has also
been observed in chips at moderate cutting velocities when
machining strong martensitic steels [13]. Such complex
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metallurgical effects are often diffusion-related and thus
depend on time as well as temperature.

Temperature effects on the dynamic flow stress of car-
bon steel were first investigated by Manjoine [14] using a
rotating flywheel experiment to study mild steel in tension
at temperatures up to 600 °C at a strain rate of 200 s™!. Sig-
nificant dynamic strain aging (DSA) effects were identified,
causing an increase in the plastic flow stress between 400
and 600 °C. Campbell and Ferguson [15] examined tem-
perature effects on yield strength in a 0.12% C' steel using
a double shear specimen at strain rates up to 40,000 s~! and
temperatures to 440 °C. They did not observe DSA, how-
ever, perhaps because of the limited plastic strain in their
tests. The dynamic compression behavior of carbon steel
was studied by Oyane et al. [16] covering steels from 0.16
t0 0.52% C and temperatures up to 1000 °C at a strain rate of
450 s7!, and the extensive data set was reported in Oxley’s
classic machining text [4]. The results showed prominent
DSA effects that were manifest as a bell-shaped region of
elevated flow stresses between about 400 and 800 °C, where
the latter temperature exceeded the austenite transformation
temperature. Shirakashi et al. [17] developed a rapid induc-
tion heating method and combined it with a compression
Kolsky bar technique to study a 0.18% carbon steel at strain
rates up to 2000 s~ and temperatures up to 800 °C with heating
times limited to 5 s. Their results agreed with the earlier
data of Oyane et al. [16], and they further explored possi-
ble time-dependence of DSA and austenite transformation.
They found no significant modification of DSA behavior
with heating time, exploring with a separate method heating
times down to 40 ms. Shirakashi et al. [17] further explored
austenite transformation via rapid heating and quenching
followed by hardness testing and concluded that the heating
time required to transform steel exceeded 1 ms even when
heated above A3. They concluded transformation could not
occur during machining, where the heat time was signifi-
cantly lower than 1 ms. Later, an induction heating tech-
nique was employed by Jaspers and Dautzenberg [18] on a
0.45% C steel in high strain rate compression tests up to 600
°C. This data also shows some thermal hardening, appar-
ently due to DSA, but both the onset temperature and the
magnitude of the effect were different from earlier literature
data. Lee and Liu [19] used a radiation furnace arrangement
with a Kolsky bar to study a low, medium and a high car-
bon steel up to 800 °C with a maximum strain rate of 5500
s! to a large plastic strain, but their experimental results
showed neither DSA or phase transformation effects. Aside
from the data provided but Oxley [4] and Lee and Liu [19],
high-strain-rate, high-temperature data sets for carbon steels
have been restricted to a single composition, so that effects

! All composition information is reported as mass percent.

of carbon content remain not well studied. The Oxley data
set [4] has seemingly not received attention outside of the
machining science community, and that of Lee and Liu [19]
does not reflect the strong DSA effects of the most other
comparable data sets. Aside from the pioneering work of
Shirakashi et al. [17], the effect of heating time on dynamic
plasticity in carbon steels has not been explored.

The foregoing work on steel plasticity suggests that the
primary influence of heating time involves the phase trans-
formation to austenite from the initial ferrite-cementite
microstructure. This transformation radically alters the
environment of obstacles through which dislocations are
driven [20]. Further, as the primary crystal structure changes
from body centered cubic (BCC) ferrite to face centered
cubic (FCC) austenite, DSA effects will also likely change.
Dynamic strain aging is most notable in BCC steels and
involves the development of a Cottrell atmosphere of solute
atoms around dislocation cores that act to pin them until
higher stresses are applied to move them again [21]. In car-
bon steels, the atmosphere involves interstitial carbon and
nitrogen, and is responsible for so-called “jerky” or “ser-
rated” stress—strain behavior and a significant increase in
the hardening rate for specific ranges of strain rate and tem-
perature that can result in negative strain rate sensitivity and
lower ductility [22]. Later work on DSA in carbon steels
has indicated an influence of Mn content [23] under low-
rate deformation, and the effects of other microstructural
features such as grain size and prior cold work have been
reviewed [24]. So-called “killed” steels, which are processed
to achieve exceptionally low oxygen levels, exhibit much
less DSA than ordinary carbon steels [25, 26]. Such steels
are used commercially in the auto industry for applications
requiring high formability, and generally have very low car-
bon content. However, thermal hardening can still occur in
these steels at high strain rates, and the effect is enhanced
by prior cold work making DSA potentially time-sensitive
above recovery temperatures [27]. Interestingly, although
dynamic strain aging also occurs in FCC materials in the
form of serrated stress—strain behavior, the strong increase
in hardening does not seem to occur or is less-pronounced
[22]. DSA-enhanced hardening can occur in FCC alloys,
but most of these studies involve austenitic stainless steels
[28] and not plain carbon steels above austenite formation
temperatures. Thus, when a carbon steel transforms from
ferrite-pearlite to austenite under rapid heating and high
strain rate loading, dynamic strain aging effects may change
considerably.

The influence of heating rate and time on austenite trans-
formation in ferrite-pearlite steels has been well studied,
primarily in connection with steel processing research but
also in connection with welding research, where weld micro-
structure and properties depend critically on the rapid ther-
mal excursions taking place. Cementite (Fe;C), the primary
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strengthening precipitate in plain carbon steel, becomes
unstable above the A1l temperature, usually between 700
and 730 °C, depending on the steel composition. Pearlite
colonies, which consist of alternating plates of cementite
and ferrite (BCC iron), decompose into austenite (FCC iron)
which has high carbon solubility. The growth of austenite
begins first within pearlite colonies and, once they are rap-
idly consumed, a second stage of slower growth occurs as
the austenite grains consume the remaining globular ferrite,
eventually homogenizing the carbon distribution through the
microstructure [29-31]. Under welding conditions, pearl-
ite is considered to dissolve almost instantaneously [32].
Studies of austenite growth in pure pearlite (eutectoid steel
composition) under isothermal conditions and continuous
heating have shown dissolution times can be on the order
of seconds [33] up to a few minutes [34] depending on
temperature and the cementite plate thickness and pearlite
colony size. Transformation kinetics slow down when these
two features coarsen [33—35], but they increase with tem-
perature and heating rate. The quantity Mn and Si have also
been shown to affect the observed transformation rate [29,
36]. Under extremely fast heating, austenite growth behavior
may change substantially [37, 38]. Two main heating tech-
niques have been used to study pearlite dissolution kinet-
ics: liquid immersion, in which the sample is immersed in
a fixed-temperature bath [34], or external heating via radia-
tive [33], inductive [31] or resistive [39] methods. For the
external heating methods, temperature gradients within the
sample are essentially unavoidable due to radiative and pos-
sibly convective heat loss to the colder surroundings [40],
although efforts are made to limit this issue with radiation
shielding and specialized sample geometries. For steels
near Al, thermal gradients will bias transformation kinetics
data. Measurements by the present authors on the kinetics of
pearlite decomposition indicated significant transformation
occurs in under three seconds for the steels studied here, but
the transformation is not uniform due to thermal gradients in
the specimens [39]. Despite the variance in the timescales
for pearlite decomposition determined from different studies
and the experimental difficulties associated with measur-
ing them, heating times in machining are well below one
second, making it rather likely that carbon steel deviates
significantly from normal flow stress behavior if cutting tem-
peratures exceed Al.

Between the A1 temperature and the temperature at which
carbon steel becomes fully austenitic (called A3), steel exists
as a two-phase mixture of BCC ferrite with low carbon con-
tent and FCC austenite with high carbon content. The A3
temperature increases significantly with decreasing carbon
content, reaching 910 °C for fairly pure iron [41]. Carbon
homogenization is governed by bulk diffusion of carbon
through austenite grains and occurs over timescales much
larger than those associated with pearlite decomposition. As

@ Springer

aresult, within the A1 to A3 temperature window (called the
intercritical region) and perhaps beyond, the plastic behavior
of carbon steel will deviate significantly from equilibrium
under rapid heating conditions. Studies of steel plasticity
above the Al temperature have been performed to design
optimal hot rolling procedures by examining the effects
of time, temperature and composition effects on rolling
stresses and on the final microstructure and properties of
rolled steel products. Hatta et al. [42] developed a model for
carbon steels of various carbon contents and strain rates up
to 100 s~! and temperatures up to 1000 °C with extensive
comparison to literature data obtained under conventional
heating conditions. In the model, equilibrium thermody-
namics is used to determine the phase fractions in the inter-
critical region, and so it is assumed to represent equilibrium
mechanical behavior of steel in this region. As such, this
model serves as a useful guidepost against which rapidly-
heated mechanical data can be compared.

A final potential source of time-dependent flow stress
behavior is associated with steels in the cold-worked condi-
tion, where recovery and recrystallization can occur even
at sub-critical temperatures (below Al) [43]. Recovery
and recrystallization are sensitive to the amount of Mn,
Mo and Cr in the steel. As with carbon diffusion, recovery
and recrystallization take place on time scales significantly
longer than that associated with cementite decomposition
(seconds or less), and as such these effects may cause signifi-
cant differences in the plastic behavior of steel with extended
heating times compared to what occurs under fast heating
conditions. Annealing kinetics for cold-rolled low carbon
steel show that the strength can fall within 20 s at 600 °C
[44]. Earlier work by Shirakashi et al. [17] indicated anneal-
ing requires about 90 s in low carbon steel that has been
cold worked to a strain of 0.3, which is in rough agreement
with the former finding. Cementite plates can also coarsen
(spherodize) in the sub-critical region, adding another poten-
tial source of time-sensitive mechanical behavior. More
recent studies indicate that, under rapid heating, recovery
processes do occur but recrystallization may be bypassed
[38]. However, as these effects are mostly important in cold-
worked steels, their relevance to machining annealed materi-
als is questionable.

To address the need for additional high temperature, high
strain rate flow stress for carbon steels under short, con-
trolled heating times, we use an electrically pulse-heated
Kolsky bar technique developed at the National Institute of
Standards and Technology (NIST) [45] to measure three
hypo-eutectoid ferrite-pearlite steels that have been heat
treated to obtain similar pearlite morphologies but with three
increasing volume fractions of pearlite up to near-eutectoid
composition. We note the absence of so-called electro-plas-
ticity effects in this technique [46], which are non-thermal
effects sometimes reported during metal deformation tests
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performed under large DC currents [47], such that all effects
observed are believed to be related only to temperature, time
and strain rate. Strain rates range between 2000 and 5000
s~!, depending on specimen geometry and strength, and the
behavior is examined up to an average plastic strain of about
0.25. Finally, all the data presented here are obtained using a
single heating pulse duration of less than 4 s. An initial study
showed that variations in the heating time on the order of
seconds can influence carbon steel flow stress above Al due
to phase transformation effects [39]. While the present work
does not explicitly explore the effect of variable heating time
on flow stress, studies on this topic are ongoing and will be
reported in the future.

Experimental
Material Preparation

Tests were conducted on commercial AISI 1018 (ASTM
A108) and AISI 1075 (ASTM A684) steels acquired as cold-
rolled plate, and AISI 1045 (ASTM A108) steel acquired as
cold-drawn rod. Disk-shaped compression specimens, meas-
uring 2 mm thick by 4 mm in diameter from plate or 4.75
mm in diameter from rod, were wire EDM machined from
the stock material, then ground flat. The specimen diameter
was selected to be much smaller than the Kolsky bar diam-
eter (15 mm) to concentrate resistive heating in the specimen
and minimize bar heating. Material compositions, deter-
mined by spectrographic analysis (ASTM E1019 and ASTM
E415), are listed in Table 1. The 1018 and 1075 steels were
heat treated at 820 °C for 45 min and then air-cooled to
promote the formation of a fine, pearlitic microstructure.
The 1045 steel was heat treated at 900 °C for 1 h and air
cooled to achieve a similar pearlitic structure. Representative
microstructures for the three carbon steels, revealed using
metallographic preparation with a 2% nital etch, are shown
in Fig. 1. Equilibrium thermodynamic calculations of the
Al and A3 temperatures for each composition are listed
in Table 2. Ferrite grain size and pearlite colony size were
measured from optical micrographs following ASTM-E112,
while pearlite interlamellar spacing was measured following
the method described by Caballero et al. [33]. These data,
along with pearlite volume fractions obtained from point
counting, are given in Table 3.

Pulse-Heated Kolsky Bar Method

This method combines a traditional compression Kolsky bar
arrangement with rapid resistive heating [45]. The Kolsky
bar apparatus consists of maraging steel incident and trans-
mission bars measuring 15 mm in diameter and 1.5 and 1.47
m in length, respectively, the latter being shorter to allow
recovery testing. The bars are outfitted with short sacrificial

tips (3 cm long) made from hardened maraging steel of the
same diameter as the bars. The tips are threaded into the
primary bars and can easily be removed and re-ground when
damaged by occasional electrical arcing. The primary bars
are in an un-hardened condition and have a Young’s modulus
and wave speed of 170 GPa+2 GPa and 4600 m/s + 25 m/s,
respectively. The tests were conducted with a 250 mm long
striker impacting at a velocity of 10.0 m/s+0.2 m/s. This
striker impact produced maximum plastic strains of between
0.15 and 0.5 in our test specimens, depending on the initial
temperature and specimen strength. Because of the loss in
specimen strength with temperature, true strain rates also
increased from 2000 to 5000 s~! for our tests from room
temperature to the maximum temperature. Annealed copper
pulse shapers measuring 6.35 mm in diameter and 0.254 mm
thick were used in all tests to limit wave dispersion in the
tests. Finally, the punching correction technique of Safa and
Gary [48] was used to compensate for elastic deformation of
the bar ends around the small samples.

Heating current is supplied via a bank of six large lead-
acid batteries connected in series, with 2 V per cell deliver-
ing a maximum of 12 V. Sample temperature is controlled
by modulating the current supplied to the sample through
adjusting the gate voltage supplied to an array of field
effect transistors (FETSs) to match the setpoint via a custom
proportional-integral-derivative (PID) microcontroller unit
(loop time of 0.0001s). Temperature is sensed by an infrared
InGaAs spot pyrometer with a peak responsivity at a wave-
length of 1.5°um and an amplifier of bandwidth 800 kHz.
The pyrometer views a spot on the sample surface measuring
approximately 1 mm?. For temperatures below 350 °C where
the pyrometer becomes insensitive to temperature, a current
setpoint is used to control the heating. Current is measured
using a standard resistor placed in series in the heating cir-
cuit. To facilitate uniform heating and reduce arcing and
localized melting, thin graphite foil disks (0.13 mm thick)
are placed between the specimen and the bar ends. Although
thin, the foils reduce the strain experienced by the specimen,
and the effect is compensated for by subtracting the foil con-
tribution to the deformation using an empirical correction
formula [45]. Because the heating times are limited to less
than 4 s, and because the sample diameter is much smaller
than the bars (4 mm versus 15 mm), the heat affected zone
in the bars was found to be too small to disturb elastic wave
propagation [49].

The uniformity of the sample temperature is monitored
using a second infrared pyrometer focused on the opposite
side of the specimen from the control pyrometer, as shown
in Fig. 2. Tests are accepted only if the two pyrometer sig-
nals are in accord with one another over the latter half of
the thermal history. The thermodynamic temperature of
the sample is measured with a K-type thermocouple (0.127
mm diameter) that is welded to the specimen adjacent to
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Fig. 1 SEM micrographs of the three carbon steels investigated (2% nital etch)

Table 1 Compositions of steels

. . . N Designation C Mn P S Si Ni Cr Mo Cu Method
investigated in weight percent
1018 02 0.6 0.009 0.006 0.02 0.08 0.06 0.02 0.14 ASTMEI019/E415
1045 048 0.73 0.005 0.007 0.19 0.04 0.08 001 0.10 ASTMEI1019/E415
1075 072 0.6 0.013 <0.005 0.24 0.05 007 002 0.11 ASTMEI1019/E415
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Table 2 Equil.ibrium . Designation Al [°C] A3 [°C] 0.9
thermodynamic calculations of o 1018
the Al and A3 temperatures 1018 709 836 ; 08 b a R - oss
1045 712 760 Z
1075 77 727 20.7 41075
Eo ] A N
% A o
the spot viewed by the control pyrometer. Each wire of the !§ . “s u 4
thermocouple is welded individually to the sample surface % 03 ° ° o ° .
(separated-junction method [50]), usually in a small region & o4 ° ° ]
near the spot observed by the control pyrometer. During ' ° °
heating, the thermocouple signal is rendered unreliable by 03 . . ‘ ‘ ) .
bias and noise from induction from the heating current’s 400 500 600 700 800 900 1000 1100

electric field, which persists for about 15 ms after the current
is switched off. An accurate impact temperature measure-
ment is therefore only possible after the thermocouple signal
stabilizes, so the loading pulse is delayed by about 20 ms
after current shutoff by triggering the current shutoff on the
striker bar velocity signal. Additionally, the sample cooling
history can usually be obtained because often the thermo-
couple remains attached after impact, which is critical for
interpreting post-test microstructures in tests where phase
transformation occurs. To inhibit oxidation during heating,
a vacuum chamber is placed around the ends of the bars and
the specimen, as shown in Fig. 3. A low vacuum was also
found to improve heating consistency and limit arcing. The
control and monitoring pyrometers view the sample through
CaF, widows that allow high infrared transmittance between
0.25 and 7 pm.

The true thermal history of the specimen is estimated
from the pyrometer signal and an effective emissivity, €,
determined from the thermocouple temperature at impact
(T) and the pyrometer temperature signal (7,,,) using the
following [51]:

1

L e ey

Trua ]

T =

A is the effective wavelength of the pyrometers (1200 nm),
and ¢, is the second radiation constant, 0.014388 mK. The
effective emissivity is plotted as a function of temperature
in Fig. 2 all three steels. As this plot shows, the emissivity

Temperature [°C]

Fig.2 Effective emissivity determined from pulse heated tests using
Eq. 1

Detector

Monitoring
Pyrometer

Lens

graphite foil

-

TC (Type K)

Lens

Control
Pyrometer

Detector

Fig.3 Thermal measurement setup (left) and vacuum chamber (right)

values are scattered, preventing an a priori assignment of
an emissivity value that could be used for all tests. Emis-
sivity can vary for a variety of reasons, including changes
in surface quality and surface temperature uniformity from
test to test.

Table 3 Microstructural

Designation Pearlite volume fraction Avg. ferrite grain ~ Avg. pearlite Avg. inter-
mcasurement§ of th.e three size [um] colony size [um] lamellar spacing
carbon steels investigated

[um]

1018 0.15+0.03 8.0+1.5 3.9+0.5 0.18+0.02

1045 0.56 + 0.06 42402 42+0.2 0.21+£0.02

1075 0.77+0.08 n/a 3.0+0.2 0.24+0.02

Uncertainties are 95% CI

@ Springer



252

Journal of Dynamic Behavior of Materials (2020) 6:246-265

800 ( ) 900 (b) ; 3500
a mpact
700 800 4 3000
700 1 2500
5600 L /2 [ N PP PP PPN PPN PPN PRRANRAN 2000
E 8600 I | —Control Pyro
5500 R I R Monitoring Pyro 1 1500
& 2500 r =
2 3 ---TC ‘g
£400 = 1 1000 =
e 8400  [—SGI 2
8 300 5 SG2 1 500
£ 300 . 1o
5
20 200 ¢ 1 -500
—Control Pyro
100 p3: g © L Monitoring Pyro 100 ¢ 1 -1000
0 L \ 0 . . L L -1500
0 1 2 8 4 3.8772 3.8774 3.8776 3.8778 3.878 3.8782
Time [s] Time [s]
700
(c) 1 14000
600
1 12000
500
4 10000 _
— d
< —
2 400 —
= 1 8000 £
2 [~
g £
&30 1 6000 E
w)
200 \"’\/\«—\,———\.\ 1 4000
100 - 1{ 2000
0 . L L 0
0 0.1 0.2 0.3
True Strain

Fig.4 Typical experimental data set for a single pulse-heated Kolsky
bar measurement on 1045 steel at a test temperature of 728 °C +40
°C. a Radiance temperature history. b Kolsky strain waves and tem-

Voltage signals from the two pyrometers, the thermo-
couple, the FET control voltage and the current sensor are
measured at 200 kHz during the heating process. The strain
gage signals are measured using the same recorder, but the
recording rate is increased to 2 MHz via triggering to fully
resolve the strain waves for the mechanical test. Thermo-
couple data are filtered to 50 kHz to reduce high-frequency
noise. All analog voltages are recorded with 14 bit reso-
lution. Foil-type 1000 £ strain gages are used to measure
the strain waves. Two gages are bonded to each bar, and
the bridge circuits are completed with identical dummy foil
gages mounted to small pieces of identical material for tem-
perature compensation. The bridge circuits are powered by
four 6-V alkaline lantern batteries connected in series (24 V
total). To adjust for the reduction in bridge excitation volt-
age as the batteries gradually discharge, the bridge circuit is
calibrated every few hours using the parallel resistor method.

Figure 4 shows typical experimental data for a single test,
consisting of (a) a thermal history plot, (b) Kolsky bar strain
waves and temperature readings at the time of impact, and
(c) corrected stress—strain response with estimated uncer-
tainties (c). The thermal history plot indicates the total
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perature signals at impact. ¢ True stress—strain and strain rate—strain
curves after foil correction

heating time and approximate temperature uniformity dur-
ing heating. At impact, plot (b) shows the pyrometer signals
as they drop off suddenly when the specimen is moved out
of the field of view by the motion of the Kolsky bar. How-
ever, the thermocouple survives impact and indicates a slight
increase in temperature owing to adiabatic heating effects.
Finally, the example stress—strain and strain rate-strain plots
are from a test on 1045 steel at 728 °C and at an average
strain rate of 4000 s~!, with strong strain hardening and rela-
tively low stress near yield.

Thermal gradients in the sample occur due to very
large conductive heat flux into the bars, which for example
allows sample cooling rates often in excess of 500 °C/s for
samples that remain trapped in the bars after an impact test
or in heat-only tests after the heating current is turned off,
as shown in Fig. 5 (right). This large conductive heat flux
dominates the overall heat transfer from the sample. Cool-
ing data show how samples that are ejected after impact,
which happens occasionally, cool ten times slower than
trapped specimens (Fig. 5). Radiative and convective heat
losses are much smaller than the heat loss into the bars but
they are not negligible. Cooling data for ejected samples
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Fig.5 Peak cooling rate data for specimens ejected on impact compared with radiating sphere model with temperature-dependent heat capacity
(C=C(T)) (left), and comparison of cooling data for ejected tests with heat-only tests showing the high cooling rate due to heat flux into the bars

are compared in Fig. 5 to a simple equivalent-sphere radia-
tion model for steel radiating in a vacuum, using an effec-
tive graybody emissivity of 0.55 and a variable heat capac-
ity for steel. The cooling data show significantly higher
cooling rates than the simple sphere model, which can be
explained by differences in the aspect ratio of the body
(flattened cylinder versus a sphere) and the possible influ-
ence of convection. A simple linear fit to the cooling data
is used to determine an effective heat transfer coefficient
for the exposed surface to combine both radiative and con-
vective effects using the following model:

ar _ hA(T-T,) ©
dr pVe

In this equation, the T is the sample temperature, ¢ is time,
h is the effective heat transfer coefficient, A; is the surface
area, T is the surrounding temperature (23 °C), p and V are
the sample density and volume, respectively, and c is the
heat capacity. The average value of c¢ for steel between room
temperature and 1000 °C is taken to be 691 J/kg K [52] and
p=17800 kg/m?. Fitting the cooling data results in h =76 W/
m’K, representing the combined effects of convection and
radiation in the present experiments.

The effective convective heat transfer coefficient is used
as a surface boundary condition for a transient heat con-
duction simulation using the finite element method with
1600 axisymmetric elements to simulate the sample. A
constant body heat flux of 3.0 x 10° W/m? is used to simu-
late resistive heating based on estimates of the heat loss
from the sample during steady-state heating at 1000 °C.
The simulation uses temperature-dependent carbon steel
properties gathered by Lee et al. [52] over the relevant
temperature range. The contact conductance between the
sample and the bars, &, is assumed to be uniform, tem-
perature-invariant and follow the definition given here:

Qcond = _hcondAs(T - Tbar) 3)

Equation 3 gives the conductive heat flux from the sam-
ple to the bars through contact area A, given the tempera-
ture difference across the interface given by 7-T,,,. h_,,4 1S
determined by matching cooling data obtained from heat-
only experiments where steel samples are heated using the
same thermal profile used in the pulse-heated Kolsky bar
experiments and are then allowed to cool within the bars.
In the simulation, the full heating cycle on the specimen is
simulated and heat is conducted into the bars to account for
the temperature rise in both the sample and the bars on the
heat flux during cooling. A value of h,,,; = 5500 W/m’K
was found to match experiments between 700 and 750 °C for
1018 and 1075 steels, which covers most of the intercritical
region, with the notable finding that the cooling rate did
not depend on carbon content in the experiments. It was
assumed that this conduction coefficient could be applied
at all temperatures. This value is close to the result from an
early analytical analysis of this heating method by Basak
et al. [53].

Figure 6 shows the peak internal temperature gradients
obtained from the simulations using the calibrated &,
value as a function of temperature. The values are obtained
from a single transient conduction simulation in which the
sample temperature increases steadily up to about 1000 °C
using a constant volume heat flux. The maximum axial tem-
perature gradient increases steadily with apparent tempera-
ture. Apparent temperature is defined as the surface tem-
perature in the middle of the sample and corresponds to the
spot viewed by the pyrometer in the experiments. The peak
temperature difference between the center and the edges of
the specimen reaches 44 °C at an apparent temperature of
970 °C. The peak temperature occurs in the middle of the
sample while the ends are cooler due to the heat flux into
the bars. The largest axial gradients occur on the surface,
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Fig.6 Axial and radial peak temperature gradients (left) estimated
from a finite element simulation of transient heating of a 1045 steel
sample up to 1000 °C, and a comparison of the surface temperature
distributions at two nominal test temperatures compared with thermal

although the axial gradients in the middle of the sample are
only a few degrees lower. The computed maximum radial
temperature gradient is much lower than the axial gradient,
reaching only 5 °C at the maximum apparent temperature.
Although experimental corroboration of these internal
thermal gradients is unavailable, previous work has shown
that, when pearlite decomposition is interrupted in fast
heating experiments, radial gradients exist in the quenched
microstructure that support the existence of a radial tempera-
ture gradient [39]. Similar microstructural evidence is cur-
rently being developed to compare with the simulated axial
thermal gradients. Measurements of the surface temperature
distribution by infrared thermography are shown in Fig. 6
and compared to the simulated axial surface temperature dis-
tribution at two temperatures. The thermography data were
obtained with a commercial infrared camera operating at 800
frames/s with a 25 ps integration time and a spatial resolu-
tion of 40 um/pixel. The camera was calibrated with a black-
body furnace to 800 °C and assessed for uncertainties in a
metal cutting application as described by Lane et al. [54].
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Bar Interface

camera data (right). Uncertainty bars (k=2) on the thermal camera
data apply to each data point and their origin is explained in [54].
Bottom: FEA-computed internal sample temperature distribution
(NT11 =Temperature in °C)

The uncertainties relevant to the present application include
those associated with calibration, wavelength and the point
spread function of the optics. The experimental axial tem-
perature gradients are of the same order as the simulation
results, although the distribution is different. Figure 6 sug-
gests the ends of the sample may be hotter than the middle
rather than cooler as the simulations indicate, possibly due
to the high resistance of the interfaces between the sample
and foils, which is not captured in the model.

Taking into account the estimated internal thermal gra-
dients from the finite element simulations, the experimental
test temperatures and uncertainties are computed as follows:

AT, . AT, .
gradient gradient
Ties = <TT - T) + (ATPyro + T) (C))

In Eq. 4, Ty is the thermocouple temperature, AT, jien
is the axial internal temperature gradient and AT, is the
temperature difference between the control and monitor-

ing pyrometers. This uncertainty includes both a random
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Fig.7 Thermal softening behavior of three carbon steels at strain
rates between 2000 to 5000 s~" for a fixed true strain of 0.10+0.02

component (the temperature uniformity, AT Dyros that varies
test-to-test) and a bias component (47, 4;.,,). The uncer-
tainty estimates for the pyrometer radiance temperature (+5
°C from reference [45] neglecting uniformity which is here
accounted for by AT),,,,) and the thermocouple temperature
(the greater of +£2.2 °C or £0.75% [50]) are small compared
to AT, and AT, 4, and are hence neglected.

Finally, the uncertainty in the stress—strain data obtained
using this technique is computed by error propagation meth-
ods assuming uncorrelated uncertainty components is esti-
mated to be 20% on strain and 4% on stress. The uncertainty
is exacerbated by the small size of the compression samples
(4 mm diameter, or 27% of the bar diameter versus 80% sug-
gested by Gray [55]) and by the presence of the graphite foils
used to facilitate heating. The details of these uncertainty
estimates are given elsewhere [49].

Results

Figure 7 presents the thermal softening behavior of the three
carbon steels studied at a plastic strain of 0.1 between room
temperature and 1000 °C. The three steels show very similar
thermal softening patterns, with a prominent offset in the
flow stress below A1 owing to differences in pearlite volume
fraction (Table 2). The flow stress decreases approximately
linearly from room temperature to about 400 °C, after which
dynamic strain aging effects cause the flow stress to increase
with further increases in temperature. The peak DSA stress
seems to occur a bit below the A1l temperature. At Al, pearl-
ite (cementite + ferrite) becomes unstable and dissolves to
form austenite, causing the flow stress to drop sharply. The
sharp drop is due to a combination of the disappearance of
the hard cementite lamellae and, presumably, to the change
in the nature of DSA hardening as BCC ferrite gives way

to FCC austenite. This somewhat dramatic behavior at Al
is a consequence of the strain rates used in these tests: at
lower rates, DSA hardening would have disappeared at tem-
peratures well below A1l [24] and would not contribute to
the sharp decline in flow stress seen in the present data set.
Once the pearlite decomposes to austenite, which apparently
happens very quickly (on the order of seconds), the flow
stresses of the three steels are more comparable, demon-
strating the greatly reduced effect of carbon as it transforms
from a precipitate strengthener in BCC iron to an interstitial
strengthener in FCC iron. Above Al, all three steels resume
a gradual, approximately linear decrease in flow stress with
slightly different slopes. At A3 and above all three steels
exist in equilibrium as purely FCC austenite with different
carbon contents. However, due to the short heating times
used here, it is unlikely that any of the steels have reached
uniform carbon distributions. The thermal softening behav-
ior revealed in Fig. 7 naturally divides into four distinct
regions: (1) the low temperature region (<400 °C) showing
nearly linear thermal softening followed by (2) the dynamic
strain aging region where the flow stress increases with tem-
perature, followed by (3) the pearlite decomposition region
near Al, and finally (4) a second region of nearly linear
thermal softening above A1l. These regions will be discussed
in turn. Before continuing, we note that descriptions of metal
plasticity generally deal with the effects of temperature (as
well as strain rate) on yield and strain hardening behavior
separately. However, because the yield behavior is unknown
in the present data set due to the finite plastic strain needed
to develop stress equilibrium and strain rate uniformity, we
are unable to uncouple the two. As such, we observe only
the effect of temperature on plastic flow stress beyond the
yield point.

Low Temperature Region (<400 °C)

All three steels exhibit nearly linear thermal softening
below 400 °C, indicating that carbon content (volume frac-
tion of pearlite) does not strongly influence the thermal
softening rate. Pearlite (cementite + ferrite) thus plays the
role of an athermal, long-range barrier to slip in these
materials at low temperature, as one would expect of large
precipitates [20]. Below about 600 °C, the approximate
minimum annealing temperature in carbon steels, the
microstructure can be considered invariant, meaning that
plasticity should be governed only by thermally-activated
slip in BCC iron and there should be no thermal evolu-
tion of the microstructure or time-sensitive plasticity. That
the three steels exhibit parallel thermal softening in this
region confirms this view, and it points out that thermally-
activated slip has a very similar nature in these steels
regardless of the amount of pearlite present, up to nearly
the eutectoid composition. Within pearlite, slip occurs in
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the thin ferrite regions sandwiched between the cementite
lamellae [56], although bending and fracture can occur in
cementite plates themselves at large strains [57]. By con-
trast, slip in the globular ferrite grains does not have such
a fine, imposed length scale, as the long range barriers,
the grain boundaries, are much more widely spaced com-
pared to the cementite lamellae. Thus, the data indicate
that, despite the transition in the scale of the long-range
barriers as slip transitions from grain-scale dominated
to inter-lamellar-scale dominated as the pearlite fraction
increases, the thermal sensitivity of flow stress does not

1400
2 1018
1200 | -
- y=-0.9275x + 1256.9 o 1045
s
51000 3 41075
S
M o800 |
S
Il
w
5 600 y=-0.9552x + 1048.2
%
= =-0.7437x+ X
s a0 | y=-0.7437x + 736.66
[}
=
=
200 +
0 L n I I 1 n 1 n I 1 n I n I 1 n n n 1 1 n n n 1
0 100 200 300 400 500

Initial Temperature [°C]

Fig.8 Linear fits of thermal softening at a strain of 0.1 before the
onset of dynamic strain aging

change much. We note that Fig. 7 considers thermal sof-
tening at a single plastic strain level so hardening effects
are masked. The evolution of hardening with temperature
is examined later in the paper.

To compare the low present temperature thermal soften-
ing region with literature data, we fit the present data with
the Johnson—Cook (JC) power law softening model [58]:

o T_Tref "

O-_O_<1_<Tmelt_Tref> > )

0'0=(A+Be”)<1+cln<i>> (6)
€o

In this model, o is the flow stress, T is the temperature,
T, 1s the alloy melting temperature, 7, is room tempera-
ture (23 °C), ¢ is strain, € and €, (= 1) are the strain rate and
reference strain rate, respectively, and A, B, n, ¢ and m are
fitting coefficients. Values of the thermal softening param-
eter m were identified for the present three steels by fitting
the stress—strain data (at all experimental plastic strains)
up to the onset of DSA with the full JC model (Egs. 5 and
6) using unconstrained optimization. For comparison, the
absolute thermal softening rates, in terms of MPa/°C, are
also determined over the same range by performing linear
fits at fixed plastic strain (0.1), as shown in Fig. 8. The latter
calculation is performed because m in the JC model yields
relative, not absolute, thermal sensitivity, which can mask
trends between steels of very different strength levels as
illustrated below.

Table 4 Thermal softening fits from room temperature to below the onset of DSA compared to literature values for different carbon contents and

strain rates

Material designation m do/dT [MPa/°C] T,,, (°C) T [°C] Tempera- Strain for fits Strain rate [s™']  Ref
ture range
[°C]
1018 0.60 —-0.74 1485%* 23 23-400 0.1 3000 Present work
1045 0.75 —0.96 1432%* 23 23-400 0.1 3000 Present work
1075 0.94 -0.93 1390* 23 23-400 0.1 3000 Present work
1012 — 0.54%* 23-440 LYS 5000 (Region 2) [15]
Armco Iron and 1006 1.0 (0.55)*** — 0.62%* 1538 23 23-315%*% 0.1 2000%* [58]
1018 0.7%* — 0.66** 1427 23 23-300 0.1 1200 [59]
1016 0.65%%* — 0.75%* 1485** 23 23-400 0.1 450 [4]
1045 0.65%* —1.20" 1432%* 23 23-400 0.1 450 [4]
1045 1.0 -0.92" 1460 23 23-600 7500 [18]
Various Structural Steels — 0.00062 oy LYS <0.000135 [60]

Certain commercial equipment, instruments, or materials are identified in this paper to specify the experimental procedure adequately. Such
identification is not intended to imply recommendation or endorsement by the National Institute of Standards and Technology, nor is it intended
to imply that the materials or equipment identified are necessarily the best available for the purpose

*Calculated with Thermocalc using the TCFE8 database
**Estimated by present authors using Eq. 5

***Value of m is 1.0 in [58], but this number is too low for the temperature range considered
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The results of fitting the present data as well as available
literature data up to 400 °C, along with the 7,,,,;, and 7, val-
ues used for the JC fit, are shown in Table 4. The 1018 data
show a similar m value but a higher absolute thermal sensi-
tivity (in MPa/°C) compared to the results of Maekawa et al.
[59], and those reported by Oxley [4], which are considered
most comparable in terms of carbon content and deforma-
tion mode (compression). The results of Johnson and Cook
[58] show a bit less thermal sensitivity (both absolute and
m value), while the results of Campbell and Ferguson [15]
show the lowest absolute thermal sensitivity. Regarding
the Johnson and Cook [58] results, we note their m value
for 1006 steel was likely influenced by thermal hardening
caused by DSA, which is misleading here as we are con-
cerned with temperature effects on slip without considering
DSA. In fact, Johnson and Cook state explicitly that their
m=1 value for 1006 steel is influenced by the data above
a homologous temperature of 0.2 (317 °C), which happens
to be near where DSA effects being to appear at Kolsky
bar strain rates. At lower temperatures they note that 1006
behaves more like pure iron (rm=0.55). The higher value
of m=1 is nevertheless listed in the paper as appropriate
for 1006 steel. For the present comparison we therefore use
m=0.55 instead to represent their 1006 steel results and
also to estimate the linear absolute thermal softening rate.
With this adjustment, their results, on an absolute basis, are
comparable to [59] though still slightly below the present
results. The low carbon steel measurements of Campbell
and Ferguson [15] show the lowest thermal sensitivity, a
fact which may be attributed to their taking the lower yield
stress values.

For the present medium carbon steel (1045), our results
are quite comparable in absolute terms to those of Jaspers
and Dautzenberg [18] but less thermally-sensitive than
results reported in Oxley [4]. The m =1 result reported
for 1045 by Jaspers and Dautzenberg [18] is also, we feel,
affected by DSA as their fit extends to 600 °C where DSA
effects ar