Distance Computation Based on Coupled Spin-Torque Oscillators: Application to Image Processing
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Recent research on nano-oscillators has shown the possibility of using a coupled-oscillator network as a core-computing primitive for non-Boolean computation. The spin-torque oscillator (STO) is an attractive candidate because it is CMOS compatible, highly integrable, scalable, and frequency and phase tunable. Based on these promising features, we propose an alternative coupled-oscillator-based architecture for hybrid spintronic and CMOS hardware that computes a multidimensional norm. The hybrid system, composed of an array of four injection-locked STOs and a CMOS detector, is experimentally demonstrated. The measured performance is then used as the input to simulations that demonstrate the hybrid system as both a distance metric and a convolution computational primitive for image-processing applications. Energy and scaling analysis shows that the STO-based coupled-oscillatory system has a higher efficiency than the CMOS-based system with an order of magnitude faster computation speed in distance computation for high-dimensional input vectors.


I. INTRODUCTION

Distance computation between multidimensional vectors is used in numerous applications, particularly for data and workload intensive problems such as combinatorial optimization, recognition, and classification. In order to process the massive amount of data effectively in real time, it is desirable to realize an energy-efficient hardware for the distance computation that utilizes parallelism. The computation of the Euclidean distance ($L_2$ norm) requires expensive operations in hardware for squaring compared to that of the Manhattan distance ($L_1$ norm) [1,2]. Since it is inefficient to implement such expensive operators in digital CMOS circuits, analog computation-based approaches that use device physics to directly compute complex functions such as squaring [3–7]. Such analog computations obtain better energy efficiency at the cost of tolerable errors, and are beneficial for applications where an approximate result is sufficient instead of an exact result. The paradigm of “let physics do the computing” has motivated researchers to look at “alternative computing models” that explore the use of non-CMOS devices as functional units for better energy efficiency and speed. One of those alternative models is based on the coupled-oscillator network in which the oscillator array is used to compute (say) “similarity” between two multidimensional vectors. The similarity can be defined in terms of the distance between the two vectors. [8–15].

Coupled networks of nonlinear oscillators are widely found in nature, with examples ranging from pendulum clocks on a wall [16], to flashing fireflies [17], animal flocking [18], to the coupled oscillations in the human heart and brain [19,20]. Inspired by such systems, researchers have proposed coupled-oscillator systems to solve image- or pattern-recognition problems [9,12,21–26] in a “preferred way of nature.” Indeed, recent work has shown that a convolutional neural network can be implemented in an energy-efficient manner with a coupled array of CMOS ring oscillators [27,28]. Further research into unconventional oscillators with different characteristics (e.g., smaller footprints, higher efficiency and frequency, different nonlinearities and coupling strategies) could open additional network possibilities.
With the development of emerging oscillators such as spin-torque oscillators (STOs) and vanadium dioxide (VO$_2$), recent research has demonstrated fabricated oscillators [29–32]. However, they use external capacitors or bonding wires for coupling, making it difficult to couple large number of oscillators or to build high-density networks. Nanoscale oscillators such as STOs are attractive for implementing the large number of coupled-oscillator network for computation because they provide potential scalability of the functional units to smaller dimensions, along with faster computation time and less energy consumption compared to standard digital or analog CMOS implementations [3–5,7,14,29,33,34]. In this work, we focus our attention on a STO-based coupled-oscillatory system for approximate Euclidean distance (ED) computation. Such a hybrid nano-oscillatory system comes with multiple challenges that must be overcome to be practically implemented and adopted. First, the system has to be CMOS compatible (in terms of the fabrication processes, operating currents, and voltages) and scalable. Second, the system should perform computations in parallel for better energy efficiency, taking advantage of the properties of nano-oscillators. STOs are back-end process compatible with CMOS, and their oscillating amplitudes are also CMOS compatible. Moreover, STOs offer tunable frequency and phase, and generate microwave rf oscillating signals that enable fast computation. These features motivated us to explore STOs with the injection-locking scheme for the coupling as the primitive for a distance-computing architecture. We experimentally demonstrate a system composed of giant magnetoresistance- (GMR) based STO devices [35–37] and a CMOS detector as the core-computing primitive for distance computation. In addition, we theoretically show that phase dynamics of the system inherently introduces nonlinearity that makes the system appropriate for measuring the L2 distance between two multidimensional vectors. The hybrid system is used to measure the distance between two input vectors whose output follows the $L^2$ norm. Our experimental results on four coupled systems along with CMOS peripherals for distance measurement is used to parameterize large-scale simulations of coupled-oscillatory system. The hardware for $L^2$ distance calculation is also used to compute approximate convolution, which in turn has been used for an edge-detection task.

II. COUPLED SPIN-TORQUE OSCILLATOR ARRAY

Here we describe the characteristics of STO devices and show how an array of STOs with these characteristics can be used as part of a system to compute the $L^2$ distance between two multidimensional input vectors. STOs are compact, current-controlled rf oscillators that utilize spin-transfer torques to drive magnetization precession. The STOs used here consist of a 70-nm electrical nanocontact made to a giant magnetoresistive) spin valve, which is a magnetic multilayer consisting of a fixed magnetic reference layer and a free magnetic layer separated by a nonmagnetic spacer layer. A dc current flowing through the nanocontact produces an antidamping torque on the free layer, causing the free layer to precess about the net effective field. Increasing the current changes the net effective field (primarily by changing the demagnetizing field via the cone of precession), thereby changing the precession frequency [38]. The resultant oscillating resistance via the GMR effect leads to an alternating voltage across the device, producing microwave signals in the GHz range. Furthermore, such oscillators are nonlinear, causing them to phase lock to impressed rf signals, rf fields, and to other STOs [35,39].

An array of STO devices is shown in Fig. 1(a). The GMR multilayer stack consists of a CoFe reference layer and CoFe/Ni multilayered free layer (see Appendix A for fabrication details). This stack, and the nanocontact geometry are chosen for the simplicity of their magnetic structure that minimizes device-to-device variations due to patterning. The left panel is a SEM showing the microstrip to deliver rf fields for injection locking, and the coplanar waveguide (CPW)-to-microstrip device lines to supply dc current. As shown in the cross-section schematic in the right panel of Fig. 1(a), the STOs are patterned 3 $\mu$m apart, which ensures that each STO receives an injection signal of similar amplitude and phase. This also ensures minimal interdevice interaction, which is not needed in this implementation. Also shown in the schematic is the dc magnetic field applied at approximately 5° to the surface normal. The combination of this external field and the internal (demagnetizing and anisotropy) fields of the free magnetic layer set the frequency of precession and the orientation of the precession cone (see Appendix A for sample details).

A typical individual device spectral response to an injected rf magnetic field is shown in the top panel of Fig. 1(b), which shows the device frequency pulling to the injected signal and phase locking. The degree of locking—that is, the fraction of the time the device is phase stable relative to the injected signal—increases as the STO frequency approaches the injection frequency. By measuring the amount of power outside of the injection signal and comparing it to the free running power, we can estimate the degree of locking of the device. For the devices in the measured array, we restrict our operation to regions where the estimated degree of locking is greater than 95%.

The injection signal is delivered to the STOs via a 1-$\mu$m-wide microstrip patterned over the devices [see Fig. 1(a)], producing an ac magnetic field at the devices of approximately 0.4 mT for the data presented here. Both the amplitude and the phase of an injection-locked oscillator...
change across the locking range. For STOs, the phase has been shown to shift from $-\pi/2$ to $+\pi/2$ across the locking range [39]. In Ref. [39], this phase was detected via time-domain measurements of the STO output waveform. Here we show detection of relative phase via a homodyne scheme, in which a reference signal is added to the device signal, and the combined signal measured by a microwave diode detector. The diode detector is sensitive to microwave power, and results in a signal that is a function of the product of the STO and reference signal amplitudes, and their relative phase.

The bottom panel of Fig. 1(b) shows the diode detector voltage across the locking range of the STO for two different values of the reference phase. The phase angle of the reference is measured relative to that phase, which minimizes the sum of the parasitic and reference signals. The detected voltage has the same form as the power detected at $f = f_{\text{inj}}$ via spectrum analyzer measurements (not shown), and is due to the large amplitude of the reference signal relative to the STO signal. The derivation of this relation is in Sec. III. Note that the shape of the diode detector output can change dramatically with the phase of the reference. A simple phasor model describing the STO amplitude and phase across the locking range is shown in Fig. 1(c). The bottom panel shows the expected response for those phase angles, based on a STO model whose amplitude and phase at $f = f_{\text{inj}}$ vary as shown in the top panel. For the results presented here, we choose a reference phase and amplitude such that the detection curve has a maximum near the center of the locking range. These response curves are obtained using a zero-bias microwave Schottky diode. In Sec. IV, we show that a custom CMOS-based detector produces similar output curves.

Based on these observed features, STOs can be used to encode input information as the frequency in the free-running mode or as the phase in the injection-locking mode. The latter is the case in this paper and STOs are used as current-to-phase converters. The relative phase of STOs to the injected rf magnetic field represents input information mapped to the bias current of STOs. The introduction of an additional reference signal plays two additional roles in our degree of match system, first by enabling the detection of the STO phase locking without a spectrally resolved detection system, and second by improving the approximation of the $L^2$ distance computation, as explained in the next section.
III. COUPLED OSCILLATOR-BASED DISTANCE-COMPUTATION SYSTEM

In this section, we first describe the functional configuration of the oscillator-based computing system, and explain how our system computes the distance between two input vectors by exploiting the device characteristics described above. We analyze the system with the derived equations to show the relationship between the input phase information and the corresponding output signal amplitude. Finally, the impact of noise from the device is considered for the operation of the system.

In our system, the coupled STOs are injection-locked in frequency by an ac magnetic field. Locked STOs emit the same frequency as the injection signal but can have different phases depending on their input currents. We choose the input currents to be proportional to the difference between the two input vectors, such that the coupled spin-torque oscillator network maps input information into phases of the oscillatory signals produced by the GMR STOs. As depicted in Fig. 2(a), each injection-locked oscillator is biased with a current corresponding to an elementwise difference between two vectors of an input. The output signals of the STOs are merged through a summing element [denoted as $\sum$ in Fig. 2(a)] before presenting to the detector unit. Different techniques such as resistive coupling [40] and capacitive coupling [12] have been used to sum incoming signals from the oscillators. In our implementation (described in the next section) we use Wilkinson coherent power combiners to avoid additional phase and amplitude offsets. The output signal from the summing unit exhibits different amplitude as a function of the relative phases to the reference signal. The detector unit measures this amplitude, and returns a digitized code that is proportional to the $L2^2$ between input vectors as described below.

We analyze how the oscillator network converts input information into the amplitude of the combined signal and how the nonlinear distance metric can be obtained. When injection locked, STOs emit a constant frequency as a function of current, but change phase monotonically across the locking range as explained in the previous section.
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**FIG. 2.** (a) Block diagram of a coupled oscillator-based $L2^2$ unit proposed as a distance-computing primitive. (b) Model showing response for oscillators with the same $A$ when the unit is programmed with different Euclidean distances when $A_{\text{ref}} = A_0$. (c) Normalized detector output amplitude, $A$ [see Eq. (3)], versus $L2$ for $n = 4, 25,$ and $100$ with different $A_{\text{ref}} = A_0, nA_0, 3nA_0,$ and $5nA_0$. The red curve in each plot is the detector output in the limit that all STOs have the same phase. The $x$ axis in all plots is for a theoretical $L2$ in arbitrary units. (d) Principle of detection via integration of a thresholded sinusoid. (e) Plots of and expressions describing the overall system operation.
section [39,41,42]. Here, the combined signal of the oscillators can be expressed as \( \sum_{i=1}^{n} A_i \cos(\omega t + \delta_i) \), where \( \omega \) is the reference signal frequency, \( A_i \) is the amplitude of STO \( i \) at \( \omega \), \( n \) is the number of STOs (i.e., the dimension of the input vector), \( \delta_i \) is the phase of the reference signal, and \( \delta_i \) is the phase relative to that of the injection signal. Using the harmonic addition theorem [43], this signal can be rewritten as \( A \cos(\omega t + \delta) \), where the amplitude and phase are defined as (see Appendix C for details):

\[
A^2 = \sum_{i=1}^{n} \sum_{j=1}^{n} A_i A_j \cos(\delta_i - \delta_j),
\]

\[
\delta = \tan^{-1}(\sum_{i=1}^{n} A_i \sin \delta_i / \sum_{i=1}^{n} A_i \cos \delta_i)
\]  

(1)

(2)

In addition to the \( n \) oscillator signals, we have the additional reference signal that has the frequency of \( \omega \) and provides the reference phase, \( \delta_{\text{ref}} \), to the oscillators. Therefore, we have the amplitude of the combined signal as

\[
A^2 = \sum_{i=1}^{n} \sum_{j=1}^{n} A_i A_j \cos(\delta_i - \delta_j) + 2 A_{\text{ref}} \sum_{j=1}^{n} A_j \cos(\delta_j) + A_{\text{ref}}^2,
\]

(3)

where \( A_{\text{ref}} \) is the amplitude of the reference signal. We can expand Eq. (3) with the approximation of \( \cos(\theta) \approx 1 - \theta^2/2 \), where the approximation error is less than 5\% when \( |\theta| \) is less than \( \pi/3 \). The amplitude of the combined signal can be expressed, assuming all STOs have the same amplitude \( A_0 \), as (see Appendix C for details)

\[
A^2 = (A_0 n + A_{\text{ref}})^2 - (n - 1) A_0^2 + A_{\text{ref}} A_0 \sum_{i=1}^{n} \delta_i^2
\]

\[
+ A_0^2 \left[ \left( \sum_{i=1}^{n} \delta_i \right)^2 - \sum_{i=1}^{n} \delta_i^2 \right].
\]

(4)

The first term of Eq. (4) is constant with respect to \( \delta \), and the second term is proportional to the \( L^2 \) of an \( n \)-dimensional vector \([\delta_1, \delta_2, \ldots, \delta_n]\). The third term is referred to as an error term since we can obtain the approximated Euclidean distance if the error term is small enough. The maximum of the error can be derived by using Chebyshev’s sum inequality, \( \left( \sum_{i=1}^{n} \delta_i \right)^2 \leq n \left( \sum_{i=1}^{n} \delta_i^2 \right) \). The error term can be expressed as

\[
A^2_0 \left[ \left( \sum_{i=1}^{n} \delta_i \right)^2 - \sum_{i=1}^{n} \delta_i^2 \right] \leq A^2_0 (n - 1) \left( \sum_{i=1}^{n} \delta_i^2 \right),
\]

(5)

where the equality holds if all \( \delta_i \)s are identical. Therefore, this error term produces a range of outputs depending on the distribution of the oscillator phases, and is maximized when the phases of the \( n \) oscillators are the same.

Here, the role of the reference signal becomes important to reduce the contribution of the error term to \( A \). For example, let us assume that our system has four STOs and one reference signal, where the amplitude of the reference signal is the same as that of STOs \( (A_0 = A_{\text{ref}}) \). Under this condition, the reference signal works as another single STO whose phase is \( \delta_{\text{ref}} \) or “0” relative phase. Figure 2(c) shows the relative phase information for four STOs, which can be represented as \([0, 0, 0, 1]\) and \([1, 1, 1, 1]\), where the \( L^2 \) distance of the two cases are 1 and 2, respectively. The two cases can be considered as five STOs with phase information \([0, 0, 0, 0, 1]\) and \([1, 1, 1, 1, 1]\). Here, the “1” is the phase difference in arbitrary units relative to the phase of the reference signal. From Eq. (3), we see that both of these cases result in the same amplitude of the combined signals, although their Euclidean distance is different. Furthermore, vectors with equivalent Euclidean distance \(([0,0,0,2]\) and \([1,1,1,1]\)) produce different outputs. Both of these results are a consequence of the error term represented by the third term in Eq. (4) and (5). In Fig. 2(c), the value of \( A \) will be on the orange line, i.e., the upper bound, when the phase is evenly distributed among all four STOs, whereas the value of \( A \) will be on the blue line, i.e., the lower bound, when only one STO has a large phase value, despite the two cases having the same Euclidean distance. These two extreme cases give the maximum and minimum error represented by the third term in Eq. (4). A strong reference signal resolves these problems by increasing the contribution of the second term in Eq. (4), thereby reducing the relative contribution of the error term.

Figure 2(b) shows the normalized amplitude of the combined signal from \( n \) oscillators (\( n = 4, 25, \) and 100) compared to the expected \( L^2 \) output. The simulation considers an additional reference signal of phase equal in the phase to the injection signal but with increasing amplitude. These simulations test how the system responds to the range of input vectors that can occur for a given \( L^2 \), as a function of the number of oscillators and reference signal size. The output obtained when the STOs are locked, have \( n \) random phases is shown by blue points, whereas the red points show the output when the \( n \) oscillators are locked to a reference phase. For a given \( L^2 \), the amplitudes of all blue points are less than the amplitude of the red curve, showing the aforementioned claim that \( A \) has a maximum error when the phases of \( n \) oscillators are the same. When
the reference signal has the same amplitude as the STOs, the system shows a broad, noisy, quadratic dependence on $L^2$. With the aid of a stronger reference signal, the output shows a stronger quadratic dependence on $L^2$ by reducing the relative contribution of the error term as described above. We also observe that the quadratic dependence on $L^2$ becomes less noisy as $n$ increases for the same strength of the reference signal. This is because the variance of the error term for the case of $n$ independent random variables $\delta_i$ linearly increases with increasing $n$, whereas that of the output amplitude ($A$) increases as $\sqrt{n}$. In other words, a clearer quadratic dependence on $L^2$ can be obtained for a fixed strength of the reference signal as the number of dimensions increases if the programmed input phases are randomly distributed in the locking range.

The STO devices have small output amplitudes (approximately $-59$ dBm, see Sec. IV). Thus, the amplitude variations in the combined signal from the oscillator array, occurring due to the phase differences between STO signals, are even smaller. In the previous section, a monolithic microwave Schottky diode is used to demonstrate this method of locking detection, whereas a CMOS detector integrated into other control circuitry is desirable to show system scalability. The key challenge for the CMOS detector circuit is to differentiate the small amplitude differences in the incoming signal. Rather than measuring the exact amplitude based on the complex analog circuitry [44,45], we propose a simple but adjustable integrator that is able to represent the relative amplitude difference of the inputs for a wide range of amplitudes. The integrator only tracks the region of our interest, which is the small amplitude change in the incoming sinusoidal signal around the peak value. Thresholding the signal around its peaks enables the integrator to easily detect the change in signal amplitude.

The integrator outputs a voltage proportional to the definite integral of a thresholded sinusoidal signal, which represents the enclosed yellow area between the threshold level $V_{\text{th}}$ and the oscillatory signal as shown in Fig. 2(d). In a given integration time $T_{\text{int}}$, the area is a function ($f_{\text{int}}$) of the amplitude of the sinusoidal signal $A$ and $V_{\text{th}}$, written as

$$f_{\text{int}}(A) \approx \frac{T_{\text{int}}}{\pi} \times \sqrt{A^2 - V_{\text{th}}^2}, \quad (6)$$

where $T_{\text{int}}$ is long enough compared to the period of the sinusoidal signal $2\pi/\omega$. Thus, for a $\approx 7$ GHz signal from the STOs, an integration time of a few nanoseconds is sufficient. As shown in Fig. 2(e), the overall system can be expressed as Eq. (7) by replacing $A$ in Eq. (6) with an arbitrary second-order polynomial, $A = ax^2 + bx + c$, where $x$ is set to the $L^2$ norm:

$$\text{OUT}(x) = \frac{T_{\text{int}}}{\pi} \times \sqrt{(ax^2 + bx + c)^2 - V_{\text{th}}^2}. \quad (7)$$

This representation of the integrated value, $\text{OUT}(x) = \text{OUT}(L^2)$ is a quadratic function of $L^2$, thereby illustrating that the proposed system can perform approximate distance computation ($L^2$ norm).

For real devices, the phase and amplitude of the oscillating signals from STOs deviate from the expected values due to process variations and noise. Based on the measured results in Refs. [39,46], the effect of phase ($10^\circ$, $20^\circ$) and amplitude variations (10%, 20%) versus $L^2$ are estimated in Figs. 3(a) and 3(b) for different amplitudes of the reference signal $A_{\text{ref}} = nA_0$, and $A_{\text{ref}} = 3nA_0$, respectively. Note that the quadratic dependence on $L^2$ is still maintained even with process variations and device noise.
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FIG. 3. Effect of phase ($10^\circ$, $20^\circ$) and amplitude variations (10%, 20%) on the detector output versus $L^2$ for the cases (a) $A_{\text{ref}} = nA_0$, and (b) $A_{\text{ref}} = 3nA_0$, with the number of oscillators $n = 25$, using the same simulation setup as in Fig. 2(b).
In this section, the implementations of the coupled STO network and CMOS detector are discussed. Figures 4(a) and 4(b) show a block diagram of the entire hybrid system and its hardware implementation, respectively. See Appendix A for details on the hardware implementation. The entire system is divided into two subgroups: (1) GMR STO module with external components and (2) CMOS detector (L$^2$ unit) along with bias current sources. A conventional microwave diode detector is also employed as a comparison to the CMOS detector. For the chosen computation architecture of Fig. 2(a), first the STOs must couple to the injection signal, which works as a phase reference. Subsequently, the individual oscillator output signals must be combined with equal phase and amplitude. The STOs are arranged in a bank of four oscillators excited by a common microstrip field line. Each STO is contacted by a coplanar-to-microstrip waveguide enabling independent current biasing and high bandwidth signal detection. The injected signal couples parasitically to the STO output lines (approximately 35-dB isolation), resulting in a signal with amplitude (~31 dBm) much larger than the STO (approximately ~59 dBm). This parasitic is at a fixed phase relative to the locked STO signal, and thus coherently mixes with the STO signal at the power detector, providing a phase reference for phase-sensitive detection as described in the previous section. To further tune the phase and amplitude of the reference signal, an additional reference with adjustable phase and amplitude is also added to the summed STO [see Fig. 4(b)]. The reference signal enables the detection of this locking curve directly without spectrally resolving the STO output. The resulting homodyne signal at the detector during locking is proportional to $A_{STO} \times A_{ref}$ [see Eq. (1)], and is much larger than the STO signal itself. For the measurements in this research, $A_{ref}$ is approximately 660, and locking is easily detectable as a change in the detector output voltage.

Once the signal is presented to the CMOS module, additional amplification stages are used inside the CMOS detector [Fig. 4(c)]. The first two stages are a low-noise amplifier (LNA) and a differential amplifier to make the signal compatible with CMOS circuits. Inverter-based amplifiers are used to amplify only the portion of interest—the peak of the incoming signal—based on the threshold of the inverter. Consequently, the signal at the input to the integrator behaves like the fourth waveform shown in Fig. 4(c) (INV2 amp.) where the signal normally stays at the supply voltage (VDD) level, and only goes below when the INV1 amp signal exceeds the threshold level of the second inverter ($V_{th2}$). The amplitude of the incoming signal $V_{amp}$ determines the depth of the dip in voltage.
from the VDD level, and thus the amount of current is stored onto the capacitor. Accordingly, the voltage across the capacitor rises during the integration time. Finally, the integrator output voltage is converted into a digital code at the analog-to-digital converter (ADC) stage for further image processing. The CMOS detector is fabricated in the 90-nm CMOS process.

We first measure the spectral response of each individual STO device in an array of four STOs to characterize the coupled-oscillator network. These responses are shown in Fig. 5(a) with an applied field $\mu_0 H_0 = 0.379$ T to place the oscillation frequencies near 7 GHz. The variations in the frequency and amplitude versus current (i.e., the spectral response) from device-to-device are one of the most challenging aspects of creating arrays of oscillators with STOs. The devices in the array have sufficient overlap near 7 GHz to allow injection locking of all devices simultaneously. The locking response for each device in the array is shown in Fig. 5(b). The difference in shapes of the locking curves for a given reference signal amplitude and phase occurs due to a combination of extrinsic device differences (injection-locking phase at a given extrinsic STO, effective microwave path lengths) and intrinsic differences (STO locking dynamics). From the locking response, a reference current $I_{0j}$ for each device is chosen, and a random set of test points mapped as current deviations from $I_{0j}$ are applied. The resulting distribution is shown in Fig. 5(c) (see Appendix D for details of this analysis). As the test current moves away from the reference point, the detected signal shown in Fig. 5(c) decreases monotonically, albeit with significant noise. The noise on the detected voltage at a given test current is a combination of electrical noise (primarily due to the large gain needed to detect the small GMR signals) and the asymmetry in the response curve.

![Figure 5](image-url)  
**FIG. 5.** (a) Fitted frequency responses of all devices versus current, showing an overlap at the 7-GHz operating point. (b) Diode output voltage curves for all devices thorough locking range. (c) Distribution of diode response for each device for 5000 test $\Delta I$ points. Box plots of the response of the four-device array for test vectors within $\Delta I < 230 \mu A$, (d) with CMOS detector and (e) with diode detector plotted versus Euclidean distance (defined as mA/$10^{-4}$ mA). (f) The fitted curve from (e) with normal distributed noise [$\sigma$ of the 2-least-significant-bit (LSB) ADC code].
for $I_j = I_{0j} \pm \Delta I$. Phase noise of the injection-locked STO can also add to noise. However, our measurements of the close-in power spectral density across the locking range do not show significant fluctuations out of the locking band.

Finally, the response curve of the four devices, which are simultaneously programmed based on Euclidean distance of their currents ($I_{t1}, \ldots, I_{t4}$) from the reference point $I_{0j}$, is shown in Figs. 5(d) and 5(e) using the CMOS detector and the diode detector, respectively. Approximately 400 randomly generated input vectors are applied to the STOs and the corresponding output voltage from the system is measured. On each box, the central mark indicates the median, the ends of the vertical boxes indicate the 25th and 75th percentiles, respectively, and the lines indicate the min and max values. The diode response remains monotonic with $|\Delta I|$ and it is similar to the curve calculated from the individual response curves in Fig. 5(c). This is typical for noninteracting devices with amplitudes much less than the reference signal. The response of the CMOS detector approximately follows that of the microwave diode detector, suggesting that the two detectors introduce similar nonlinearities into the signal detection channel.

The output voltage of the CMOS detector is sampled with a 5-bit resolution ADC implemented in the detector. Note that the output analog voltage can be postprocessed with ADC with different resolution. For the case of $A_{\text{ref}} = 5(nA_{0j})$ and $n = 4$ in Fig. 2(b), the standard deviations ($\sigma$) from the fitted curve are 0.32 and 1.98 LSB (5-bit ADC) for the case of no variation and 20° phase and 20% amplitude variation, respectively. The $\sigma$ of the measured average CMOS detector response from the fitted curve is 2.67 LSB, which is larger than the $\sigma$ obtained for 20° phase and 20% amplitude variation. Based on the power spectral density across the locking range, we believe that the measured noise comes mainly from the gain-amplification stages, which can be reduced or removed if the system is built on a single chip and the device signal amplitudes improve through increased magnetoresistance. Figure 5(f) shows the second-order fitting curve from Fig. 5(d) with normal distributed noise ($\sigma$ for 2 LSB of the 5-bit ADC code). We utilize the fitted curve from the measured results with normal distributed noise for approximate distance computation targeting image-processing applications as described in the following section.

V. APPLICATIONS USING AN STO-BASED $L^2$ NORM

To check the feasibility of using the proposed $L^2$ unit for distance computation and convolution, we parameterize the simulations using the experimentally obtained response functions [Fig. 5(f)] to perform a facial recognition task and an edge-detection task using Gabor filtering [49]. For facial recognition, 40 images [47] are compared to each other in a pixelwise fashion, and $L^2$ calculated as shown in Fig. 6(a). These 92 × 112 images are converted to 5-bit grayscale. As described in the previous section, each STO in a $2 \times 2$ array is biased with an amount of current corresponding the pixelwise difference between the reference image and the template image, and by sliding this $2 \times 2$ array cross the image, the approximate $L^2$ [degree of match (DOM)] between two images is calculated. The distance is mapped onto a gray scale ranging from white (similar) to dark (dissimilar) and plotted as a $40 \times 40$ matrix comparing 40 images in the left panel of Fig. 6(b) for both the ideal and STO-based $L^2$ calculation. The diagonal of the matrices are the match of the image to itself, and off-diagonal elements are the DOM of one face to another. It is possible to observe the similarity of response of the oscillator-based $L^2$ to the ideal result, with the STO DOM simulation capturing these ideal and partial matches in a similar manner to the ideal Euclidean distance.

The right panel of Fig. 6(b) gives a different means of comparing the STO $L^2$ to the ideal $L^2$ by plotting the STO $L^2$ versus the ideal $L^2$. This STO $L^2$ simulation includes 1σ Gaussian white random noise (GWRN) on the coefficients ($a, b, c$) in Eq. (7) [σ uncertainty derived from the fit to Fig. 5(d)]. This plot shows that the STO $L^2$ and ideal $L^2$ are strongly linearly correlated, showing that the STO $L^2$ system is a good representation of the ideal $L^2$. Furthermore, the plot also includes $L^2$ distances between the original face images to those with added GWRN noise of different bit depths. By comparing the normalized breadth of uncertainty introduced by these noisy images to that introduced by the 1-σ uncertainty on the STO parameter values, we can get a measure of the impact of STO noise. In the inset to Fig. 6(b), we can see that the uncertainty added by the noise in the STO transfer curve (i.e., the vertical spread in the data) is roughly equivalent to the uncertainty of match added by the addition of approximately 3 bits of Gaussian white noise to the images in an ideal $L^2$ calculation.

The energy consumption for distance computing has been estimated to project the efficiency of the proposed system. Specifically, we compare our system with CMOS-based analog distance calculation circuits (DCCs) as a separate block. Note that the power consumption of our hybrid system is dominated by the LNA [see Fig. 6(c)] needed to amplify the STO outputs to CMOS levels, a consequence of the GMR STOs used in the system. If higher magnetoresistance STOs are used, both amplifier and STO power consumption (through lower operating currents) could be reduced. However, even without considering such devices, our current hybrid system with GMR STOs becomes more power efficient as the number of dimensions increase (because the LNA is shared by all STOs in our method) and shows comparable or better
energy efficiency to CMOS analog DCCs with at least an order of magnitude faster computation speed (Table I).

When $n$ increases, the increase in total power consumption is only due to the power consumed by the STOs. In our system, each STO consumes 490 $\mu$W, can be improved via the use of higher magnetoresistive materials, tunneling magnetoresistive (TMR) structures, or spin-orbit excitation, and thus has the potential to be significantly more efficient than the CMOS oscillators in Ref. [27]. The power consumed by STOs is only 18% of the total power in our system and is less than 1% when we assume the per-STO power consumption as 1 $\mu$W [29,51]. Therefore, power per dimension of our system decreases and converges to the power consumption of a single STO as $n$ increases. As mentioned in Sec. III, we need a stronger reference signal as $n$ increases to obtain a more accurate distance measure. Furthermore, as $n$ increases, it is desirable to have higher resolution ADC to resolve the smaller relative

<table>
<thead>
<tr>
<th>Ref.</th>
<th>No. inputs</th>
<th>Power [mW]</th>
<th>$f_s$ [MHz]</th>
<th>Energy/dim.[pJ]</th>
</tr>
</thead>
<tbody>
<tr>
<td>[4]</td>
<td>4 x 5</td>
<td>14.95</td>
<td>1</td>
<td>747.50</td>
</tr>
<tr>
<td>[7]</td>
<td>16 x 16</td>
<td>0.7</td>
<td>0.33</td>
<td>8.29</td>
</tr>
<tr>
<td>[50]</td>
<td>2 x 1</td>
<td>0.733</td>
<td>20</td>
<td>18.33</td>
</tr>
<tr>
<td>[5]</td>
<td>3 x 1</td>
<td>0.085</td>
<td>10</td>
<td>2.83</td>
</tr>
<tr>
<td>This work</td>
<td>4 x 1</td>
<td>10.87</td>
<td>250</td>
<td>10.87</td>
</tr>
<tr>
<td></td>
<td>16 x 1</td>
<td>16.75</td>
<td>250</td>
<td>4.19</td>
</tr>
<tr>
<td>This work + projection [29]</td>
<td>4 x 1</td>
<td>8.92</td>
<td>357</td>
<td>6.25</td>
</tr>
<tr>
<td></td>
<td>16 x 1</td>
<td>8.93</td>
<td>357</td>
<td>1.56</td>
</tr>
</tbody>
</table>
changes of each STO. Depending on the noise in the system, this will set a limit on how large the STO arrays can scale.

In addition to computing the $L_2$ between $A = (a_1, a_2, \ldots, a_n)$ and $B = (b_1, b_2, \ldots, b_n)$, the $L_2^2$ distance units [outlined in blue in Fig. 2(a)] can also be used to estimate convolution of two input vectors, A and B. Let us consider three $L_2^2$ units having inputs of $(A - B)$, $A$, and $B$ as shown in Fig. 6(d). The output of $L_2^2(A - B) - L_2^2(A) - L_2^2(B)$ can be represented as $\alpha \sum_{i=1}^{n} (a_i \times b_i)$, which is proportional to the dot product of $A$ and $B$ (or convolution) [40,48].

The computing block for convolution is used in edge detection of images to determine the efficacy of the proposed coupled oscillatory network. Edge detection using a $2 \times 2$ kernel {using the Gabor filter [52] [Fig. 7(a)]} is performed through the following process: the image is converted to 5-bit grayscale and convolved with Gabor filter kernel of size $2 \times 2$. The Gabor filter kernels have been generated based on the model in Ref. [48]. For an image fragment $I$ and the filter kernel $F$, the pixelwise differences $I - F$, $I - 0$, and $F - 0$ are calculated, and the corresponding bias currents are applied to three $L_2^2$ units, shown in Fig. 6(d). The system outputs a level proportional to convolution, thus generating a single pixel of the output edge map. The entire edge map is obtained by sequentially sliding the image fragment window across the image. Note that 5-bit quantization is applied for a pixel intensity of the image and the Gabor filter kernel. Edge-detection results from the ideal convolution and approximate convolution based on our system are shown in Fig. 7(b) for different levels of system noise. Despite the additional noise, the images clearly show the edges present in the image, particularly when the noise is confined to the LSB. The difference between the ideal edge map and approximate one with normal distributed noise ($\sigma = 2$ LSB) is plotted in Fig. 7(c), where the variance of the difference is 7.9%.

VI. SUMMARY

We experimentally demonstrate a core distance-computing primitive based on an STO-based coupled-oscillator array. Starting from the theoretical background of obtaining an $L_2^2$ norm from a coupled-oscillator array, we show that the combination of injection locking of the oscillators and their interference with a reference signal can be efficiently used to realize the distance-computation unit. The performance of the system as an $L_2^2$ unit is examined by applying randomly generated test input vectors as bias current to the STOs and generating corresponding output digital codes from the CMOS detector. The characteristic curve from the experiment approximates an $L_2^2$ norm which, in turn, is used to determine the feasibility of the STO-based coupled system for image-processing applications. The approximate distance and convolution output based on our system shows reasonable accuracy as compared to the ideal results. Energy and scaling analysis shows that GMR-based STOs for distance computation have higher efficiency than CMOS-based DCCs for high-dimensional input vectors. Modest improvements in STO critical currents and magnetoresistance (through the use of magnetic tunnel junctions) can make oscillator-based systems even more attractive.
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The reference signal line has microwave IC phase shifters, which connect microwave ICs for power combining, phase shifting, amplitude trimming, and amplification. The STO lines are constructed of nonmagnetic elements, to allow production of a net reference signal referred to in the text. The STO lines are each contacted by tapered coplanar waveguide contacts this nanocontact via to bias and read out the STO. A Ta3/Au100 lead forms the center conductor of a coplanar waveguide contact to the nanocontact STOs used in this work have a pseudospin valve magnetic heterostructure of the form (thicknesses in nm): Ta2/Cu(N)12/Ta3/Cu3/CoFe5/Cu4/[Co Fe0.33/Ni0.37]x4/CoFe0.33/Cu2/Ta4 grown by sputter deposition. The Cu(N) layer is sputter deposited in an Ar:N gas, which produces a smoother underlayer for better subsequent growth of the magnetic layers. The multilayer CoFe/Ni free layer has an effective in-plane magnetization $\mu_0M_{eff} = 15$ T due to the surface anisotropy of the Ni interfaces [53,54].

The nanocontacts are formed via a self-aligned process. Electron-beam lithography is used to define an approximately 70-nm diameter resist pillar on the film stack using a negative tone resist, and a 50-nm SiNx conformal layer then deposited. Mechanical polishing shears off the SiNx resist asperity, and after an O$_2$ plasma ash, results in a 70-nm nanocontact through the SiNx. A Ta3/Au100 lead is then deposited over this structure, upon which the microwave microstrip is patterned to deliver the rf injection magnetic field.

**APPENDIX B: RF CONDITIONING BOARD**

The STO device array chip is mounted in an rf delivery and signal combining board that uses grounded CPW lines to deliver the injection signal, read out the STO output voltage dynamics, and combine the STO signals. The layout schematic of the board is shown in Fig. 8, and is designed for the measurement of STO arrays with an rf operation frequency in the 5–10 GHz range. The STO coplanar waveguide traces are contacted using spring-finger contacts (effective bandwidths $> 10$ GHz), enabling efficient changing of chips. The traces on the board are grounded, stitched, coplanar waveguides (bandwidths $> 20$ GHz), which connect microwave ICs for power combining, phase shifting, amplitude trimming, and amplification. Power combiners are Wilkinson coherent combiners. The reference signal line has microwave IC phase shifters (5.625° steps) and attenuators (0.5-dB steps) that enable phase-stable compensation of the parasitic signal on the STO lines. The STOs are each contacted by tapered coplanar waveguide to quasimicrostrip lines (effective bandwidth of $> 10$ GHz), and connected to pads at the edge of the chip. The different CPW path length to each STO are compensated on the signal conditioning board when combining the STO signals. These connect to bias tees with a cut-off frequency of approximately 10 MHz allow separation of microwave signals and bias currents. The dc lines from the bias-tee ICs to the off-board current supplies are not optimized for speed in this implementation, however, and limit the vector-loading operation to less than approximately 10 kHz. This speed restriction can be mitigated in an integrated implementation.

The Wilkinson power combiners and splitters used have an insertion loss of 4 dB, a typical imbalance in phase of 2.3° and amplitude of 0.1 dB. The two amplifiers used each have a gain of 20 dB, and an 8-GHz upper operating frequency. To adjust the amplitude and phase of the coupled reference signal, the injection signal is first split on the signal-conditioning board by a coherent power divider, adjusted in amplitude and phase by a digital attenuator (0.5-dB steps) and phase shifter (5.625° steps), and then coherently combined with the summed STO signals, producing the “net” reference signal referred to in the text. The board is constructed of nonmagnetic elements, to allow usage in the gap of an electromagnet.

**APPENDIX C: ADDITION OF SINUSOIDS AT THE SAME FREQUENCY BUT DIFFERENT PHASE**

Note that this analysis with simple approximation is only for helping understanding of the system mathematically. The simulations shown in Figs. 2 and 3 used the equations without any approximation.

Addition of sinusoids at the same frequency but different phase can be expanded

$$\varphi = \sum_{i=1}^{n} A_i \cos(\omega t - \delta_i)$$

$$= \sum_{i=1}^{n} A_i [\cos(\omega t) \cos(\delta_i) + \sin(\omega t) \sin(\delta_i)]$$

$$= \cos(\omega t) \times \sum_{i=1}^{n} A_i \cos(\delta_i) + \sin(\omega t) \times \sum_{i=1}^{n} A_i \sin(\delta_i).$$

(C1)

Defining $A \cos \delta = \sum_{i=1}^{n} A_i \cos(\delta_i)$ and $A \sin \delta = \sum_{i=1}^{n} A_i \sin(\delta_i)$, Eq. (C1) becomes

$$\varphi = A \cos(\omega t) \times \cos(\delta) + A \sin(\omega t) \times \sin(\delta)$$

$$= A \cos(\omega t - \delta),$$

(C2)
where

\[ A^2 = \sum_{i=1}^{n} \sum_{j=1}^{n} A_i A_j \cos(\delta_i - \delta_j), \]  

(C3)

\[ \delta = \tan^{-1}\left( \frac{\sum_{i=1}^{n} A_i \cos(\delta_i)}{\sum_{i=1}^{n} A_i \cos(\delta_i)} \right). \]

Note that the amplitude \( A \) is a function of \( \delta_i \), which are the variables from which we calculate distance. If we define the last element of the sum as the reference signal \( A_n = A_{ref}, \delta_n = \delta_{ref} \), then the amplitude \( A^2 \) can be written as

\[ A^2 = \sum_{i=1}^{n} \sum_{j=1}^{n} A_i A_j \cos(\delta_i - \delta_j) \]

\[ + 2A_{ref} \sum_{j=1}^{n} A_j \cos(\delta_j) + A_{ref}^2. \]  

(C4)

We expand Eq. (C4) with the approximation of \( \cos \theta \approx 1 - \theta^2/2 \) as below.

\[ A^2 = \sum_{i=1}^{n} \sum_{j=1}^{n} A_i A_j \cos(\delta_i - \delta_j) + 2A_{ref} \sum_{j=1}^{n} A_j \cos(\delta_j) \]

\[ + A_{ref}^2 \approx \sum_{i=1}^{n} \sum_{j=1}^{n} A_i A_j \left( 1 - \frac{(\delta_i - \delta_j)^2}{2} \right) \]

\[ + 2A_{ref} \sum_{j=1}^{n} A_j \left( 1 - \frac{\delta_j^2}{2} \right) + A_{ref}^2 \]

\[ = (\alpha + A_{ref})^2 - (\alpha + A_{ref}) \sum_{j=1}^{n} A_j \delta_j^2 + \left( \sum_{j=1}^{n} A_j \delta_j \right)^2, \]  

(C5)

where \( \alpha = \sum_{i=1}^{n} A_i \). The first term in this expression is an offset, and the second term is the desired response, proportional to the Euclidean distance squared of an \( n \)-dimensional vector \([\delta_1, \delta_2, \ldots, \delta_n]\). If the amplitudes are similar and the phase offsets are normally distributed around zero, the last term should average to zero for sufficiently large \( n \). To see this, if we further assume that all oscillators have the same amplitude \( A_0 \), then \( \alpha = n A_0 \) and

\[ A^2 = (A_0 n + A_{ref})^2 - [(n - 1)A_0^2 + A_{ref} A_0] \sum_{j=1}^{n} \delta_j^2 \]

\[ + A_0^2 \left[ \left( \sum_{j=1}^{n} \delta_j \right)^2 - \sum_{j=1}^{n} \delta_j^2 \right]. \]  

(C6)

The third term is an error term, the maximum of which can be derived using Chebyshev’s sum inequality, as described in the text. Thus, we can obtain the approximated Euclidean distance if the error term is small enough to be tolerable.

**APPENDIX D: DISTRIBUTION ANALYSIS**

The distributions shown in Fig. 5 are formed with 5000 trials, a measurement that took 20 min due to the laboratory equipment used. Due to the phase-sensitive nature of the measurement, the zero point of the measurement drifted over this time, likely due to small temperature changes in the board changing effective path lengths. The amplitude of the drift is on the order of the device signal over the course of the measurement, and so can mask the device response. Consequently, a low-frequency smoothing procedure is applied to the data to remove this slow variation in the data. This is possible because in the measurement, a series of test bias currents are applied in random order to the STO to determine the distribution of the detector response. A time trace of the output of a single device is shown in Fig. 9(a) for both the diode and CMOS detectors. Since these current offsets are applied at random and are drawn from a Gaussian distribution around zero, the envelope of these traces should be uniform with time. Hence, the slow variations observed are not device response, but variations likely due to small changes in the relative phase condition of the signal and reference signals. These variations are slow, and are significant only due to the slow current sources used in this test (roughly 2-Hz data rate).

To remove these slow variations, a smoothing function is applied to the data [Savitsky-Golay second-order smoothing with 200 points, shown as the red curves in Fig. 9(a)] and subtracted. The diode detector is a standard microwave diode detector, sampled with a digital multimeter with approximately 6-Hz bandwidth. The CMOS detector, on the other hand, is controlled via an field-programmable gate array (FPGA) board, which is queried once per current bias. Each query returns a value that is the average of 5000 samples of the detector itself (the FPGA code is also modified to measure the RMS error on these samples is measured separately.) The banding evident in the CMOS detector response in Fig. 9(a) is due to the bit depth of the analog-to-digital converter on the detector. Note that the two detector traces are taken at the same time, so that the slow time variations of the two signals are similar but not identical. There is a slow quasiperiodic
phase drift, can remove the need for this additional step.

The use of faster measurement times (as would occur in an integrated system), or the use of a self-referencing algorithm that dynamically accounts for phase drift (b) Resultant response versus current after slow drift signal shown in (a) subtracted from detector signals.

oscillation (possibly due to temperature variations) visible in both, while an even slower variation is also evident in the diode detection. It is unknown what the source of this additional variation is, but could be due to the larger bandwidth of the diode detector. The response functions with the slow variations removed are shown as a function of bias current difference in Fig. 9(b), showing a proper peak of the device signal suitable for the distance computation. The use of faster measurement times (as would occur in an integrated system), or the use of a self-referencing algorithm that dynamically accounts for phase drift, can remove the need for this additional step of removing the slow drift in the detector signal.

FIG. 9. Response of CMOS and microwave diode detectors to different current biases across phase-locking range of a single STO device. (a) Response as a function of time, for which random offsets are applied to the device. Smoothed curve shows slow drift of the signal. Samples taken at approximately 2-Hz rate (b) Resultant response versus current after slow drift signal shown in (a) subtracted from detector signals.


