
  

Abstract— This paper presents a vision-based, 6 degree of 

freedom (DOF) measurement system that can measure robot 

dynamic motions in real-time. A motorized target is designed as 

a part of the system to work with a vision-based measurement 

instrument, providing unique features to stand out from the 

background and enable the achievement of high accuracy 

measurement. With the capability to measure a robot’s 6 DOF 

information, the robot’s accuracy degradation can be 

monitored, assessed, and predicted to avoid a costly, unexpected 

shutdown, or decrease in manufacturing quality and production 

efficiency. The National Institute of Standards and Technology 

(NIST) is developing the necessary measurement science to 

support the monitoring, diagnostics, and prognostics of robot 

systems by providing intelligence to enhance maintenance and 

control strategies. The robot accuracy degradation research 

includes the development of modeling and algorithm for the test 

method, advanced sensor and target development to accurately 

measure robot 6 DOF information, and algorithms to analyze 

the data. This paper focuses on the development of the advanced 

sensor and target. A use case shows the use of the measurement 

system on a Universal Robot to support the robot accuracy 

degradation assessment. 

I. INTRODUCTION 

Robots are known for their repeatability, but more accurate 
robots have become valuable tools to enable broader robot 
applications [1-4]. For example, more off-line programming 
can be performed because robots can move to desired 
positions precisely with improved absolute accuracy [2]. Also, 
many new robot applications such as robot material removal, 
high precision assembly, robotic drilling, robot riveting, and 
robot metrology require robots with high accuracy [5-7]. 
Compared to expensive solutions which use custom machines, 
high accuracy robots with articulated arms can extend arm to 
cover a relatively large work volume and can navigate along 
curvature surfaces or into tight spaces. Implementing robots in 
manufacturing processes benefits manufacturers by improving 
flexibility and reducing costs. 

As more robotic technologies are integrated into complex 
manufacturing environments, it is critical to understand a 
robot system’s reliability [10]. A manufacturing system’s 
efficiency, quality, and productivity compromise can be 
comprised by the robot’s accuracy degradation. Robot 
accuracy degradation is relatively difficult to be detected 
compared to the hard stop of a production line [8, 9]. Although 
the robot’s performance is degraded, the robot is still running, 
and parts are making. However, the robot is working at a 
decreased level of performance. Moreover, a robot’s accuracy 
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degradation may also influence other automation components’ 
performance. For example, stresses and strains may 
accumulate when a fixture or a gripper is working constantly 
in a biased position. The accumulated stresses and strains may 
result in the mechanical failure or wear of the fixture or 
gripper. It is very challenging to decouple errors and find the 
root causes of failures caused by robot accuracy degradation.  

To assess robot accuracy degradation, the deviations of the 
robot’s motion need to be measured. Fig. 1 shows a robot’s 

actual motion has deviated from the designed motion. 
Moreover, the deviations are different at different locations 
within the robot’s workspace. To determine the deviation, a 
sensor is needed to measure the x, y, z, pitch, yaw, and roll of 
the robot tool center point (TCP). As shown in Fig. 1, TCP is 
located at the end of a robot’s kinematic chain. Any error in 
the robot kinematic chain will be reflected as a deviation of the 
TCP position and orientation. There is a wide range of 
techniques being used to measure and calibrate robots. These 
techniques include: 1) Pose matching methods via driving a 
robot to a known location, and the pose calculated by the robot 
controller being recorded [10]; 2) Polar measurement 
techniques with laser trackers or total stations [11]; 3) 
Trilateration with a theodolite, using cable potentiometer 
systems, or laser interferometers [12]; 4) Tactile techniques 
using gauges or coordinate measurement machines [13]; 5) 
Inertial navigation systems and magnetic field systems [14]; 6) 
Photogrammetry with high-resolution digital systems [15-17]. 

Some of the above-mentioned measurement techniques 
involve rather expensive metrology instruments (e.g., laser 
trackers, total stations, etc.). Pose matching, gauges, or 
coordinate measurement machines are very slow. Trilateration 
and other methods usually lack orientation information. The 
vision-based system is gaining more attention in recent years. 
They have the advantages of being relatively low-cost and 
non-contact [18]. Innovations in new vision sensors (including 
low noise, high dynamic range, high resolution, and 
hardware-accelerated processing) are accelerating the 
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application of vision-based systems [19]. For these reasons, a 
pilot study on the applicability of a dual camera stereo system 
based on low-cost vision hardware components to industrial 
robot health assessment tasks was conducted. This study 
focused on aspects of accuracy and real-time processing. 

The measurement of the TCP deviation is the first step to 
assess robot accuracy degradation. A robot’s TCP deviation 
varies at different locations. Even at the same location, if the 
robot approaches the location from different directions, the 
TCP deviations are different. Therefore, there is an infinite 
number of combinations of locations and directions. It is 
impossible to measure all possible combinations to determine 
the overall accuracy of the robot. There needs to be a 
methodology to efficiently measure, monitor, diagnose, 
predict, and maintain the health of a robot (collectively known 
as Prognostics and Health Management (PHM)).  

The National Institute of Standards and Technology 
(NIST) is working to develop the measurement science in 
assessing robot health and optimizing the maintenance of 
robot systems. As a subset of this research, a quick health 
assessment methodology was developed to enable 
manufacturers to quickly assess a robot’s accuracy 
degradation throughout the robot workspace [20]. This paper 
focuses on the advanced sensor and target development to 
support the robot’s health assessment by examining the 
degradation of the robot TCP accuracy. The following 
sections present the design principle of the new target that 
exceeds the existing target representation; analyze the 
accuracy and real-time processing capability; show the design 
of the system; and present a use case of using the system on a 
Universal Robot to support the accuracy degradation 
assessment methodology.  

II. DESIGN PRINCIPLE OF 3 DOF AND 6 DOF 

REPRESENTATION  

 Any possible movement of a rigid body can be expressed 
as a combination of the basic 6 DOF - 3 translations and 3 
rotations. Translation has 3 degrees of freedom: forward/back, 
up/down, left/right. Rotation has 3 degrees of freedom: pitch, 
yaw, and roll. A measurement system usually contains the 
measurement instrument (or sensor) and a measurement 
target. The measurement target defines what features can be 
captured by the measurement instrument to represent 3 DOF 
or 6 DOF information.  

The 3 DOF translation is usually represented as a fixed 
point (x, y, z) on an object. Because once the (x, y, z) is 
defined, the object is not free to translate in any direction. 
When the object moves, its translation can be measured via 
measuring the position changes of the point on the object. If a 
measurement system can measure a point, the measurement 
system can measure the 3 DOF information of the object. Fig. 
2 (a) to (d) are examples of 3 DOF targets used by 
vision-based measurement instruments. Fig. 2 (a) is a 
light-emitting diode (LED) target. It can only be viewed when 
the LED target is facing the measurement instrument. The 
output is the center position (x, y, z) of the LED target. Fig. 2 
(b) shows sphere targets used by photogrammetric systems. A 
sphere target is a target that can be measured from any view. 
The sphere center is the (x, y, z) position to be measured. A 
photogrammetric system captures the two dimensional (2D) 

image of the sphere target. The centroid of the 2D image is 
detected and later triangulated to a 3 DOF point that represents 
the sphere center. Fig. 2 (c) is an example of the sphere target 
used by scanning systems. A scanning system scans the 
surface of the sphere and outputs a point cloud. A sphere 
surface is constructed using a best-fit method. Then the center 
of the sphere is calculated. Fig. 2 (d) is the other type of 3 DOF 
target used by vision-based systems. The intersection corner 
of the checkerboards is the point being measured.   

Besides translation, many applications also need rotation 
information. When the 3 degrees of rotation is added to the 
translation, a coordinate frame is formed. The origin of the 
coordinate frame represents the point where translation is 
measured. Positional tracking can be performed by tracking 
the origin position. To define rotation, three axes of the 
coordinate frame are used. They are: a primary axis, a 
secondary axis, and a tertiary axis. In Fig. 1, the tool frame is 
made up of the three axes at the TCP. The tool center point is 
the origin of the frame. The tool coordinate is programmable 
and can be “taught” for each tool or fixture attached to the 
robot. Any error in the kinematic chain will be reflected as the 
TCP error. Measuring the 6 DOF errors of the tool frame is a 
measure of robot accuracy. If a measurement system can 
measure a coordinate frame, the measurement system can 
measure the 6 DOF information of the object.  

Existing 6 DOF target representation can be created by 
combining multiple 3 DOF targets. One representation that 
has been widely used to define a coordinate frame is using the 
three point method. A coordinate frame is defined using three 
points. A coordinate frame is represented by defining an origin 
and two axes. The third axis is perpendicular to the other two 
axes. The three points are used as: 1) a point defining the 
origin, 2) a point defining the primary axis, e.g., X-axis; this 
axis is formed by creating a vector from the origin pointing to 
the point, and 3) a point in a plane, e.g., XY plane. The 
secondary axis is in this XY plane. It is defined by a vector that 
starts from the origin and is perpendicular to the X-axis. The 
third point is used to define the secondary axis’s positive 
direction. Examples of 6 DOF targets are shown in Fig. 2 (e) to 
(h). In Fig. 2 (e) and (f), multiple spheres use a planar layout to 
construct a coordinate frame. More than three sphere targets 
are implemented to create redundancy. The need for 
redundancy is to avoid image overlapping when viewing the 
target from different viewpoints. In Fig. 2 (g), spheres use a 
spatial layout to construct a frame. Fig. 2 h) shows a complex 
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LED spherical array. It combined multiple LEDs to create a 6 
DOF target.  

For robot accuracy degradation assessment task, a 
measurement system needs to perform accurate measurements 
and measure the TCP’s 6 DOF information while the robot is 
stationary or moving. A novel measurement system is 
developed at NIST to achieve high accuracy and high speed 6 
DOF measurements. A dual-camera measurement instrument 
and a smart target construct a measurement system. The 
following sections of the paper describe its accuracy and 
real-time process potential by analyzing the feature detection 
uncertainty and coordinate frame construction uncertainty. 

III. NEW TARGET DEVELOPMENT 

NIST developed a 6 DOF measurement system was 
developed to perform the assessment of the industrial robot 
accuracy degradation. The system consists of a measurement 
instrument with two high-speed color cameras and a smart 
target as shown in Fig. 3. The smart target is mounted at the 
end of the robot arm. The vision-based measurement 
instrument is mounted on a tripod and placed on the floor 
facing the robot. A measurement software was developed to 
take measurements of robot TCP position and orientation. 

The vision-based system is used for the measurement 
system because: (1) A vision-based system is an non-contact 
measurement system that can capture both position and 
orientation simultaneously; (2) High accuracy measurement 
(with sub-pixel accuracy) has been enabled by novel camera 
and image processing technology; and (3) A vision-based 
system is relatively cost-effective to integrate [18] with the 
mature of camera technology. Color images provide 
redundant information to get more accurate target detection.  
The use of high-speed camera and real-time computation 
enable high-speed measurements. The output of the 
measurement is  (x, y, z, pitch, yaw, and roll) of a moving 
object with high accuracy.  

The smart target is protected under a U.S. provisional 
patent. It contains light pipes illuminated in three colors. The 6 
DOF information is represented by a coordinate frame. As 
shown in Fig. 4, two cylindrical light pipes form an 
intersection that represents the origin. The coordinate frame of 
the smart target is shown in Fig. 4 (a). The two intersecting 

light pipes are mounted on two motorized rotation axes. The 
two rotary axes are motorized. Driven by inertial measurement 
sensors, the intersection pipes can rotate constantly so that the 
target Y axis points towards the measurement instrument. This 
creates a constant line-of-sight between the target and the 
measurement system, even when the target is moving. On the 
bottom of the smart target,  the  directions of the x and y axes 
are defined by two different color light pipes.  Fig. 4 (b) shows 
the smart target mounted on the robot end effector. Fig. 4 (c) 
shows the light pipe images as seen by the camera when the 
light pipes are illuminated.  

IV. ANALYSIS ON ACCURACY AND REAL-TIME PROCESSING 

CAPABILITY  

To analyze the accuracy of the 6 DOF representation, the 
sources of measurement uncertainty need to be known. The 
3/6 DOF measurement is a mix of hardware and software to 
detect the position (and orientation) of an object. A 
vision-based measurement instrument takes images of the 
target, performs image processing to capture features, and 
finally outputs the measurement result in either 3 or 6 DOF. 
Two major concerns of vision-based measurement systems are 
accuracy and real-time processing capability. Existing targets 
have different uncertainties in the detection of features when 
the target is at different distances or at different poses. These 
uncertainties influence the accuracy of the final measurement. 
Also, ambient light has strong effects on the image quality and 
affects the robustness and accuracy. When the target is in an 
industrial environment with a complex background, the ability 
to isolate the target from the background influences the 
efficiency of real-time processing to track a moving object. 

A. Uncertainty calculation for feature detection 

Features are components used to construct a coordinate 
frame. A point feature is a basic feature to represent the 
translation or the origin of a coordinate frame. The uncertainty 
of the point feature detection influences the final measurement 
accuracy. A very common target artifact to define a point is a 
sphere target. The sphere target can be measured from 
different views and the derived sphere center is a point feature. 

The roundness of the sphere target and the evenness of the 
surface influence the result of the sphere center detection. For 
example, Fig. 2 (b) shows the reflective spheres used by 
infrared cameras. The sphere roundness can be well controlled 
by machining. However, to make a sphere reflect 
infrared radiation (IR) light, there are two methods to create 
the target. The more accurate method is to apply the coating 
with reflective material. It is expensive in manufacturing 
because the manufacturing process needs high accuracy in 
coating control. Reflective tape can be wrapped around a 
sphere to create the reflective sphere target. It is challenging to 
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control the roundness of the wrapped spherical. Thus, this kind 
of target can be used for moderate accuracy applications.  

The calculation of sphere centers also has many 
uncertainties. For scanning systems, since the output of the 
sphere surface is point cloud, the best-fit method is used to 
construct the sphere. The sphere center is then calculated. If 
the point cloud consists of the whole sphere surface, the sphere 
center can be accurate. But in real situations, only a partial 
sphere surface will be captured. The best-fit result is biased in 
this condition. Moreover, the uncertainty varies when 
measuring the sphere from a different view. For 
photogrammetric systems, the sphere target is captured as 2D 
images which are circulars on the camera sensors. The 
centroid of the circle needs to be calculated. The centroid 
detection accuracy is influenced significantly by the image 
quality, such as the image exposure, image focus, and the 
number of the image pixels that represent the target in the 
camera sensor. The ambient light also has a strong influence 
on the uncertainty of sphere center detection.  

The smart target developed at NIST does not use a sphere 
to define the coordinate origin. Instead, line features are used. 
Two perpendicular lines form a “cross”. The intersection of 
the lines defines the coordinate frame origin. The line features 
are created using cylindrical light pipes. The dimension of the 
light pipe artifact is 10 mm in diameter and 75 mm long. Three 
colors of LEDs are used in the smart target design with special 
wavelengths that match with the narrow band filters on the 
measurement instrument’s cameras. The purpose is to reduce 
the effects of ambient light. With special surface finishing, the 
entire cylindrical surface has an even light distribution. Fig. 5 
shows the image of light pipe artifacts representing line 
features. 

B. Uncertainty calculation for coordinate frame 

construction 

After the basic features are detected, they are used to 
construct a coordinate frame. When using sphere targets to 
construct a coordinate frame, one of the sphere centers is 
selected as the origin. The problem of this method is: the 
origin definition inherits the uncertainty from the sphere 
center measurement in the scale of one-to-one.  

For axis definition, the axis of a coordinate frame is 
defined using two points (two sphere centers) – the origin and 
a point on the axis. Fig. 6 shows the axis definition error 
caused by point detection uncertainty. P0 is the origin point. 
P1 is the true position of the second point. P1’ is the real P1 
position with Delta error caused by the uncertainty of point P0 
and P1. The angular error of the axis definition is 

. Even a small positional error of the 
point (Delta) can cause a large angular error of the axis vector.  

For the same Delta error, a shorter distance between P0 to 
P1 corresponds to a larger angular error. In Fig. 6, P2’ has the 

same Delta error, but the angular error a is bigger than the 
angular error b because P1 is closer to P0 than P2. Therefore, 
to achieve higher accuracy, the target needs to be larger to 
maximize the distance  . However, it is not practical to 
build a very large target. As a result, for a target that uses 
two/multiple spheres to define the axis, the measurement has 
larger angular uncertainties than a target using line features.  

Besides the direct definition of a coordinate frame, some 
technologies use the best-fit method to find the transformation  
between the same points measured in two coordinate frames. 
Fig. 7 (a) shows a group of points in one coordinate frame and 
Fig 7. (b) shows the same point group in another coordinate 
frame. The point group in Fig. 7 (b) is transformed to the 
coordinate frame in Fig. 7 (a), and the best-fit result is shown 
in Fig. 7(c). Best-fit usually uses the method of minimizing the 
sum of the squares of the offsets as the cost function. This 
method eliminates the one-to-one error propagation from the 
point detection to the final result. However, the best-fit 
method only minimizes the translation deviation. Angular 
errors are not minimized and are, therefore, less accurate.  

To avoid these problems, the smart target uses line targets 
instead of sphere targets. Cylindrical artifacts are used to 
create line features. The center line of the cylindrical artifact 
used in the smart target defines an axis. Fig. 8 shows an 
example of line construction. Since more points are used to fit 
the axis line, the accuracy of the line detection is much higher 
compared with the method of defining an axis using two  
sphere centers. Also, with more points used to fit the line, 
algorithms can filter out outliers for better line construction. 
Additionally, the light pipe consists of extra features including 
color, width, edge features, etc. They can be used to improve 
the accuracy of target detection. Moreover, best-fit can output 
multiple results for best-fit data analysis, including 
straightness, error distribution, error pattern, etc. The best-fit 
straightness of the line can be used as an important factor to 
monitor the camera lens distortion. If the straightness of the 
line fitting results shows distortion, the camera and lens need 
to be checked. The design of the smart target enables the 
on-site self-checking capability of the measurement system. 

Fig. 5. Light pipe artifacts of smart target for line feature representation 

Fig. 8. Center line construction image for a cylinder artifact 
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C. Method to stand out an object from the background 

The lighting condition in an industrial environment is 
complex. Various light sources, including ceiling lights, light 
towers for safety systems, and LED indicators on fixtures, 
may influence the image quality of the vision-based 
measurement system. A widely used technology to make a 
target stand out in a complex background is the utilization of 
infrared (IR) technology. The shortcoming of this method is 
the images contain only the markers. When ambient lights 
exist in the environment, the reflected light from ambient 
objects will be treated as real targets. There is no redundancy 
to judge if the detected target is a fake target when applications 
are used in a complex industrial environment.  

To avoid the shortcoming of IR images, high-speed color 
cameras were selected for the measurement system developed 
at NIST. Fig. 9 shows the color image of the smart target. The 
smart target uses three colors of LEDs to illuminate the light 
pipes. The wavelength combination of the three colors is used 
as the “signature” of the smart target. Using this “signature”, 
the target can be quickly identified from the complex 
background. Once the target is found, a bounding box is 
defined surrounding the target and will be constantly tracked 
when the target moves with the robot arm. The camera will use 
a feature of Area of Interest (AOI). It allows a camera using a 
small AOI window size to operate at higher frame rates 
compared with one using a full frame capture. Since a smaller 
window size requires less calculation time compared to a full 
window size, more complex algorithms can be applied to 
achieve more robust and accurate results. Fig. 9 (a) shows that 
the smart target was identified. Fig. 9 (b) shows that the cross 
center was detected to define the coordinate frame origin. Fig. 
9 (c) shows the axis line is detected even when the ceiling light 
is within the view of the cameras. The color information is 
used to speed up the calculation and provide more redundancy 
in the algorithms, for example, avoidance of fake target 
detection. Advanced color image processing (e.g., pattern 
reorganization) techniques are utilized to get more accurate 
target detection results. A graphics processing unit (GPU) 
technique is used to accelerate the image processing for 
real-time measurement. The output of the measurement is  (x, 
y, z, pitch, yaw, and roll) of a moving object.   

In summary, besides the advantages in accuracy 
improvements, the measurement system has advantages in 
solving the following challenges required for robot dynamic 
accuracy assessment. These challenges include: 

1) Dynamic measurement 
Since the smart target measures 6 DOF, every snap of the 

smart target gives the position and orientation. The high-speed 
camera can take 175 frames per second in full frame mode. 
The camera speed can be increased further when using the 

camera AOI mode to track the small area around the target, 
allowing the dynamic movement of the robot to be captured. 

2) Non-blocking measurement design 
Traditional targets have an image overlapping problem. 

The target may block itself in some poses. The smart target is 
motorized by rotating on two rotary gimbals. the target always 
rotates towards the measurement system. This eliminates 
self-blocking and yields optimized pose for measurement.  

3) Unique definition of a coordinate frame  
Traditional spherical targets can use any sphere as the 

origin. It is hard to find the coordination definition when 
multiple coordinates exist in a system. The 6 DOF smart target 
uses the cross center as the origin and other two light pipes as 
the axis direction. This creates a consistent frame definition.  

V. USE CASE DEVELOPMENT 

A quick health assessment methodology is developed at 
NIST. The purpose is to assess the robot accuracy degradation 
throughout the robot workspace. The quick health assessment 
methodology includes: 1) development of a sensor and target 
to measure the robot (x, y, z, pitch, yaw, and roll of the TCP); 
2) a robot error model to represent the robot’s geometric and 
non-geometric errors; 3) a test method to define the robot 
movements; and 4) algorithms to process the measured data to 
assess the robot’s health status. In the quick health assessment 
methodology, step 2) develops an error model to represent a 
robot’s deflections of the robot’s structure and joints, the ideal 
and non-ideal motion of joints. Step 3) generates a 
measurement plan that satisfies the requirements to support 
the robot error model identification. The robot is commanded 
to move based on the measurement plan. The movements are 
measured by the advanced sensor and target. Measurement 
data is fed to the algorithm developed in step 4) to assess the 
robot health and predict the failure of robot operations under 
the current accuracy status [9]. 

The developed measurement system is used to acquire the 
robot TCP 6 DOF information. As shown in Fig. 10 (a), the 
smart target is mounted at the end of a Universal Robot arm. 
The cross light pipe is motorized to constantly rotate toward 
the camera instrument as shown in Fig. (a). The vision-based 
measurement instrument is mounted on a tripod and set up at 
the opposite end of the robot. Fig. 10 (b) shows the 
measurement plan generated for the Universal Robot. The 
measurement plan requires the robot TCP to move throughout 
the entire workspace. The motions distribute evenly in both 
joint space and Cartesian space. The even distribution of 
sampling prevents the analysis algorithm from missing errors 
or too heavily weighting errors, which will bias the results. 
The coverage of the overall joint space and Cartesian space 
means that the measurement plan will exercise the robot 
beyond a partial range of joints or work zones. The coverage 
of overall joint space enables the capture of joint performance 
through the full motor and encoder ranges. Covering the entire 
workspace enables the evaluation of various rigidity 
conditions. To minimize potential interruptions during robot 
motion and measurement, a collision check is made during the 
measurement plan generation process. Also, a line-of-sight 
check is performed to ensure the planned positions do not 
occlude the target from the measurement instrument, i.e., arm 
blocking the target. The output of the measurement system is 
x, y, z, pitch, yaw, and roll. 

Fig. 9. Color image of the smart target 
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The TCP 6 DOF measurements are the input of the test 
method model and the analysis algorithms. The test method 
model builds a robot error model that can represent a robot’s 
position dependent, non-geometric errors.  A novel algorithm 
is developed to solve the robot error model that contains 
hundreds of unidentified parameters [9]. A method is 
developed to decouple the uncertainties of the measurement 
instrument from the actual robot errors. The analysis outputs 
the accuracy degradation assessment results. 

The quick health assessment can be used to swiftly detect 
degradations in robot accuracy by finding the robot pose 
deviations from the nominal poses. The methodology provides 
manufacturers a tool to quickly detect problems in scenarios 
when the environmental conditions have changed, 
reconfigurations are needed, or a critical task is about to 
perform. The quick health assessment methodology can help 
to reduce unexpected shutdowns, and help optimize the 
maintenance strategy to improve productivity via monitoring 
the robot performance degradation. 

VI. SUMMARY 

This paper presents the development of an advanced 
sensor and target to assess robot accuracy degradation. The 
sensor and target (U.S. patent pending for the smart target) are 
featured with novel designs that differ from and exceed the 
performance of existing vision-based measurement systems, 
especially with respect to accuracy and real-time processing 
potential. The use of line features enables the high accuracy 
measurement of the 6 DOF information. The smart target can 
be utilized in a variety of applications. These applications 
include registering multiple machines/tools/objects, 
adaptively locating objects during mobile operations, and 
precisely tracking the pose of an object. This paper also 
presents a use case for using the measurement system in 
assessing robot accuracy degradation. Future efforts are 
underway to develop additional industrial use cases for 
applications that require high-precision motions.  
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