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Abstract 

A longstanding goal in polymer rheology is to develop a physical picture that relates the growth of 

mechanical moduli during polymer crystallization to that of structure.  Here we utilize simultaneous 

mechanical rheology and optical microscopy, with augmentation by deterministic reconstruction and 

stochastic simulations, to study isothermal crystallization in isotactic polypropylene (iPP).  We observe 

the nucleation and growth of surface and bulk spherulites which are initially isolated and then impinge 

to form clusters and superstructures that eventually span the gap.  We find that spherulitic 

superstructures play a critical role in the rheology, especially in the characteristic sharp upturn in 

moduli.  Both the rheology and the spherulitic superstructures show pronounced gap dependencies, 

which we explain via finite-size effects in percolation phenomena and via surface-induced nucleation.  

The modulus-crystallinity relationship can be described through general effective medium theory.  It 

indicates that for thicker gaps, the visco-elastic liquid to solid transition can be described via percolation 

whereas for our thinnest gap, it is best described by the linear mixing rule.  We describe our results in 

terms of dimensionless nucleation rates and spherulite size, which enables estimation of when gap-

dependent superstructure effects can be anticipated.  
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1.  Introduction 

The kinetics of polymer crystallization has fascinated researchers for decades due to its industrial 

relevance and the complexities of its associated multiple length and time scales.  At the structural level, 

polymer crystallization is well known to occur via cascading length scales. Starting at the nano-scale, 

crystal domains nucleate and grow in a lamellar fashion of alternating crystalline and amorphous layers.  

These lamellae organize into micro-scale semi-crystalline spherulites that impinge with each other to 

form clusters[1].  At the mechanical level, the transformation is equally dramatic.  As the polymer 

transforms from a viscoelastic melt to a semi-crystalline solid, there are three distinct rheological 

regimes as viewed through small amplitude oscillatory shear (SAOS):  induction, upturn and plateau. 

These regimes, and the times of the transitions between them, are observed across a broad range of 

mechanical frequencies[2-18].   

Industrially, the design strategies for the processing of semi-crystalline polymers must consider the 

evolving modulus-structure relationships throughout any given process route[9,10,19,20] [21-25].  For 

example, in film blowing,[22]  the crystallization commences near the frost line in the bubble and 

increases as the polymer traverses upwards towards the pulling pinch rollers; at some point the polymer 

must be able to maintain a stress along the length of the film in the machine direction.  In the newer 

process of materials extrusion additive manufacturing with semi-crystalline polymers (a 3d printing 

technique), the relationship between processing and crystallization must be understood to design parts 

that maximize both mechanical strength and dimensional accuracy[24,26].   

However, the relationship between rheology and structure during the crystallization process is 

unresolved, despite much work[10,27].  In pioneering research by Winter and coworkers it was found 

that tan(δ), the ratio of the loss to storage modulus (G’’/G’),   becomes independent of oscillation 

frequency (ω) at a certain time in the process, termed the physical gelation point[6,8].    This occurs 

during the upturn regime.  The concept of percolation of spherulites during crystallization has been 

explored by Boutahar et al. and used to compare rheological results between two polyolefins with very 

different nucleation densities[4].   

A primary difficulty in relating rheology to structure in these systems has been the lack of in-situ 

knowledge regarding the spherulitic structure and the degree of crystallinity during rheological 

measurements. Particular interest has focused on the crystallinity at the gelation point.  The 

experimental difficulty stems from the non-simultaneous nature of the early measurements.  In one 
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approach, Pogodina et al.  used isothermal differential scanning calorimetry (extrapolated from lower 

temperature)  to estimate that the crystallinity in isotactic polypropylene (iPP) at the gelation point is 

about 2 % mass fraction[6].   However, crystallization rates can be highly dependent on gap thickness, 

substrate composition[11,28-33], and thermal history, meaning the DSC results may provide poor 

guidance in determining the crystallinity at a given time in a rheometer.  Another approach is to invoke a 

mathematical model relating transient modulus to transient crystallinity.   Coppola et al. used a linear 

mixing rule to relate the two, and found a value of  1.3 % at the point that corresponds to physical 

gelation[13].  However, depending on what model is used, one could arrive at significantly larger values 

of crystallinity for a given modulus[14].  It is important to point out that the spherulitic superstructures 

in these experimental works is not reported. 

If such a low value of crystallinity at the rheological gel point were true, it would imply that the easily 

observed spherulites could not be responsible for the gelation, because a spherical object at a few 

percent volume fraction cannot cause a percolation or gelation. Instead, highly elongated objects, 

perhaps at the nanoscale would be needed to explain such mechanical response at low fraction of 

crystallinity.  Or it would indicate that spherulites in the induction and upturn regimes are mainly 

amorphous[34], however micro-Raman measurements during crystallization are not consistent with this 

idea[35].    

But some recent works differ from the early reports.  The simultaneous measurements of structure and 

rheology during crystallization require hyphenated techniques and there has recently been much 

development and application of such methods [11,36-42]. When applied to isothermal crystallization of 

polymers, larger values of crystallinity in the upturn regime at the gelation point have been reported as 

compared to the original works. Pantani et al. used depth-resolved optical microscopy to measure 

spherulitic volume fraction during the induction and upturn regimes of iPP. [11]  They then created 3D 

reconstructions of the spherulite distributions during the process. Their data shows spherulitic volume 

fractions in the range of approximately (5 to 25) % in what we here call the upturn regime.  (One must 

be careful not to confuse spherulitic volume fraction with percent crystallinity). Wilhelm and coworkers 

used simultaneous optical microscopy and rheology to estimate a volume fraction of approximately 15 

% at the point of tan(δ) = 1 in iPP, which they associated with gelation. From this number, they 

suggested that a spherulitic superstructure is responsible for the rheological upturn [43].   

Simultaneous measurements of modulus and crystallinity over the full crystallization process enable 

critical tests of various models relating transient moduli to crystallinity.  Kotula and Migler used rheo-
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Raman and found that proposed models (linear, log, inverse, suspension and composite sphere) do not 

fit the data well over the full range[14].   Instead, the general effective medium (GEM) model, originally 

developed and previously applied for two-phase conductive systems[44,45], was adapted to the present 

problem of crystallizing polymers. It is a phenomenological suspension-based model at low crystallinity 

which incorporates a percolation transition and then a rollover at high crystallinity into a semi-crystalline 

state.  It was found to provide a good fit over the full range using only two fitting parameters.[14]  

The success in fitting the modulus-crystallinity data to a percolation-based model spurs interest the 

fundamental nature of this percolation itself.   Can we obtain direct evidence of the percolation, and if 

so, what is the fundamental structural unit causing it? How do we relate percolation behavior to well-

known fundamentals of polymer crystallization such as nucleation followed by spherulitic growth and 

impingement?  Here, we focus on the spherulite and its superstructures as the structural unit to be 

measured in conjunction with rheology during isothermal crystallization measurements.  We note that 

for isothermal crystallization in iPP that is conducted at temperatures T > 80 °C, one anticipates 

heterogenous nucleation[46].   

One potential independent variable for such a study is the gap height.  To our knowledge, there are no 

systematic measurements of the gap dependence of rheological response of crystallizing polymers, 

though an effect has been postulated[11].  It is known from analytical work, simulation and DSC that 

spherulitic structures and the overall rates of crystalline growth can be highly modified by changing gap 

height [11,28-31] .  For example, in the absence of surface nucleation, if the gap height is less than the 

spacing between nucleated spherulites, the overall crystallization rate decreases compared to large gap 

because for large radius, the crystallinity induced by a given spherulite increases as the square of its 

radius, rather than the cube.   

If the percolation of spherulites plays an important role in the rheology of crystallizing polymers [4], 

then one may ask what happens when the superstructure underlying the percolating entities is varied by 

changing the gap height.  In the case of electrical percolation, it has been shown theoretically and 

experimentally that finite size effects can dramatically modify the percolation threshold. [47,48]   Gap 

dependent effects could thus be a useful variable to explore the relationship between structure and 

rheology because they provide a means to vary the spherulite superstructure while leaving molecular 

structure, nucleation rates, front growth velocity and temperature unchanged.   
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In this work, we utilize the simultaneous rheology-microscopy approach of Pantani, along with their use 

of iPP, as it allows for measurement of spherulites and their superstructure[11].  We extend their 

approach in several critical ways to enable exploration of the percolation behavior.  First, we conduct 

deterministic experimental reconstructions (to be described later)  which allows us to work over the full 

range of spherulite volume fractions, whereas Pantani was limited to about 30 % by volume due to 

turbidity issues[11].   Second, we augment these experimental reconstructions with those obtained by 

stochastic numerical simulations, enabling the exploration of the role of surface nucleation and of gap 

dependence.  These methods allow us to construct modulus-crystallinity plots and through comparison 

with our reconstructions, to determine the nature of the percolation transition.  Third, we conduct 

measurements over a range of gap sizes, for reasons indicated above. 

We first present results at a single gap height in Section 3.1 to show how the rheology integrates with 

the optical images, the experimental deterministic reconstructions and the extracted information about 

the spherulitic superstructure. In Section 3.2, we then show the gap dependent results along with 

numerical simulations.  We use GEM fits to show how typical gap heights of ≈1 mm exhibit a 

percolation transition whereas narrower ones exhibit more of a linear one (Section 3.3).  Finally, we 

show numerical simulations that are designed to highlight the relative roles of surface and bulk 

nucleation, as these are confounding effects in these experiments (Section 3.4).    

2. Methods 

The experimental setup integrates a microscope and rotational rheometer, coupled through an optically 

transparent base and is described elsewhere (though we do not use the Raman capability in these 

experiments).[36]  It is functionally equivalent to the HAAKE MARS rheometer with the RheoScope 

attachment[49][49][49][49].  The bottom surface is composed of glass and the top is steel.  We use the 

instrument to measure isothermal crystallization kinetics by simultaneous measurement of dynamic 

modulus and depth resolved optical microscopy.  We use a plate-plate geometry with 8 mm upper plate 

diameter and utilize four different gap heights, h = (0.1mm, 0.2mm, 0.5 mm and 1 mm).   The 

temperature protocol is identical for all experiments; the sample is heated to 220 °C and maintained 

there for at least 10 minutes to erase thermal history, then cooled at a rate of 10° C / min to T = 141°C, 

then cooled at a slower rate of 2 °C / min until it reaches the selected value of Tc = 131 °C, where it is 

maintained for the duration of the experiment.  This temperature profile is chosen to match the thermal 

response time of the rheometer.  We define t = 0 s as the time when the temperature reaches Tc.  The 

optical images showed no evidence of spherulite nucleation before Tc is reached.  The modulus was 
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measured at Tc via small-amplitude oscillatory shear (SAOS) at a frequency ω = 2 rad/s using a fixed 

strain amplitude of γ = 6 x 10(-3).   

Optical microscopy was conducted in non-polarized reflection mode with a 10x objective lens. The focus 

of the objective lens was scanned repeatedly from bottom surface to top[11].  The objective lens can 

also translate in the rheometric radial direction.  The radial  position (r) of the objective was set to 

approximately r = 3 mm.  Images were acquired when the focal plane coincided with spherulites, as 

ascertained by image sharpness.  The height (z) of a given spherulite was thus obtained from the 

knowledge of the focal position and its (x,y) position and its diameter were determined by subsequent 

image analysis. Since the depth resolution of the optical microscope is approximately 0.075 mm, we do 

not attempt depth resolved measurement for the ℎ = 0.1 mm experiment.  While radial flow is 

anticipated due to the change in density during crystallization, we did not explicitly measure it. 

Measurement of the spherulite growth rate, 𝑣𝑣𝑠𝑠 is made from the slope of diameter versus time for six  

spherulites.  We found  𝑣𝑣𝑠𝑠 = (0.09 ± 0.1) 𝜇𝜇m/s , with no observed systematic variation as a function of 

gap height, of position within the sample, or between surface versus bulk nucleated spherulites.  Given 

the strong variation of spherulitic growth rate versus temperature[50,51], this also indicates minimal 

temperature variation in our observation volume.  Measurement of bulk spherulitic nucleation density 

was made by measurement of the number of spherulites produced in a given time over a given 3D 

volume.  Measurements were made before the spherulitic volume fraction exceeded 10 %.  We 

measured the bulk nucleation rate as �̇�𝑁𝑏𝑏 = (1.17 ± 0.2) x 10−11𝑠𝑠−1𝜇𝜇m−3.  The surface nucleation rate 

�̇�𝑁𝑠𝑠 was made in an analogous fashion.  We found run to run variability in �̇�𝑁𝑠𝑠, as documented later. Once 

the work was completed, we traced this variability to minor differences in the plate cleaning process, as 

opposed to an inherent gap dependent difference.  This is discussed further in the Supporting 

Information.   The time and spatial coordinates for every nucleation event were recorded for use in 

reconstructions.   

3D renderings of the spherulite structure was performed in two modes via computation using Python.  

The first mode is a deterministic experimental reconstruction and is based on the coordinates of all the 

observed nucleation events, along with 𝑣𝑣𝑠𝑠; the second is a stochastic numerical simulation, based on the 

inputted nucleation rates. 

At every timestep, existing spherulites undergo growth. Specifically, each spherulites is represented by a 

radially growing sphere centered at the location of the nucleation with  the theoretical unobstructed 
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radius of spherulite 𝑖𝑖, 𝑟𝑟𝑖𝑖, growing with rate 𝑣𝑣𝑠𝑠 ≡ 𝑑𝑑𝑟𝑟𝑖𝑖/𝑑𝑑𝑑𝑑. This equation is then discretized such that 

𝑟𝑟𝑖𝑖𝑡𝑡+Δ𝑡𝑡 = 𝑟𝑟𝑖𝑖𝑡𝑡 + Δ𝑑𝑑 𝑣𝑣𝑠𝑠 with timestep Δ𝑑𝑑. The resulting list of 𝑟𝑟𝑖𝑖 is stored at every timestep. However, as 

multiple spherulites can impinge on each other, a 3D grid with grid spacing Δ𝑉𝑉 is superimposed over the 

entire simulation to keep track of which voxels are occupied by a spherulite and if occupied, from which 

spherulite. At every time step after 𝑟𝑟𝑖𝑖, every unoccupied grid point is checked to see if it is now occupied 

by a spherulite. Thus, a voxel becomes occupied by spherulite 𝑖𝑖 if the distance between the center of the 

spherulite 𝑖𝑖 and the center of the voxel is less than 𝑟𝑟𝑖𝑖. To make the above procedure more concrete, 

imagine two spherulites nucleated on the surface growing toward each other. Their (theoretical) 𝑟𝑟𝑖𝑖 will 

continue to grow such that it extends beyond the surface and overlaps with each other, but in the grid 

representation no voxel will be occupied by two spherulites and the grid does not extend beyond the 

confines of surfaces. The grid representation allows for ease of calculating the volume fraction 𝜉𝜉 

(number of  voxels occupied by a spherulite divided by the total number of voxels), surface area Σ 

(number of surface voxels occupied by a spherulite divided by the number of surface voxels), and cluster 

quantities (using image processing libraries in Python). 

Second, nucleation events occur. If the code is in experimental reconstruction mode, it is provided a list 

of the locations and times at which nucleation events were observed in an experiment. If a nucleation 

event occurred between the previous timestep and the current timestep, a new sphere is created with a 

radius that accounts for any growth between when the spherulite nucleated and the current time. If the 

code is in numerical simulation mode, the nucleation events are determined using the definitions 𝑑𝑑𝑁𝑁𝑏𝑏
𝑑𝑑𝑡𝑡

=

�̇�𝑁𝑏𝑏(1 − 𝜉𝜉)𝑉𝑉 and 𝑑𝑑𝑁𝑁𝑥𝑥
𝑑𝑑𝑡𝑡

= �̇�𝑁𝑠𝑠(1 − Σ)𝐴𝐴. From a numerical implementation perspective, at every time step 

an open bulk voxel is allowed to nucleate with probability �̇�𝑁𝑏𝑏Δ𝑉𝑉Δ𝑑𝑑while an open surface voxel is 

allowed to nucleate with probability �̇�𝑁𝑠𝑠Δ𝐴𝐴Δ𝑑𝑑. 

In numerical simulation mode, �̇�𝑁𝑏𝑏 was set to the experimentally determined value, and �̇�𝑁𝑠𝑠 was set 

match individual experiments, or as indicated. For the reconstructions, the simulation box was set to be 

1.05 mm by 0.78 mm, while for the simulations it was set to be 5mm by 5mm with the height in all cases 

specified by experiments or as indicated. The grid size was chosen to be 10 um, and the timestep was 

chosen so that for our measured value of 𝑣𝑣𝑠𝑠,  a radial growth of 5 um occurs per timestep; this leads to a 

timestep of 55.5 seconds All of these parameters were chosen to ensure convergence of the volume 

fraction and surface area profiles and in the case of the numerical simulations, that the inputted 

nucleation rates match the simulated nucleation rates. The Python code, as well as a text files for 

reproducing results, can be found as part of the Supplementary Material.   
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Note that our method is for homogenous nucleation, while the experimental nucleation is expected to 

be heterogenous. However, by comparing with the heterogenous method of Haudin and coworkers [28], 

we find that the two methods are  mathematically equivalent in the limit that our grid sizes, our time 

steps, and their grid sizes are sufficiently small while their maximum number of nucleation sites is large. 

More specifically, their activation frequency, 𝑞𝑞, is equal to our �̇�𝑁𝑏𝑏times their grid size cubed (see their 

Eq. 25). This means that as long as the nucleation density is high enough, both homogeneous and 

heterogenous nucleation will produce the same results. Given the agreement between the volume 

fraction for our numerical simulations and reconstructions, we are in this limit.  However, there is a 

subtle difference between the experimental reconstructions and the simulations in terms of late time 

nucleation events, which we discuss later. 

The iPP utilized in these experiments was kindly supplied by the Colby group and has been used in 

several publications on flow induced crystallization[52-54].  They characterize the iPP as having 𝑀𝑀w  =

448 kg/mol, a molar distribution of 𝑀𝑀w 𝑀𝑀N⁄ = 7.2  and a tacticity of 95.7% [52]. 

3.  Results 

3.1 Single gap: rheology and reconstructions 

Figure 1 shows typical growth of the transient elastic modulus, along with the concomitant decrease of 

tan(δ), for the gap height ℎ = 0.5 mm following the protocol described in the Methods section.  The 

estimated relative uncertainty is 5 %. It exhibits three regimes: Induction, Upturn and Plateau.  We draw 

vertical lines indicating transitions between them labeled as the onset time (ton) which is defined as the 

time when tan(δ) = 1.0, and the rollover time (troll), defined as the time when tan(δ) = 0.1.  These two 

chosen values of tan(δ) that define ton and troll were selected because they correspond to the points of 

large change in the slope of tan(δ) versus time.  This works well at our chosen frequency (ω) but due to 

the frequency dependence of tan(δ) in the melt state, it may not be appropriate at other frequencies.   

The induction regime is characterized by relatively modest growth of G’ when plotted full scale, but the 

inset shows it increases by a factor of two during this regime.  The upturn regime is characterized by a 

rapid growth in moduli; G’(t) and G’’(t) increase by several orders of magnitude.  The gel point that has 

been reported occurs in this regime.  Finally, plateau refers to the regime where the growth rate of 
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ln(G’) diminishes.  We note however that at the rollover point, G’ is still only about 15 % of the value 

that it reaches at late time.    

Having examined the rheology at a particular gap, we turn to the structure. Figure 2 shows selected 

optical images collected at four points during the crystallization process: one during the Induction 

regime; one at ton; one during the Upturn regime; and one at troll . For each point, an image is shown 

from the bottom surface (z = 0) and one from a plane in the bulk.   The spherulites that appear in sharp 

focus are those centered at the focusing image plane.  The particular height of z = 410 µm in the bulk 

was selected in Figure 2 primarily for aesthetic reasons as multiple spherulites happen to be centered in 

this image plane and also aligned with each other; this is not generally the case. (Also note that the 

image times between the surface and bulk images for a given time point are close but not identical; this 

is due to the manual mode in which images were collected.) Uncertainty in the image focus in the z 

direction is 75 µm.  The orientation of the images with respect to the cylindrical coordinate system of 

the rheometer is shown in the lower left image. The z direction is out of the plane of these images. The 

dashed blue line corresponds to a radial direction of the rheometer (note the θ vector has a slight 

curvature) 

 

While the images show the growth and impingement of spherulites during crystallization, however they 

do not provide an effective means to visualize the 3D structure.  We thus carry out 3D deterministic 

reconstructions of the crystallization process, as described in the Methods section.  In Figure 3, we show 

deterministic reconstructions at similar time points as the images in Figure 2.  In the Induction regime, 

one predominately observes isolated spherulites and clusters consisting of two impinged spherulites.  As 

the spherulites grow, the clustering increases; both in terms of the number of spherulites in a cluster 

and the total size of a cluster.  Eventually a cluster spans the gap from the bottom surface to top in what 

we term a spherulitic superstructure. This occurs during the upturn regime. Those spherulites part of 

such a superstructure are then colored red, as seen in Figure 3C; we call this first gap span and denote 

its time of occurrence as 𝑑𝑑𝑠𝑠.  Also note the existence of both bulk and surface nucleated spherulites.  

Eventually, all spherulites become part of one superstructure and are colored red.  The orientation of 

the images with respect to the cylindrical coordinate system of the rheometer is shown in the lower left 

image.  Video of this process can be seen in Supplemental Material.  

From the above efforts, we can compare simple measurands from the deterministic reconstructions 

with rheological data. In Figure 4, we plot the spherulitic volume fraction ξ(t), the surface areal fraction 
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Σ(t), and the number of independent gap spanning superstructures S(t).  Due to the stochastic nature of 

the process, and variations in structure from one microscopic image to one taken in a different location, 

we estimate the relative uncertainty to be 10 %.  The transition from S = 0 to S = 1 indicates the first gap 

spanning superstructure (at 𝑑𝑑𝑠𝑠) and it occurs during the upturn regime. The later transition from S=2 to 

S=1 occurs near troll and it indicates that two independent superstructures have merged to become a 

single larger one.  The Induction regime covers values of ξ that range from 0 to 0.16 and at ts, we find ξ = 

0.21.  Note that the diameters of the larger spherulites in Figure 3C are nearly one-half of the gap 

height.  This indicates that if the spherulites play an important role in the rheology, then there may be 

significant gap height effects.  

3.2 Gap Dependence 

Figure 5 shows transient rheology for four gap heights ranging from h = (0.1 to 1.0) mm.  Each plot still 

has the three distinct regimes, but their transition times are clearly a function of gap height.  One can 

ascertain by visual inspection that the slope of 𝐺𝐺′(𝑑𝑑) in the upturn regime decreases as h increases.  For 

h = 0.5 mm we previously showed a correlation between the structure and the rheological regimes. If 

that concept holds, there should be gap dependent changes in spherulitic structure.  Due to difficulties 

in setting and maintaining the gap at h = 0.1 mm, the estimated relative uncertainty there is 20 %.   

Figure 6 shows deterministic experimental reconstructions for h = (0.2, 0.5 and 1.0) mm at ts. The 

reconstructions of the right column are rotated 90° with respect to those on the left.  When there are 

two independent gap spanning structures (as seen for h = 0.2 mm), the second one is colored yellow 

until they merge. There are several trends that can be seen by visual inspection.   First, the time of first 

gap span (𝑑𝑑𝑠𝑠) decreases with h.   Second, the largest spherulite in a given image, rm, increases with h.   

Third, fewer spherulites are required to span the gap at small h than at large; i.e. (rm/h) decreases with 

h.  Finally, the number of spherulites that are part of the first gap spanning superstructure increases 

with h.  Also, one can note differences in the coverage of the upper and lower surfaces by surface 

nucleated spherulites.  As noted in the Supplementary Material, this variation is due to minor variations 

in surface cleanliness, rather than in intrinsic gap dependent effect. 
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Since we cannot perform an experimental deterministic reconstruction for the h = 0.1 mm experiment, 

we instead employ a numerical simulation as described in the Methods section.  To gain confidence in 

the method, we employ numerical simulations for the h = (0.2, 0.5 and 1.0) mm gaps, to compare with 

experiment. We also perform a simulation at h = 2.0 mm, to gain information about gap dependencies 

as bulk behavior is approached.   

The volume fraction as a function of time for various gaps is shown in Figure 7 for both experiment and 

simulation.  For the experimental reconstructions (dash-dot lines), we can only construct data for h 

ranging from (0.2 to 1.0) mm for reasons described previously. For the numerical simulation method 

(solid lines) we show data over for a wider h range, from (0.1 to 2.0) mm.  For the experimental 

reconstruction, the data at h = 0.5 mm is the same as that shown in Figure 4.  Good correspondence 

between the two is observed.  The stars indicate the point of first gap span for the five simulations. The 

correspondence gives confidence in allowing us to use data from the simulations in situations where it is 

not accessible experimentally.   

We can now compare the gap dependence of the time of the rheological transitions with that of the 

spherulitic superstructure formation.  In Figure 8A, we show the rheological times (ton and troll ) which are 

measured via the data in Figure 5 while the structural gap span time (ts) is measured from the 

simulations in Figure 7.  The estimated relative uncertainty is 20 % for the thinnest gap and 10 % for the 

others. All exhibit an increase with h, demonstrating strong gap dependent effects and correlations 

between spherulitic superstructure and rheology.  It also shows that the system has not necessarily 

reached gap independent bulk behavior by h = 1mm; this is notable because this is a default gap height 

for many rheological measurements of crystallization. Figure 8 shows that when h is small, ton and ts are 

nearly coincident, but for larger gaps ts occurs roughly midway between the two rheological transition 

times.  This hints that there may be differences in superstructure at small gaps as compared to large 

gaps during these rheological transformations.   

We can gain further insight into the above gap dependencies by replotting this data in terms of 

dimensionless quantities. We define a characteristic time for a spherulite that is nucleated on one 

surface to grow and impinge on the far surface a distance ℎ away as: 

 

𝑑𝑑ℎ = ℎ / 𝑣𝑣𝑠𝑠                                                                                                     Eqn (1) 
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The dimensionless radial size of a spherulite that has grown for a time t is then defined as 

𝑟𝑟′ =  𝑑𝑑𝑣𝑣𝑠𝑠/ℎ  .                                                                                                    Eqn (2) 

 

Thus 𝑟𝑟′ =   1 corresponds to a spherulite whose radius equals the gap height.  We can also define a 

dimensionless volumetric bulk nucleation rate:  

�̇�𝑁𝑏𝑏′ = �̇�𝑁𝑏𝑏  ℎ4/𝑣𝑣𝑠𝑠                                                                                             Eqn (3) 

where �̇�𝑁𝑏𝑏 is again the bulk nucleation rate per volume.  This can be considered as the number of nuclei 

to form in a time 𝑑𝑑ℎ in a volume ℎ3, ignoring excluded volume constraints.  For the current work, �̇�𝑁𝑏𝑏′   

ranges from 0.013 for h = 0.1 mm and up to 130 for h = 1 mm.  These are listed in Table 1.    

The corresponding dimensionless parameter for surface nucleation is then: 

�̇�𝑁𝑠𝑠′ = �̇�𝑁𝑠𝑠
 ℎ3

𝑣𝑣𝑠𝑠
,                                                                                                 Eqn (4) 

And the ratio of surface to bulk is then �̇�𝑁𝑠𝑠 ℎ �̇�𝑁𝑏𝑏⁄  , which is also shown in Table 1.  

 

ℎ
(mm) 𝑁𝑁𝑠𝑠

(𝜇𝜇m−2 s−1)
̇

 
�̇�𝑁𝑏𝑏′  𝑁𝑁�̇�𝑠 

ℎ �̇�𝑁𝑏𝑏
�  q 𝜉𝜉𝑐𝑐 

0.10 2.9E-08 0.013 25 0.89 0.06 

0.20 2.9E-08 0.21 12 1.5 0.22 

0.50 1.9E-08 8.1 3.2 1.5 0.19 

1.00 1.6E-07 130 14 2.0 0.37 

 

Table 1:  For a given height (h), the table shows: �̇�𝑁𝑠𝑠,  the measured surface nucleation rate;  
�̇�𝑁𝑏𝑏′ , the computed dimensionless bulk nucleation rate (from equation 3); and the dimensionless surface 
to bulk nucleation rate �̇�𝑁𝑠𝑠 ℎ �̇�𝑁𝑏𝑏⁄ .  The final two columns pertain to the dimensionless fitting parameters 
from the GEM model (Section 3.3):  the exponent is q, and the critical volume fraction is 𝜉𝜉𝑐𝑐. 

In Figure 8B, we replot the data from Figure 8A in terms of the dimensionless quantities 𝑟𝑟′ and �̇�𝑁𝑏𝑏′ .  Note 

that the curves now slope in the negative direction; this is because, as noted before, the size of the 
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largest spherulites relative to h decreases as a function of h.  One can equate 𝑟𝑟′ at gap span with the 

structure that forms at that point.  For example, for �̇�𝑁𝑏𝑏′ ≈ 10−2 we find 𝑟𝑟′ ≈ 1/2 at first gap span.  This 

indicates that the first gap spanning superstructure is composed of a relatively simple structure such as 

two spherulites nucleated from opposite surfaces that impinge on each other in the center, or one bulk 

spherulite nucleated halfway between the two surfaces.  In principle, the largest value of 𝑟𝑟′ is 1, 

however this limit is not reached in the current experiments.  In contrast, for �̇�𝑁𝑏𝑏′ ≈ 102,  we find 𝑟𝑟′ ≈

0.2 indicating that the simplest gap spanning superstructure must be composed of multiple spherulites.  

We expect that bulk behavior corresponds to 𝑟𝑟′  ≪ 1 , which has not been reached at the largest gap of 

h = 1mm.  This data suggests that �̇�𝑁𝑏𝑏′  is a controlling parameter for bulk versus confined behavior, and 

we note that it is a function of �̇�𝑁𝑏𝑏 ,𝑣𝑣𝑠𝑠 and ℎ. 

3.3 Modulus-Crystallinity Relationship 

We can further explore the modulus-structure relationships by focusing on the functional relationship 

between G’ and 𝜉𝜉.  As seen in Figure 9, the modulus-volume curves show significant gap dependent 

behavior.   Estimated relative uncertainty is as indicated previously.  For the lowest gap of 0.1 mm, the 

upturn in G’ happens at low values of 𝜉𝜉whereas for 1.0 mm, we observe drastically different behavior 

with a more gradual upturn.  The two intermediate thicknesses lie in between these extrema.  

 

In Figure 9, the solid lines are fits of the data to the general effective medium (GEM) model[45]: 

(1 − 𝜉𝜉) (𝐺𝐺𝑚𝑚′ )1 𝑠𝑠� −  (𝐺𝐺′)1 𝑠𝑠�  
(𝐺𝐺𝑚𝑚′ )1 𝑠𝑠� +  𝐴𝐴(𝐺𝐺′)1 𝑠𝑠�

+ 𝜉𝜉 (𝐺𝐺∞′ )
1
𝑡𝑡� −  (𝐺𝐺′)

1
𝑡𝑡�  

(𝐺𝐺∞′ )
1
𝑡𝑡� +  𝐴𝐴(𝐺𝐺′)

1
𝑡𝑡�
 = 0         eqn. 5 

where  

𝐴𝐴 = (1 −  𝜉𝜉𝑐𝑐)/𝜉𝜉𝑐𝑐 .                                                                                           eqn. 6 

 

 𝐺𝐺𝑚𝑚′  denotes the value of G’ in the melt state when 𝜉𝜉 = 0 and 𝐺𝐺∞′  refers to that when spherulites have 

filled all available volume (𝜉𝜉 = 1).  The exponents s and t describe the slope of the curves in the 

induction and plateau regimes;  similar to recent work , we assume that 𝑠𝑠 = 𝑑𝑑 = 𝑞𝑞. (Nomenclature note: 

this q is distinct from, and not related to, the activation frequency referred to earlier in the text.)  The 

fitted value 𝜉𝜉𝑐𝑐 refers to the critical volume fraction associated with the percolation.  In the present case 

of setting s=t,  𝜉𝜉𝑐𝑐 refers to the is the spherulite volume fraction at the point of maximum slope in the 
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curve of 𝐺𝐺′ vs. 𝜉𝜉.  Thus the two important fitting parameters are 𝜉𝜉𝑐𝑐 and q.[14]  We also treat 𝐺𝐺∞′  as a 

fitting parameter because the quality of the measurements is limited due to the high modulus and 

volume change associated with late stage crystallinity. 

The fitted GEM parameters show an interesting trend with respect to gap height and are shown in 

Table 1.   For h = 1.0 mm, our values for 𝜉𝜉𝑐𝑐 and q are close to those of those found in PCL (𝜉𝜉𝑐𝑐 ≈ 0.35 and 

q ≈ 1.8) where the typical spherulite size is much less than gap height and so one anticipates gap-

independent bulk behavior. [14] Thus while previous plots indicated that there are still finite size effects 

at this thickness, these GEM results nevertheless indicate that it is near bulk behavior.  As the gap height 

decreases, both fitted parameters decrease.  For the case of h = 0.1 mm, we find that 𝜉𝜉𝑐𝑐 ≈ 0.04 and q ≈

0.87.  These values are close to what is anticipated in the case of a simple linear mixing rule relationship 

between G’ and 𝜉𝜉: 

𝐺𝐺′ = (1 − 𝜉𝜉)𝐺𝐺′𝑚𝑚 +  𝜉𝜉𝐺𝐺∞′          Eqn. 7 

In this case, the GEM equation reduces to  𝜉𝜉𝑐𝑐 = 0 and q= 1.  Our fitted values are thus close to those 

expected in a linear mixing rule case.  Thus, at h = 0.1 mm, the system does not exhibit percolating 

behavior but something closer to a linear mixing rule.  

3.4 Surface vs. Bulk Effects 

An important question is the origin of the gap dependent effects; do they stem from surface 

crystallinity, or are we observing effects due to finite size in percolation phenomena?  Because �̇�𝑁𝑠𝑠 

showed run to run variation (Table 1), it was difficult to tease out the differences between the two 

effects experimentally.  We therefore turn to numerical simulations. Our approach is to compare two 

sets of simulations; the first set contains suppresses surface nucleation (bulk-only) by setting �̇�𝑁𝑠𝑠 = 0.  

The second set allows for bulk and surface nucleation; this has already been described (Figure 7).   

The bulk-only simulations (�̇�𝑁𝑠𝑠 = 0) are shown in Figure 10 for five thicknesses at the point of first gap 

span.  The spherulites are larger and the nucleation density is higher with increasing gap height because 

the time at which the gap spanning occurs is greater for larger h.  As expected, one clear difference 

between the earlier bulk plus surface nucleation (Figure 6) as compared to bulk-only (Figure 10) is that 

no surface nucleated spherulites are observed in the latter.  But by visual inspection, we find many of 

the same trends with respect to h.  In particular, the time at first span 𝑑𝑑𝑠𝑠, as well as the number of 

spherulites that are part of the first gap spanning structure increase with h.  On the other hand, the 
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relative size (rm/h) decreases with h.  This indicates that major gap dependent effects have an origin in 

the finite size effects in bulk nucleation.    

We can quantify trends in the bulk-only simulations by measuring several kinetic features, as done 

before in the bulk with surface case.  In Figure 11A, we find pronounced gap dependence for S as a 

function of time.   Further, the time of first span (ts), seen as the point when the curves first deviate from 

0, is an increasing function of h. This point is seen more clearly in Figure 11C which shows the time of 

gap span versus gap height.  One can clearly observe that the saturation of ts with h occurs at about 

2 mm.   It indicates that 2 mm is approximately the height at which gap independent behavior is 

expected.  Further, these results show that bulk nucleated spherulites lead to gap dependent effects.  In 

Figure 11B, there is a pronounced effect of gap height on volume fraction as a function of time, but the 

effect is opposite to the case of both bulk and surface nucleation, as seen in by comparing Figure 7 with 

11B.  This demonstrates the intuitive result that at low gap, surfaces can profoundly increase the overall 

volume fraction of spherulites. It also shows the counter-intuitive result that for the bulk-only case, 

(�̇�𝑁𝑠𝑠 = 0), the growth rate of the crystallinity is suppressed as gap decreases, as described previously[28] 

[33].  This plot predicts that if one could experimentally work in the regime of �̇�𝑁𝑠𝑠 = 0 then one might 

observe an effect where at small gap, the rheological onset time occurs earlier, but the slope of modulus 

with time is decreased compared to large h.    Figure 10 and 11 and taken together show that the 

character of the gap spanning transition is entirely different as a function of  �̇�𝑁𝑏𝑏′  (or equivalently, h).   For 

�̇�𝑁𝑏𝑏′ ≪ 1, 𝑒𝑒.𝑔𝑔. (ℎ = 0.1 mm),  we see that there are a large number of independent gap spanning 

pathways and that each path is composed of a small number (one or two) of spherulites.  In contrast, for 

�̇�𝑁𝑏𝑏′ ≫  1, 𝑒𝑒.𝑔𝑔. (ℎ = 2 mm), we obseve only one or two independent pathways, but a large number of 

spherulites per pathway.  

One way to compare the two sets of simulations is to examine the time and volume fraction at first gap 

span. According to the dimensionless quantity �̇�𝑁𝑠𝑠 ℎ �̇�𝑁𝑏𝑏⁄ , one anticipates the effects of surface nucleated 

spherulites to increase in importance as h decreases.   In Figure 12 where we compare numerical 

simulation conducted with �̇�𝑁𝑠𝑠 = 0  against those with �̇�𝑁𝑠𝑠 = 3x10−8𝜇𝜇m−2𝑠𝑠−1,  note that ts (black 

squares), increases with h in both cases.  For a given value of h, we see that bulk with surface nucleation 

causes an overall decrease in ts as compared to bulk-only.  This effect is greatest at low h and disappears 

by the point of h = 2.0 mm.   This indicates that while there is a bulk dependent effect to ts, it is 

accelerated by the presence of surface nucleation, especially at lower gaps.   An analogous effect can be 

seen with the spherulitic volume fraction ξ where both values of �̇�𝑁𝑠𝑠 show an increase with h. But for 
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�̇�𝑁𝑠𝑠 ≠ 0, we find ξ increases because the surface nucleation adds additional spherulites at all gap heights, 

though the relative effect diminishes again at larger h.  We thus find that gap dependent effects 

originate from both surface and bulk nucleation effects.  

 

4. Discussion 

We now discuss the primary themes of this work and its implications, and a few subtler issues.  First, �̇�𝑁𝑏𝑏′  

emerges as a controlling parameter for the determination of the rheological character of crystallization 

transition.  Since �̇�𝑁𝑏𝑏′  ~ℎ4 , the gap dependent effects are embedded in this parameter. For �̇�𝑁𝑏𝑏′ ≫ 1 a 

percolation-based transition with bulk-like behavior will occur.  For �̇�𝑁𝑏𝑏′ ≪ 1, there should be a direct 

transition where a single spherulite could bridge the gap from one surface to the other and the modulus 

during this process would obey the linear mixing rule.  A second important parameter, especially at the 

lower values of �̇�𝑁𝑏𝑏′  , is  �̇�𝑁𝑠𝑠/ ℎ �̇�𝑁𝑏𝑏. These parameters directly affect how the spherulitic superstructures 

span the gap.   In this work, we find that gap independent behavior is reached at ℎ ≈ 2 mm which 

corresponds approximately to �̇�𝑁𝑏𝑏′  ≈ 1000 and 𝑟𝑟′ < 0.1 .  

The existence of a gap dependence in the rheological measurements rules out certain explanations that 

have been postulated to explain the rheological behavior.  As discussed above, the explanation for the 

gap dependence lies in the superstructure of the spherulites.  Explanations that are based around the 

idea that changes in the amorphous region are responsible for the kinetics, such as physical gelation[8] 

or bridging molecules between spherulites[13], are not consistent with the observations presented 

here.  It would be extremely useful to know the values of �̇�𝑁𝑏𝑏 and �̇�𝑁𝑠𝑠 in those experiments.   We note 

that the current experiments do not rule out the existence of a possible exotic state developing in the 

melt region, such as a liquid crystalline phase, but it is not responsible for the rheological behavior 

reported here.   The rheological kinetics are caused by the growth and impingement of spherulites.  

Once there is impingement, they impinged sites act as crosslinks (at the low stresses typical of SAOS) 

that stitch the spherulites together.   

These experiments, like most conducted with torsional rheometers, are conducted at slower 

crystallization rates than one often encounters in polymer processing. However, if one can deduce 

fundamental physics from these longer timescale experiments, it will still apply at shorter time scales.  

For example, for crystallizing systems that form spherulites, the concept of percolation, and the 

dimensionless parameters deduced here, should still hold. 
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These experiments have been conducted at a single frequency (ω). Though more work is needed to 

understand the full frequency response, we can anticipate some results by examining Fig. 8, which 

summarizes much of the gap dependent kinetics.  The points representing the gap spanning 

superstructure formation will of course be unaffected since this structural formation is not related to 

mechanical frequency.  The rollover points should also be unaffected because visual inspection of prior 

literature indicates that at later times, there is little frequency dependence to this point.[34]   The 

However, there should be some frequency dependence to the onset time, as lower frequencies start 

turning up before higher frequencies.  The range of time over which the upturn occurs is rather 

limited,[34] and so the qualitative picture described here is expected to hold over the full range of 

mechanical frequencies. 

One difference between the experiments and the simulations is that the former pertains to 

heterogenous nucleation while the latter to homogenous, as noted earlier.  The method by which the 

nucleation rates in the homogenous case were designed ensures good agreement between the overall 

crystallinity as a function of time between the two methods.  However, one can perceive a subtle effect 

of the difference between the methods by comparing the longer time images from the experiments, 

(figures 3D, 6A, 6B) with those from the simulation (Figure 10).  In the experiments (heterogenous) there 

are no spherulites that are nucleated at late whereas in the simulations, one can observe small 

spherulites that nucleated at late times.  These small spherulites do little to affect the spherulitic 

superstructure and their gap spanning, and so this difference between experiment and simulation is not 

expected to have a practical significance in the current work.  

While the experiments conducted here employed a plate-plate geometry, the results contain clear 

cautions for experiments that utilize a cone and plate geometry.  In the cone and plate geometry, there 

is of course a linear variation of h with the radial position in the sample.  Since �̇�𝑁𝑏𝑏′   is  a controlling 

parameter in the rheological response, and since it is proportional to h4, then it means that  �̇�𝑁𝑏𝑏′  varies 

with radial position to the 4th power.  One can imagine a scenario where at a given moment in time the 

inner radial region is in the rollover regime, the mid-radial is in the upturn regime and the outer edge is 

in the induction regime.  Thus, one must use caution in quantitative interpretation of such results.   

We make a final comment on the term induction.  This term has been used in the rheological literature 

to refer to this early time behavior where there is little growth in modulus when plotted on a log-linear 

fashion.  However, as noted in the inset of Figure 1, there is in fact growth in modulus by roughly a 

factor of two in this regime.  Further, as shown by the optical images, there is significant nucleation and 
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growth in it.  Indeed, standard crystallization kinetics theory, for example from the Avrami model, does 

not recognize the existence of an induction phase.  Thus, in some sense the word induction is a 

misnomer, this early time response is better described as the regime where there is little impingement 

or gap spanning superstructures.    

5. Conclusion 

These results illuminate the critical role of the spherulitic superstructure on the rheology of a 

crystallizing polymer. The superstructures are rather complex, consisting of surface nucleated 

spherulites connected to bulk-nucleated ones. Depending on the values of the bulk and surface 

nucleation rates, these superstructures can be quite different and cause different behavior in the GEM 

plot.   The gap dependent effects are expected to be significant under conditions of low nucleation 

density, defined loosely here to mean that a small number of spherulites are required to span the gap in 

the crystallized polymer.  For any polymer, one can anticipate whether gap dependent effects are 

expected through the dimensionless quantities r’ or �̇�𝑁𝑏𝑏′ .  Our results show gap dependent effects for 

r ’ > 0.1 and �̇�𝑁𝑏𝑏′ < 1000. 

The results here raise questions and offer opportunities for more understanding.  At the molecular level, 

it would be important to determine how these results translate to other polymeric systems. If one can 

experimentally control 𝑁𝑁�̇�𝑠  and 𝑁𝑁�̇�𝑏  then one can expect to generate a range of rheological responses.  In 

our approach, we have treated the spherulites as structureless spheres that have a fixed modulus as a 

function of time.  But what is the effect of considering the actual complexity of a spherulite?  How do 

these results change if we consider shear-induced structures, which are frequently non-spherical?  What 

are effects of pre-crystalline or mesomorphic transitions that have been postulated?  Most importantly, 

can one now use these insights into models of real-world polymer processing, such as film-blowing or 

additive manufacturing? 

 

 

Supplementary Material 

See Supplementary material for information about cleaning, for an animated movie of a reconstruction 

of the growth of the spherulitic superstructure, and for the code and input data used in the simulations 

and reconstructions. 
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Figure 1: Transient elastic modulus (G’) and corresponding tan(δ) during isothermal crystallization for a 
gap height of h = 0.5 mm.   The onset time (ton) and rollover time (troll) are defined as the times at which 
tan(δ) = 1.0 and at 0.1. The inset shows the growth of the elastic modulus on a linear scale during the 
induction regime.   
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Figure 2: Microscopic images during isothermal crystallization for h = 0.5 mm.  Images are displayed 
during four points of the process.  The lower row of images shows the bottom surface at z = 0 mm, while 
the upper row shows a selected plane in the bulk at z = 410 µm.  The images are offest from the center 
of the plates, as described in the text. The orientation of the images with respect to the (r, θ) directions 
in the rheometer are shown in the lower left image.    
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Figure 3: Experimental reconstruction of developing spherulitic superstructure during polymer 
crystallization.  Blue is used to represent isolated spherulites and their clusters, while red represents a 
cluster (superstructure) that spans the gap from upper to lower surfaces.   (A) Isolated spherulites and 
dimers.  (B) Larger spherulitic structures (C) First gap spanning structure. (D) Rollover.  The orientation of 
the images with respect to the rheometer is shown in the lower left image.   Video of this process can be 
seen in Supplementary Material. 
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Figure 4: (A) Spherulitic volume fraction (ξ) and surface area fraction (Σ) as a function of time for 
crystallization at h = 0.5 mm.  The G’ data from Figure 1 is included for comparison.  (Note the linear 
scale on left and logarithmic on right.) (B) The number of independent gap-spanning superstructures (S) 
during crystallization.  
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Figure 5: Gap dependent kinetics of isothermal crystallization.  The dashed vertical lines indicate the 
time of the formation of the gap spanning superstructures for the larger three experimental gap heights 
(A) Transient elastic modulus  and (B) the   tan(δ) during isothermal crystallization for the four indicated 
gap heights.  (C) Corresponding spherulitic volume fraction for the larger three experimental gaps 
heights.   
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Figure 6: Experimental reconstruction of spherulitic superstructures at time of first gap span.  The 
images in the right column are rotated about the z  (vertical) axis by 90° from those in the left.  Blue 
indicates an isolated spherulite/cluster, red indicates a gap spanning cluster, and yellow indicates  a 
second independent gap spanning cluster.  (A) h = 1.0 mm.  (B) h = 0.5 mm. (C) h = 0.2 mm. The 
orientation of the images with respect to the (r, θ) directions in the rheometer are shown in the upper 
two images.    
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Figure 7: Volume fraction of spherulites as determined by stochastic numerical simulation (solid lines) 
and by experimental reconstruction (dash-dot lines, where achievable).  The star symbols mark the point 
of first gap spanning superstructure for the simulations (the vertical dashed lines are pointers to their 
locations).   
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Figure 8: (A) Gap dependence of the rheological transition times (ton) and (troll) and the time of first gap 
span time ts. (B): Same data replotted in terms of dimensionless size and nucleation rate. 
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Figure 9:  Normalized modulus versus spherulitic volume fraction for four gaps.  The solid lines are fits to 
a GEM model.   
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Figure 10: Numerical simulation of spherulitic superstructure at first gap span in the absence of surface 
nucleation (�̇�𝑁𝑠𝑠 = 0).  Simulations for five gaps ranging from h = (0.1 to 2) mm.  The times at which these 
first spans occur increases with h and is plotted in Figure 12.  Same color scheme as Fig. 6 
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Figure 11: Numerical simulation results for �̇�𝑁𝑠𝑠 = 0 . (A) The number of independent spanning 
superstructures (S) during crystallization. Note that S starts at 0 and ends at 1 for each gap.  (B) 
Spherulitic volume fraction, ξ.   (C) The time of the first gap spanning superstructure (ts)versus gap 
height (h). 
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Figure 12:  Numerical simulation showing the difference between zero surface nucleation (filled points) 
and an experimentally typical value (open points) on the time and spherulitic volume fraction at first gap 
span.  
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