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Laser refractometers are approaching accuracy levels where gas pressures in the range
1 Pa , p , 1MPa inferred by measurements of gas refractivity at a known temperature will be
competitive with the best existing pressure standards and sensors. Here, the authors develop the
relationship between pressure and refractivity p ¼ c1 � (n� 1)þ c2 � (n� 1)2 þ c3 � (n� 1)3 þ � � �,
via measurement at T ¼ 293:1529(13) K and λ ¼ 632:9908(2) nm for p � 500 kPa. The authors
give values of the coefficients c1, c2, c3 for six gases: Ne, Ar, Xe, N2, CO2, and N2O. For each gas,
the resulting molar polarizability AR ; 2RT

3c1
has a standard uncertainty within 16� 10�6 � AR. In

these experiments, pressure was realized via measurements of helium refractivity at a known tem-
perature: for He, the relationship between pressure and refractivity is known through calculation
much more accurately than it can presently be measured. This feature allowed them to calibrate a
pressure transducer in situ with helium and subsequently use the transducer to accurately gage the
relationship between pressure and refractivity on an isotherm for other gases of interest.
https://doi.org/10.1116/1.5092185

I. INTRODUCTION

A. Background

Twenty years ago, Moldover1 proposed a pressure
standard based on the equation of state and ideal gas law
p ¼ ρRT , where R is the molar gas constant and T is the
thermodynamic temperature. At that time, the most promis-
ing method of determining gas density ρ was to infer it
through measurements of the dielectric constant (i.e., capaci-
tance) combined with the Clausius–Mossotti relation in elec-
trostatics, which, for a nonpolar gas, relates the dielectric
constant to density via the molar polarizability. A primary
standard of pressure would use helium, because the polariz-
ability of helium (and its deviations from ideal gas behavior)
is calculable from first principles; calculations which, at the
time, were approaching an accuracy comparable with the
best experimental determinations.

This idea of using measurements of gas density to deter-
mine thermodynamic quantities was later taken up by
Pendrill,2 who gave particular attention to laser interferome-
try and measurements of gas refractivity as an alternative
to measurements of permittivity by a capacitance bridge.
(In electrodynamics, the Lorentz–Lorenz equation is the
equivalent of the Clausius–Mossotti relation.) In 2004, at the
time of Pendrill’s review, the most accurate laser refractome-
ters were measuring air refractivity with about 10�4 relative
uncertainty; in terms of helium density inferred by measure-
ment of refractivity, these levels of accuracy corresponded to
a factor of 500 worse than state-of-the-art pressure standards
(e.g., ultrasonic mercury manometers3,4). However, shortly
after Pendrill’s review, Stone and Stejskal5 described a

method to correct the errors in a laser refractometer using
helium as a standard of refractivity. Although this approach
of using helium for correction precludes primary realization
of the pascal, it is of great practical use, a point to which we
will return.

In 2007, Schmidt et al.6 demonstrated the first
sub-10�5 � p realization of the pascal in the equation of state,
where density was inferred by microwave measurements of
helium refractivity for p . 1MPa. Pressure-induced distor-
tion in the microwave resonator was corrected as isothermal
compressibility, where the bulk modulus of the steel from
which the resonator was made was measured within 0:08%
by resonant ultrasound spectroscopy. Spurred by the achieve-
ment of Schmidt et al., and the recent drive to determine
Boltzmann’s constant through helium density,7 the twenty
years since Moldover’s original proposal1 have seen theorists
push uncertainties in the first-principles calculations of
helium such that today, the relationship between thermody-
namic pressure and refractivity is known within 10�6 for
pressures up to 3MPa.8 Although theory and calculation of
helium properties have set the stage for realization of the
thermodynamic pascal within 1 μPa=Pa, at optical frequen-
cies experiment presently lags theory by more than an
order of magnitude.

We recently reported on a laser refractometer called
MIRE (Ref. 9) that could realize the pascal to within
11:7 μPa=Pa standard uncertainty by measurement of helium
refractivity at a known temperature. The refractometer princi-
ple was measurement of the change in optical path length
through a gas cell in a heterodyne interferometer when the
cell was filled with helium gas. Pressure-induced distortions
in the cell windows were canceled by performing measure-
ments of cells of identical geometry except for differinga)Electronic mail: patrick.egan@nist.gov
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lengths, but uncertainty in the cancellation remained more
than two times larger than the next largest uncertainty com-
ponent. Nevertheless, as a working standard of pressure we
would advise against this primary method of pascal realiza-
tion, and instead advocate for a refractometer design based
on a Fabry–Perot (FP) cavity.5,10,11 Such a device typically
has a systematic distortion error of 0:3% (for measurement
of helium refractivity), but the error is reproducible at the
1 μPa=Pa level (for measurement of nitrogen refractivity),
and the FP refractometer has several other points in its favor.
One of the major attractions of using an FP refractometer is
its sensitivity in the low-pressure range. In the past FP refrac-
tometry work,12 we have demonstrated sub-mPa sensitivities,
noise levels of 2� 10�9 at atmospheric pressure, and linear-
ity of the order of 1 part in 106, which allowed a transfer of
the pascal to p , 1 kPa more accurate than the current
primary realization (i.e., mercury manometer). Microwave
and capacitance measurements do not perform as well in the
low-pressure range at room temperature; neither does a non-
resonant interferometer like MIRE. (The underlying differ-
ence between MIRE and an FP refractometer is that the latter
can split a fringe with exquisite precision.13) Additionally,
the FP refractometer is a fairly simple device, and amenable
to commercialization/deployment, whereas MIRE is a deli-
cate instrument and complicated to build. Lastly, gas metrol-
ogy instruments can often be limited by thermal-settling
times due to pV -work14 of the order of several hours for
pressures up to 1MPa; the FP refractometer can be designed
for the optimal speed of response by minimizing gas volume
and tightly enclosing the beam path between the mirrors in
copper. However, in order for an FP refractometer to avail of
its advantages over existing technologies in the low-pressure
range, it is necessary to correct for the systematic distortion
error.

There are a number of ways to correct the distortion,15

and perhaps the most practical is the “two-gas method.” For
the two-gas method, a one-time calibration of the measuring
instrument (the refractometer) would be implemented by per-
forming two measurements of two gases of known refractiv-
ity as a function of pressure, with error in the refractometer
being deduced as the unknown term common to both mea-
surements. There would be no need for an accurate measure
of pressure in this calibration procedure; it is only important
that the pressure be the same for the two gas refractivity
measurements. In this case, a refractometer such as that pro-
posed by Stone and Stejskal would be disseminating the
pascal via the optical properties of gases. Measurement trace-
ability would be coming from whatever barometer was used
to measure pressure when the relationship between pressure
and refractivity was determined for the second gas. (The first
gas could be helium, whose refractivity as a function of pres-
sure comes from calculation. It is advantageous in the proce-
dure that the ratio between two known refractivities is large:
irreproducibility in the “same” pressure generated for the two
gas measurements affects the correction inversely propor-
tional to the ratio between the two refractivities.) It is our
conceit that if the relationship between pressure and refractiv-
ity is determined for the second gas on the thermodynamic

pressure scale, a refractometer whose errors are corrected by
measurements of two gases can perform as a semiprimary16

standard of pressure.
It is the purpose of this work to measure the relationship

between pressure and refractivity for several gases that we
consider good candidates for laser barometry. In these exper-
iments, we use an off-the-shelf transducer to measure
pressure. This transducer is calibrated by measurements of
helium refractivity at a known temperature; theory is used to
realize pressure in the equation of state (refractivity is the
proxy for density). The calibrated transducer is subsequently
used to record pressure when we measure the relationship
between pressure and refractivity for other gases of interest.
The physical property we are interrogating is molar polariz-
ability, and our 16� 10�6 � AR performance is currently
limited by how accurately we can calibrate a pressure gage
by measurements of helium refractivity and realize pressure.

One last introductory note: In this work, we refer to “ther-
modynamic” and “mechanical” pressure. This is to distin-
guish two separate traceability chains for the derived unit of
pressure:17 the “thermodynamic pascal” has units Pa ¼ J=m3

and is traceable to Boltzmann’s constant and the kelvin; the
“mechanical pascal” has units Pa ¼ N=m2 and is traceable to
Planck’s constant and the kilogram.

B. Pressure and optical refractivity

In a real gas, the deviations from ideal gas behavior can
be very closely approximated by a virial expansion in the
molar density ρ

p ¼ ρRT(1þ Bρρþ Cρρ
2 þ � � � ), (1)

where p is the pressure, T is the thermodynamic temperature,
and molar gas constant R ¼ kB � NA is the product of
Boltzmann’s constant kB and the Avogadro number NA. In
the revised SI, R has no uncertainty.18 The density virial
coefficients Bρ and Cρ can be calculated for helium19–21

more accurately than any of the other terms in (1) can be
measured. Moldover1 anticipated this development in highly
accurate calculation, which led him to propose a primary
pressure standard based on (inferred) measurements of
helium density. For gases other than helium, at present, the
density virial coefficients at ambient temperature can be mea-
sured more accurately than they can be calculated.

There are a number of ways to get the density in (1),
either by direct measurement (e.g., densimeter22) or inferred
measurement (e.g., permittivity1 or refractivity6). In the case
of laser barometry which concerns this work, we infer
density through measurements of refractivity n� 1 and the
Lorentz–Lorenz equation

n2 � 1
n2 þ 2

¼ ρ(AR þ BRρþ CRρ
2 þ � � �), (2)

where the molar polarizability term AR ¼ 4π
3 NA(α þ χ) is

dominant and depends upon the polarizability α and mag-
netic susceptibility χ of an atom/molecule. The deviations
from linearity caused by interactions between atoms/mole-
cules are taken into account by refractivity virial coefficients

031603-2 Egan et al.: Measured relationship between thermodynamic pressure and refractivity 031603-2

J. Vac. Sci. Technol. A, Vol. 37, No. 3, May/Jun 2019



BR and CR. Again for helium, the molar polarizability and
refractivity virial coefficients can be calculated8 more accu-
rately than they can be measured; whereas for other gases,
measurements are more accurate than the present theory.

By the use of inverse series and series reversions, the
common term density ρ can be eliminated from (1) and (2)
so that pressure can be expressed as a power series of refrac-
tivity

p ¼ c1 � (n� 1)þ c2 � (n� 1)2 þ c3 � (n� 1)3, (3)

with

c1 ¼ 2RT
3AR

,

c2 ¼ RT

9A3
R

(�A2
R þ 4ARBρ � 4BR),

c3 ¼ 4RT

27A5
R

(�A4
R � A3

RBρ þ A2
RBR � 4ARBRBρ

þ 4B2
R þ 2A2

RCρ � 2ARCR):

(4)

Here, we have used a series expansion in n� 1 for the
Lorentz–Lorenz factor (n2 � 1)=(n2 þ 2) ; r(r þ 2)=[r(r þ
2)þ 3] ¼ 2r=3� r2=9� 4r3=27þ � � � with r ¼ n� 1 and
kept terms up to third-order. For the highest refractivity mea-
sured in this work, Xe at 500 kPa and 293K has
n� 1 � 3:3� 10�3, and the third-order expansion in n� 1
differs from the Lorentz–Lorenz factor by less than 8� 10�9

fractional; the third-order approximation is accurate to within
10�6 for n� 1 , 1:5� 10�2. Although it is more exact (and
customary, as is done in refractive-index gas thermometry23)
to expand (1) in terms of the Lorentz–Lorenz factor, for our
interest in a pressure standard based on measurements of
refractivity, an approximate expansion in n� 1 and the form
of (3) has practical advantages.

By measuring refractivity as a function of pressure and
fitting the experimental data with (3), we extract molar polar-
izability AR, given by c1. In principle, this parameter extrac-
tion can also arrive at a determination of either density or
refractivity virial coefficients in (4), if the other is known. We
do not attempt that in this work, and instead treat c2 and c3 as
lump-parameters; we provide the n� 1, p, and T data as the
supplementary material24 which could be analyzed in other
ways. (The values we obtained for c1, c2, and c3 are given in
Table I; procedure and analysis is discussed below.) Recent

high-accuracy measurements of the refractivity virial coefficients
at laser frequency are scarce, and most knowledge about them
comes from work a generation ago.25–27 Reference-quality
equations of state (i.e., density virial coefficients) are an area
of active research, such as in the densimeter of McLinden
and Lösch-Will,28 though their present levels of accuracy are
only marginally good enough to say anything meaningful
about the refractivity virial coefficient BR. The motivation
behind this work is to provide lump-parameter proportionality
coefficients that relate gas refractivity to thermodynamic pres-
sure, valid for pressures up to 500 kPa.

C. Comment on our choice of candidate gases

There are several practical problems in using helium in
gas metrology (e.g., as a primary measurement standard of
pressure): (1) its low polarizability and dn

dp � 3:2� 10�10=Pa at

room temperature mean that pressure-induced distortions rep-
resent a relatively large systematic error; (2) low dn�L

dp sensitiv-

ity, compared to typical thermal and material instabilities in
a refractometer cell/cavity of length L � 0:25m, limits its
low-end pressure range; (3) its relatively low polarizability
also means that it is highly sensitive to contaminants, and
special gas-handling procedures are required to ensure
purity; (4) it has small abundance, and higher cost; (5)
helium permeates into some materials29 and changes dimen-
sions, which can be a deleterious effect in a refractometer
that is, at heart, an ultrastable length metric. Thus, attractive
alternatives to He would have high polarizability and low
sensitivity to typical contaminants. It is also important that
the gas be widely available in ultrahigh purity so that the
pascal can be disseminated with assurance (that is, a mea-
sured relationship between refractivity and pressure for a spe-
cific gas, as reported here, can only be reproduced by an
end-user with access to the same grade of purity). Another
practical requirement is that a candidate gas should be
neither toxic nor flammable.

These requirements directed our choice toward argon and
nitrogen, both of which are widely available in 99:9999%
purity and have dn

dp about 8 times larger than He. Nitrous

oxide has dn
dp about 14 times larger than He, and it is possible

(though difficult) to obtain in 99:9999% purity; however, the
polarizability of N2O is much higher than typical contami-
nants (water vapor, air, etc.) and its use in laser barometry
would be more sensitive to things like outgassing. We also
note that N2O is not inert (a strong oxidizer), which is
another possible disadvantage. Xenon is an inert gas with
high polarizability, but it is expensive and we could not find
purity higher than 99:9995%. We also chose to study two
other gases, for different reasons. Calculations of the polariz-
ability of neon within 8� 10�3 � AR are more than a decade
old30 and might be improved upon by recent developments
in theory and computation; the present measurements could
serve as a useful benchmark value on the frequency depen-
dence of polarizability; the static polarizability of Ne has
recently been measured31 with much lower uncertainty than
what is reported here. Lastly, carbon dioxide is another gas

TABLE I. Proportionality coefficients of Eq. (3) for the gases measured at
T ¼ 293:1529(13)K and λ ¼ 632:9908(2) nm. The numbers in brackets are
the statistical uncertainties of the weighted orthogonal distance regression only.

Gas c1 � 10�8 (Pa) c2 � 10�8 (Pa) c3 � 10�10 (Pa)

Ne 16.245968(29) 119.84(36) 32.5(98)
Ar 3.8728820(80) −11.371(25) 2.66(17)
Xe 1.5638229(21) −14.0785(26) 0.4956(67)
N2 3.6547460(79) −4.005(23) 1.47(15)
CO2 2.4459350(40) −31.8197(76) −1.372(31)
N2O 2.1668132(27) −26.7190(45) 0.920(16)
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with relatively high polarizability but not available to us in
purity greater than 99:9995%; however, CO2 is of interest
because its absorption line intensity, from which one can
deduce ρ, can be calculated and measured with lower than
5� 10�3 relative uncertainty:32 one can imagine an interesting
experiment that would compare, simultaneously in the same
optical resonator filled with CO2 to a few pascal, a pressure
realized by refractometry with a red laser system to a pressure
realized by spectroscopy with an infrared laser system.

II. GAS METROLOGY: APPARATUS FOR n� 1, p, T
MEASUREMENT

We used the MIRE apparatus to measure gas refractivity.
Our procedure was first to use MIRE to make measurements
of helium refractivity at a known temperature, and solve for
pressure in (3) using theory to evaluate the parameters of (4).
This realization of thermodynamic pressure was compared to
the reading of a pressure transducer, and a calibration look-up
table was produced for the transducer at multiple pressures up
to 500 kPa. This calibrated pressure transducer was then used
to record the pressure of the six candidate gases when their
refractivity was measured with MIRE.

In this section, we first describe the MIRE apparatus and
associated instrumentation for measuring the relationship
between pressure and refractivity on an isotherm. We end the
section with a summary of the combined uncertainty in
determining AR.

A. Refractometer

A schematic of our gas metrology system is shown in
Fig. 1. The central component of the system is the MIRE
apparatus, which was reported in more detail in Ref. 9.
(The optical scheme in Fig. 1 is for illustrative purposes
only; Ref. 9 shows the actual layout.)

In addition to the basic gas plumbing shown in Fig. 1,
some other details are relevant. The entire MIRE apparatus
sat inside a stainless steel vacuum chamber with its own
pumping system (not shown in Fig. 1). This 20 L chamber
was continuously pumped with a roots-backed turbopump.
There is no real requirement on vacuum in the chamber:

vacuum is merely a convenient method of isolating the
MIRE apparatus from fluctuations in temperature, and the
thermal gradients that may develop across the optics through
which the interferometer arms pass. However, for complete-
ness, the vacuum level was typically (18+ 5)mPa when
monitored with a thermal conductivity gage. The vacuum
reference cells in the MIRE apparatus (i.e., the two outer
cells) do have moderate requirement on the stability of
vacuum: fluctuations of residual gas in these cells would
cause an error when refractivity measurements are carried
out by filling the inner cell with gas. The vacuum reference
cells have their own diaphragm-backed turbopump, and are
continuously pumped through a 5mm inner diameter tube,
about 3m in length. We monitored the vacuum with a
thermal conductivity gage, and the level of vacuum was
below the 1mPa scale limit of the gage. The accuracy on
this reading is not critical, and the +10% specification by
the manufacturer was good enough to confirm that the level
of residual gas and fluctuations in the vacuum reference
paths was insignificant to the accuracy of refractivity mea-
surements made when the inner cell was filled with gas. (The
largest conceivable error would be present when measuring
50 kPa helium: 1mPa of water vapor in the outer cells repre-
sents an error of 1 part in 107.) The gas filling and plumbing
arrangement for the inner cell is shown in Fig. 1 and also
had its own diaphragm-backed turbopump. The angle-valve
nearest the turbopump had greater than 5mm inner diameter
so that overnight pumpdown of the inner cell did indeed
achieve a reliable “zero.” Again, quality of vacuum was eval-
uated with a thermal conductivity gage, which (after 12 h
pumpdown) read below the 1mPa scale limit of the gage.
Gas purity was ensured by the conventional means of
purging, dilution, and flow. The gas inlet and outlet on the
triple-cell allowed flow throughout the entire plumbing
volume, out of the gas cylinder into the turbopump. (The gas
volume was about 0:2L, evenly split between the inner cell
of MIRE and the inlet/outlet gas lines.) The n� 1, p, and T
measurements were performed at static pressure; the plumb-
ing had no automatic flow control. The inlet/outlet flanges
were clamped onto the glass with silicone o-rings: as noted
above, the high vacuum in the chamber meant that these
o-rings had no surrounding media that could permeate into
the inner cell (all other fittings on the inlet/outlet lines in air
were copper-gasket seals). “Outgassing” in the inner cell was
evaluated by closing the valve to the turbopump after an
overnight pumpdown, and monitoring the increase in pres-
sure with a thermal conductivity gage. The increase in pres-
sure was about 40mPa=h: if the outgassing were of a species
different from the measurement gas, this outgassing load is a
potential error. However, even in helium (the measurement
gas most prone to error arising from contamination), the
accuracy of the refractivity measurement appeared indepen-
dent of time [after thermal settling, see Fig. 2(c), discussed
below]. One possible explanation of this feature is that the
bore of the inner cell is a ground glass finish, and subopti-
mum for fast pumpdown times (i.e., the observed outgassing
was the slow release of the measurement gas from the rough
glass surface).

FIG. 1. Schematic of the gas metrology system. Optical layout is illustrative
and does not show the actual quadpass interferometer and triple-cell scheme.
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MIRE consists of a gas triple-cell integrated into a differ-
ential heterodyne interferometer. The optical arrangement is
such that twice the optical length of an inner cell is com-
pared to the combined lengths of two adjacent outer cells.
Either the inner cell or the two outer cells can be filled with
gas while the other is maintained at vacuum. Refractivity in
the gas-filled cell is deduced from

n� 1 ¼ (2πN þ Δf) � λ
8πL

� 2dw � p
L

, (5)

where Δf is the phase change in the interferometer and is
what is actually measured (with a phase meter) when the cell
is filled with gas. To measure refractivity, MIRE has all three
cells pumped to vacuum and the phase difference in the
interferometer paths is measured; then the center cell is filled
with gas to some pressure, and the phase difference between
the interferometer paths is measured once more; this change
in phase is Δf, which is some fraction of an interference
fringe. If the relationship between refractivity and pressure
(chiefly, polarizability) is uncertain at the 0:1%-level, the
integer change in fringe N must be counted for several pres-
sures along an isotherm; however, once the relation is estab-
lished, it is much more practical for repetitious and
wide-ranging datasets to note the change in pressure and
instantly determine N numerically. (For these measurements,
literature data on gas properties were quasiaccurate enough
to determine N numerically: small adjustments were needed
to the second-order term for Xe, CO2, and N2O to correctly
identify N at higher pressures.) The vacuum-wavelength λ in
the interferometer was calibrated by comparison to an
iodine-stabilized laser, but even without this calibration its
contribution to measurement uncertainty would only be a
few 10�6 � (n� 1); see Ref. 33. The length of the triple-cell
L � 254mm was measured with a coordinate-measuring
machine. The change in path length dw caused by increasing
pressure on the cell window is by far the largest contributor
to u(n� 1). [Throughout this article, we use the notation
u(x) to denote the standard uncertainty of the quantity x.
Unless otherwise stated, all uncertainties in this work are one
standard uncertainty, corresponding to a 68% confidence
level.] For our case of one pass through one window,
dw ¼ 23:75(37) fm=Pa; the error is discussed in more detail
in Appendix A. We estimated dw by making relative refrac-
tivity measurements in triple-cells whose lengths differ by
about 23 cm, but which both have nominally the same
end-effect. (Similar end-effects mean almost identical end
geometries, material properties, and position of the beams
through all pairs of windows.) The concept behind the cor-
rection was to make the error common to measurements in
triple-cells of different lengths so that it could be deduced
through relative measurements of refractivity between long
and short triple-cells. Relative measurements between long
and short triple-cells need only be done once to determine
the correction, and these were performed in Ref. 9; the
refractivity measurements reported in this article solely
employed the long triple-cell. When measuring gas refractiv-
ity, standard uncertainty in MIRE can be written as
u(n� 1) ¼ [(5:5� 10�10)2 þ (3:1� 10�15 � p)2]1=2, where
the pressure p unit is in pascal. The offset term is chiefly
due to path length instability in the interferometer. The
second term is pressure-dependent and chiefly due to uncer-
tainty in the window path length distortion u(dw); the overall
contribution of this end-effect is inversely proportional to
cell length, and the change in refractive index as a function
of pressure dn

dp.
Lastly, we note that an alternate cell design34 can poten-

tially reduce the effect of dw by a factor of 6, as well as
allow measurement of pressures beyond 3MPa over a range

FIG. 2. (a) Calibration data for the three pressure gages obtained by measure-
ment of helium refractivity at a known temperature in MIRE. (b) Drift in the
three gages when at vacuum during the three weeks of calibration. (c) Gas
pressure error and temperature readings over time immediately after a
440 kPa helium fill. The dashed lines come from a finite-element model of
heat transfer.
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of (20+ 50) �C; this new cell-based refractometer is cur-
rently in the planning stages. The 500 kPa pressure limit in
the current MIRE is imposed by the risk of fracture to
windows, which are only 3:4mm thick and on a 19:1mm
diameter bore.

B. Barometer

We used measurements of helium refractivity by (5) in
MIRE at a known temperature to realize thermodynamic
pressure in (3). The uncertainty in this realization depends
mainly on u(n� 1)He as discussed above, but there are addi-
tional contributions from gas impurities and temperature
measurement. A more in-depth analysis of uncertainty in the
pressure realization is given in Ref. 9, which we can
state here as u(pMIRE) ¼ [(0:6 Pa)2 þ (11:7� 10�6 � p)2]1=2.
As mentioned above, the offset term arises from instabilities
in interferometer phase, which for helium becomes dominant
at p , 60 kPa; the term proportional to pressure is chiefly
due to u(dw), which for helium has a 9:8 μPa=Pa contribution.
This realization of thermodynamic pressure was used to cali-
brate three off-the-shelf pressure transducers, which are all
based on the same principle (i.e., strain applied to a quartz
oscillator by a Bourdon tube and/or bellows). The three trans-
ducers operate in absolute mode only and have different upper
ranges 110 kPa, 310 kPa, and 1380 kPa. The transducers mea-
sured pressure simultaneously, though we had to valve-off the
lower-range transducer(s) when measuring higher pressures.
The response of the transducers to pressure was independent
of gas species; the only surfaces wetted inside the transducer
were stainless steel. We calibrated these transducers on the
thermodynamic pressure scale within the uncertainty u(pMIRE);
in use, however, the performance of the transducers added
additional uncertainty when subsequently used to gage pres-
sure as a function of refractivity for other gases of interest.
Our final uncertainty claim in pressure (i.e., calibrated trans-
ducers in actual use) is about 10 times lower than what is
specified by the instrument manufacturer, and it is thus worth
a few remarks on some aspects of transducer performance.

The calibration data for each transducer are shown in
Fig. 2(a), where the y-axis is the absolute value of the differ-
ence between the transducer reading and pressure realized by
measurement of helium refractivity at a known temperature
in MIRE. Each gage is identified by its maximum range in
kilopascal, denoted p110, p310, and p1380. We note that rela-
tive to pMIRE, the p110-gage reading was low, whereas the
readings for the p310- and p1380-gages were high: although all
three gages feature a transducer working on the same princi-
ple, the p110-gage is from a manufacturer different than the
other two gages. The error bars span +σ, where σ is the
standard deviation on 10 repeat calibrations of each gage.
The uncertainty in thermodynamic pressure u(pMIRE) is
plotted as the dashed line. The corrections measured in
helium were applied to the gages on a point-by-point basis
when measuring pressures of other gases. For the p1380-gage,
the calibration data are in reasonable agreement with a qua-
dratic fit typical for such a transducer. In Fig. 2(a), we also
show a second quadratic fit to (not shown) calibration data;

these separate gage calibrations are spaced 152 days apart.
These differences in calibration factors are within 2 μPa=Pa;
the ability to recalibrate the gages in situ, and update the cal-
ibration look-up table was one of the strengths of our proce-
dure. However, the p310-gage showed unexpected behavior,
with notably larger error bars and poorer performance, which
will be described next. Because of this poor performance, we
did not use the p310-gage reading for pressure measurement.

The poor performance of the p310-gage appeared related to
hysteresis and relaxation. At pressures below 110 kPa a relaxa-
tion of 15 μPa=Pa over 2 h was evident: the relaxation could be
seen when simultaneously cycling all three gages between high
vacuum and pressure and monitoring disagreement between the
gages. (Previous studies we performed with the p110-gage and
a piston gage showed less than 2 μPa=Pa settling and hystere-
sis.) Relaxation could probably be dealt with by careful experi-
mental procedure and timed data-taking. However, for
pressures above 110 kPa hysteresis in the p310-gage became a
dominant and unpredictable error on the order of 2 Pa.
Hysteresis manifested itself most clearly as irreproducibility in
the vacuum-zero reading of the gage. In Fig. 2(b), we plot the
vacuum-zero reading of each gage during a three-week mea-
surement run. In the first four days, helium calibrations were
performed up to 110 kPa for all three gages: the daily reproduc-
ibility in the zero of each gage was below 0:5 Pa, with the
p110-gage performing best. After the fourth day, the p110-gage
was valved-off and pressures between 140 kPa and 290 kPa
were calibrated for the other two gages. The daily zero of the
p310-gage became irreproducible, with daily fluctuations up to
2 Pa, and therefore in this intermediate range we have more
confidence in the p1380-gage as a reliable measure of pressure.
After the eleventh day, both the p110- and p310-gages were
valved-off and the p1380-gage was calibrated for pressures
between 320 kPa and 500 kPa. Also note that for comparison in
Fig. 2(b), the daily reading in MIRE phase at vacuum is also
plotted as pMIRE, where interferometric phase has been
converted to helium pressure by df

dp ¼ 3:2mrad=Pa. For
pMIRE, these daily zero fluctuations correspond to the
remarkable stability of +50 pm per day on a total path
length of approximately 1:5m.

The pMIRE data in Fig. 2(b) should be taken as best-case.
Stability of the phase difference in the interferometer depends
most obviously on stable path lengths and/or common-mode
immunity to fluctuation. MIRE has one small glass imbalance
in its path length which can induce 26 pm=mK changes.
The path length phase difference also depends on portion
of the wavefront detected, and phase shift through transi-
mpedance amplifiers and electronics. Additionally, stick-
slip distortion of the interferometer baseplate is likely, since
it is on a three-ball mount which rests on an aluminum
plate in a stainless steel chamber; stick-slip changes in cell
length are a negligible effect. Thus, interferometer stability
is overall temperature dependent, though the relationship is
not straightforward to model. As an example, during one
outage in environment control, lab temperature increased by
3K for 2 h, and over the next 12 h interferometer tempera-
ture increased 10mK and the vacuum zero pMIRE shifted
6 Pa, and did not return to its preinterruption reading.
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Nevertheless, for optimal experimental conditions, the
pMIRE data in Fig. 2(b) are representative. The pressure
gages are also temperature-sensitive and we observed
anomalous behavior in the zero reading of up to 0:5 Pa=K
when lab temperature went out of control, worst-case being
for the p110-gage. During typical operation, our lab temper-
ature was stabilized to (19:5+ 0:05) �C and MIRE was
heated to 20 �C.

When measuring pressure of a gas, we recorded the gage
reading in the experiment, and to this added the gage error
calibration factor, the daily zero, and the head correction in
postprocessing. Based on the above diagnostics we are con-
fident that, after calibration by measurement of helium
refractivity at a known temperature, the performance of the
p110 and p1380 gages do not add more than [(0:5 Pa)2 þ (8�
10�6 � p)2]1=2 standard uncertainty to the measurement of
pressure. The offset term was evaluated from the reproduc-
ibility in the gage reading at zero pressure; the term propor-
tional to pressure does account for small fluctuations in the
scale of the gage between in situ calibrations, but was
chiefly based on the observation that residuals and standard
deviation in the fit to (3) appeared independent of polariz-
ability. [This feature is evident in Fig. 3(b): the relative
error in n� 1 measured by MIRE decreases proportional to
the magnitude of dn

dp, and therefore the similar standard

deviations across all gas species indicate random error in
either thermometry or barometry; we do not believe these
random errors arise from the temperature measurement
system, as described next.] Our combined standard uncer-
tainty for measuring the pressure of candidate gases is thus
u(p) ¼ [(0:8 Pa)2 þ (14:2� 10�6 � p)2]1=2, and is about 4
times lower than pioneering work in gas metrology35,36

using a transducer working on the same principle. Our
claim on performance of these pressure gages is at the limit
of what is feasible: It must be emphasized that (1) the
gages were calibrated in place with helium gas and remained
untouched when refractivity measurements of other gases
were performed, (2) daily vacuum zeros were recorded, and
(3) that our lab was temperature-stabilized.

C. Thermometer

Gas temperature was measured by type-T thermocouples
(differential configuration) and a calibrated thermistor with a
resistance bridge. The thermometer was calibrated on the
International Temperature Scale of 1990 (ITS-90). The therm-
istor was located in a thermowell inside an aluminum block
into which the thermocouple reference junctions were epoxied;
the thermowell was on the “air-side,” and thus the thermistor
experienced neither changes in pressure nor gas species; Fig. 1
illustrates the thermometry configuration. The thermocouples
sensed the difference in temperature between the reference
junction and the triple-cell (in vacuum); the thermocouples
were in vacuum and also experienced neither changes in pres-
sure nor gas species. Offsets (0:25mK) in this thermocouple
arrangement were zeroed by placing the sense junctions inside
the block which houses the reference junctions and thermistor
(the offsets were most likely electrical since when its terminals

were shorted, the nanovoltmeter still read nonzero). The
accuracy of our isotherm is thus a combined uncertainty of
thermometer calibration, nanovoltmeter drift, and difference
between ITS-90 and thermodynamic temperature.37 The
thermocouple reading at the triple-cell was typically within
+2mK of the thermistor (reference junction), but filling

FIG. 3. (a) Measurements of refractivity as a function of pressure for each
gas. (b) Residuals on the regression for each of the six gases measured. The
pressure reading pgage comes from the calibrated pressure gages; fit pressure
p(n� 1)T comes from measurements of gas refractivity using (3) with the
proportionality coefficients of Table I. The error bars span +σ, the standard
deviation on the sample of ten repeat measurements at each pressure point.
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the cell caused a temperature increase with a settling time
of about 2 h, before which refractivity and/or gas tempera-
ture could not reliably be measured. The process of gas
filling and subsequent wait-time (settling) raises several
possible concerns: (1) thermal gradients induced across the
triple-cell windows, which would not cancel between refer-
ence and measurement optical path lengths, (2) permeation
of helium into the windows that would change the refractive
index of the glass, which also would not cancel between
reference and measurement optical path lengths, and (3)
contamination of the helium due to outgassing. In Fig. 2(c),
we show the pressure error and temperature transients over
10 h after a 440 kPa fill of helium. A finite-element model
of the problem aids in understanding these transients, and
relevant temperature probes are also plotted in Fig. 2(c); the
finite-element model is discussed more in Appendix B. The
large change in the fractional error of pressure at t , 2 h is
most likely dominated by thermal settling of the gradient
between the thermocouple on glass and the beam path in
(hot) gas; pMIRE reads high at t , 2 h which is indicative
of Tcell reading lower than actual gas temperature Tgas.
Finite-element modeling also supports this interpretation,
which showed a 2mK gradient persisting between the gas
and the point on the cell at which temperature was mea-
sured Tgas � Tcell. On the other hand, the aforementioned
temperature gradient across the window would cause the
part of the window exposed to pV-work to heat up, and
thereby decrease the refractive index in the measurement
path; in this case, pMIRE would read lower than what would
be expected when the window is thermally uniform.
Finite-element modeling showed gradients across the
window ΔTwindow decreasing below 1mK within 1 h; the
thermooptic coefficient of borosilicate crown glass is about
dn
dT ¼ 2:7� 10�9=mK, and 1mK gradients across the glass
correspond to errors in inferred helium pressure of 0:12 Pa
for 3:4mm window thickness, which is a very small effect.
After thermal settling t . 2 h, the standard deviation in the
fractional error of pressure is less than 0:4 μPa=Pa: this
stability is comparable to what would be expected from the
temporal instability in the interferometer path length and/or
the p1380-gage reading [Fig. 2(b)] and gives us confidence
that neither helium contamination nor permeation into glass
are problems at this level of accuracy. In principle, all these
effects—thermal settling, helium contamination, helium
permeation—could be canceled by careful extrapolation as
a function of time, but based on Fig. 2(c) we apply no
extrapolation to our measurements of n� 1, p, or T .
Indeed, Fig. 2(c) is a worst-case scenario for how long we
had to wait before recording pMIRE, which only applied for
the first datapoint, after the triple-cell had been pumped to
vacuum overnight: subsequent datapoints in our measure-
ment protocol, which consisted of rapid repeated pumping,
flushing, and filling, showed settling times of the order of
1 h, and a typical pressure “step” was only 30 kPa or 60 kPa
and not the 440 kPa of Fig. 2(c). Nevertheless, faster
response times and less thermal disturbance would be desir-
able, and the seven times smaller gas volume of a new
quadruple-cell apparatus34 is another of its benefits.

D. Combined uncertainty u(AR)

Lastly, one way to summarize the performance of our gas
metrology system is to tabulate an uncertainty budget for
how accurately we can extract molar polarizability AR in (4)
from measurement for each of the six candidate gases. This
uncertainty budget is given in Table II. Uncertainty in AR is
dominated by uncertainty in pressure measurement u(p),
which reflects the accuracy of the gages in use after calibra-
tion by measurement of helium refractivity at a known tem-
perature. For the heavier gases, our 0:5 cm uncertainty in
head height contributed an additional few μPa=Pa to u(p).
Uncertainty in thermodynamic temperature u(T) was 3:1
times smaller than u(p). Uncertainty in the measurement of
refractivity u(n� 1) scales inversely proportional to polariz-
ability, being 2:7 times smaller than u(p) for Ne, 10:9 times
smaller than u(p) for Ar, etc. Impurities in the gas samples
were another small contribution to measurement uncertainty,
which is largest in the case of Xe where uncertainty in gas
purity has a contribution 4:8 times smaller than u(p); impu-
rity concentrations are stated in the supplementary material24

to this article. A final uncertainty component was statistical
and comes from the standard deviation on the residuals
when (3) was regressed to the measured data (data analysis
is discussed below). In summary, for all six gases the com-
bined uncertainty in extracting AR is dominated by u(p).
Additionally, the components u(T) and u(n� 1) are corre-
lated with u(p), in the sense that they are accounted for in the
helium calibration procedure for the pressure gages.
However, we leave our uncertainty in AR as slightly overesti-
mated; if our uncertainty in pressure measurement were sig-
nificantly reduced, a more careful case-by-case uncertainty
analysis would be required for each gas.

III. RESULTS AND DISCUSSION

In this section, we first present the n� 1, p, and T datasets
and describe the procedure for obtaining proportionality coeffi-
cients between pressure and refractivity. The datasets for the
six gases are provided as the supplementary material24 to this
article. We then analyze the datasets in terms of the Lorentz–
Lorenz factor and density, where density is computed from the
measured pressure and temperature using reference equations
of state. We end the section with a comparison among litera-
ture measurements of AR for each gas and some discussion.

TABLE II. Relative standard uncertainty in our determination of molar
polarizability AR for each candidate gas.

u(AR)� 106

Component Ne Ar Xe N2 CO2 N2O

p 14.2 14.2 14.5 14.2 14.3 14.3
T 4.5 4.5 4.5 4.5 4.5 4.5
n� 1 5.2 1.3 0.5 1.2 0.8 0.7
Impurity 2.5 0.1 3.0 0.1 0.2 0.4
Regression 1.8 2.1 1.3 2.2 1.6 1.2

Combined 16.0 15.1 15.5 15.1 15.1 15.3
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A. Gas measurements and extracted coefficients

Gas refractivity measurements proceeded by stepping
pressure through the range 50 kPa to 500 kPa in 30 kPa
increments on the isotherm T90 ¼ (293:15+ 0:005) K. All
pressure adjustments were done by hand, typically obtain-
ing six or seven refractivity measurements per day with the
plumbing configuration of Fig. 1; the datasets for the six
gases took about eight months to acquire. For each pressure
adjustment, we pumped out the old gas, flushed new gas
through the triple-cell, and refilled to the new pressure; at
the end of the day the apparatus was pumped to high
vacuum (below 1mPa) overnight, and new zero pressure
readings were recorded the next day. As noted in Fig. 2(c),
gas filling increased triple-cell temperature by approxi-
mately 0:15mK=kPa, with a 2-h settling-time. Our proce-
dure was to initially fill the cell, wait at pressure for a
thermal settling period, and discard the initial datapoint;
then we quickly pumped out the cell, flushed and re-filled
to the same pressure and began recording data. In this way,
the net energy increase in the system for a fill was small,
and thermal-settling times more manageable; nevertheless,
the process was slow and labor-intensive, and we would
plan to automate future experiments.

In Fig. 3(a), we plot measurements of refractivity as a
function of pressure for all six candidate gases. We adjusted
the measured values of p to constant T90 ¼ 293:15K using
(@p=@T)ρ for a real gas, and compensated for the typical
+5mK excursions during a dataset about that isotherm.
[For these small excursions, the difference between real gas
behavior (@p=@T)ρ and the ideal gas approximation dp

dT is up
to 4� 10�7 � p=mK for the heaviest gases.] Equation (3) was
then fit to the isothermal dataset, minimizing the total
least-squares for each gas by weighted orthogonal distance
regression. The regression procedure used the algorithm
ODRPACK38 from the SciPy library. The ODRPACK allows
weighting of the fit to be dependent upon uncertainty in both
variables, p and n� 1; the weighting of the fit was the recip-
rocal of the square of the estimated uncertainty in each vari-
able. For the variable p, we used the root-sum-square of the
p and T uncertainties in Table II. For the variable n� 1, we
used the root-sum-square of the n� 1 and impurity uncer-
tainties in Table II. The residuals from the fit for each gas are
plotted in Fig. 3(b); our notation p(n� 1)T signifies pressure
as a function of refractivity at constant temperature, embod-
ied in (3).

The proportionality coefficients extracted from the regres-
sion are listed in Table I. The coefficients are given for ther-
modynamic temperature, and we have applied the correction
T � T90 ¼ (2:9+ 0:4)mK,37 because our data were mea-
sured on ITS-90. The numbers in brackets in Table I are stat-
istical uncertainties on the weighted orthogonal distance
regression only. For c1 this statistical uncertainty component
has been included in Table II as the entry “regression.”
These statistical uncertainties were estimated as the square-
root of the diagonal elements of the covariance matrix.
Boggs et al.38 advise caution when evaluating confidence by
the covariance matrix, but concede that it is often adequate;

readers interested in a more careful statistical analysis for
the proportionality coefficients are encouraged to reanalyze
our experimental data, which are provided as the supplemen-
tary material24 to this article. We finally note the units for
the proportionality coefficients come directly from measure-
ment. Our choice to express the coefficients this way—i.e.,
pressure as a function of refractivity at constant temperature
p(n� 1)T , instead of the more typical n(p, T)—is driven by
the practical concern of laser barometry which motivates
this work: any refractometer operating at a similar wave-
length and thermodynamic temperature can use a measure-
ment of gas refractivity with c1, c2, and c3 as stated to
realize the pressure in (3). (As a general rule, most high-
precision refractometers actually measure n� 1, as the
change in refractive index from the known n ¼ 1 of
vacuum, and so expressing coefficients in terms of n� 1 is
favored from the experimental point of view.)

One last point worth mentioning is that our regression
to find AR in (3) employs a third-order series expansion in
n� 1 to approximate the Lorentz–Lorenz factor. If we
perform a regression on a function p ¼ (RT=AR) � (n2 � 1)=
(n2 þ 2)þ � � � (the more exact expression), we obtained con-
sistency between the extracted molar polarizabilities within
8� 10�7 � AR. We are thus confident that the approximation
of the Lorentz–Lorenz factor adds very small uncertainty
when extracting AR.

B. Equation of state analysis

In Fig. 4, we depict a more intuitive analysis of the data
in terms of (2), where we plot the Lorentz–Lorenz quotient
divided by density as a function of density on the x-axis. To
convert measurements of p and T to ρ, we used the reference
equation of state (EOS) for each gas as implemented in
REFPROP.39–44 For some of these gases, the EOS uses
values of R that are now obsolete; this would mean that
using ρ directly from REFPROP would result in offsets up to
6� 10�6 � AR in the y-axis of Fig. 4. In order to avoid these
offsets in ρ-REFPROP, we instead calculate density

ρ ¼ p

ZRT
, (6)

using the compressibility factor Z taken directly from
REFPROP. In this procedure, the pressure in (6) has been
adjusted to constant temperature using REFPROP (@p=@T)ρ.
The reference temperature to which we adjusted was
T ¼ 293:1529K, which is T90 ¼ 293:15K with the current
estimate of the correction T � T90 ¼ (2:9+ 0:4)mK;37 if
the difference between thermodynamic temperature and
ITS-90 becomes better known in the future, our analysis
would need to be adjusted to reflect best knowledge.

The y-axis of Fig. 4 corresponds to the relative deviation
of the Lorentz–Lorenz quotient from AR, which it should
approach in the zero-density limit ρ ! 0. Our estimated
value AR ¼ 2RT

3c1
for each gas is listed in Table III. For

the dashed lines shown, we used linear least-squares fitting
of a quadratic function to the EOS-processed data; for neon
only, the quadratic term was statistically insignificant.
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The zoom plot of Fig. 4(b) shows relative deviation of
the Lorentz–Lorenz quotient at ρ ! 0 from AR within
1� 10�6 � AR for five out of six gases; the relative deviation
for neon is 2� 10�6 � AR. In the EOS analysis, the extrapo-
lation of the measurements to ρ ! 0 is still dependent on a
polynomial model f (ρ) ¼ a0 þ a1 � ρþ a2 � ρ2 þ � � � that
accounts for nonlinear effects due to refractivity virial coef-
ficients and the inaccuracy of density virial coefficients
implicit in the EOS. The situation for determining a0 ; AR

thus becomes analogous to extracting c1 ¼ 2RT
3AR

by the

fitting of (3) to the p(n� 1)T dataset, but finding a0 is argu-
ably less reliable. First, the value of ρ derived from the
measurement of gas pressure and temperature is dependent
on the choice of EOS. Second, as mentioned by Schmidt
and Moldover,36 “uncertainty in the ordinate diverges in
proportion to 1

ρ as ρ ! 0.” Thus, small deviations between

a0 and AR are to be expected at the highest levels of accu-
racy. As pointed out by May et al.,54,55 for the purposes of
comparing polarizabilities between gases, finding AR by
regressing p(n� 1)T has the advantage that errors caused
by inaccuracies in the respective EOS would not contribute
to a ratio of measured polarizabilities; on the other hand, if

the interest is determining second-order effects (e.g., refrac-
tivity virial coefficient), correlations between c2 and c3
may lead to unreliable results, and in that case the EOS
analysis provides a useful cross-check. For our interest in
basing a pressure standard on measurements of refractivity, a
regression to p(n� 1)T is arguably the most appropriate
approach, and thus in this article we have given clear prefer-
ence to AR ¼ 2RT

3c1
and its application to (3).

C. Comparison with the literature

For neon and argon, our measured AR can be compared
with values derived from the recent high-accuracy static mea-
surements of Gaiser and Fellmuth,31 who reported ANe

ϵ ¼
0:9947114(24) cm3=mol and AAr

ϵ ¼ 4:140686(10) cm3=mol.
To correct these static polarizabilities to optical frequencies,
we use Cauchy moments derived from the dipole oscillator

FIG. 4. (a) Measured data analyzed in terms of the Lorentz–Lorenz quotient
and with density calculated from reference equations of state. (b) Zoom on
the y-axis intercept.

TABLE III. Comparison of our work with the literature for molar
polarizabilities measured at 633 nm. Our AR is deduced from c1 ¼ 2RT

3AR
, with

R ¼ kB � NA using kB ¼ 1:380649� 10�23 J=K and NA ¼ 6:0221408�
1023 mol�1 from CODATA (Ref. 18). The numbers in brackets express
standard uncertainties.

AR

Gas (cm3=mol) References

Ne 0.999(1) Burns et al. (Ref. 45)
1.001(1) Hohm and Kerl (Ref. 46)
1.00170(8) Birch (Ref. 47)
1.0012(2) Achtermann et al. (Ref. 26)
1.000211(16) This work

Ar 4.1973(5) Coulon et al. (Ref. 48)
4.1953(3) Birch (Ref. 47)
4.1955(3) Achtermann et al. (Ref. 26)
4.1962(7) Hohm (Ref. 27)

4.1955(6) Hou and Thalmann (Ref. 49)
4.19553(6)a Egan and Stone (Ref. 50)
4.195685(64) This work

Xe 10.36(1) Burns et al. (Ref. 45)
10.345(2) Achtermann et al. (Ref. 26)
10.395(6) Hohm and Trümper (Ref. 51)
10.39081(16) This work

N2 4.4454(5) Montixi et al. (Ref. 52)
4.446(1) Achtermann et al. (Ref. 53)
4.4457(3) Birch (Ref. 47)
4.4464(5) Achtermann et al. (Ref. 25)
4.4455(6) Hou and Thalmann (Ref. 49)
4.44594(6) Egan and Stone (Ref. 50)
4.446139(16) Egan et al. (Ref. 12)
4.446107(68) This work

CO2 6.6418(5) Birch (Ref. 47)
6.644(1) Achtermann et al. (Ref. 25)
6.646(3) Hohm (Ref. 27)
6.64343(11) This work

N2O 7.5021(7) Birch (Ref. 47)
7.5114(6) Hohm (Ref. 27)
7.49921(12) This work

aAdjusted by þ19:3� 10�6 � AR from what was reported in Ref. 50 to
account for two biases; see the text for details.
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strength distributions of Kumar and Thakkar;56 they estimate
the first two moments to have an uncertainty of 1% and the
next two (the last of which makes a negligible contribution
at 633 nm) to have an uncertainty of 3%. Finally, we add a
small term corresponding to the magnetic susceptibilities χ
reported by Barter et al.57 The resulting values are ANe

ϵ!R ¼
1:00028(6) cm3=mol and AAr

ϵ!R ¼ 4:1956(6) cm3=mol, where
in both cases the uncertainty is dominated by that of the dis-
persion correction from zero frequency to our measurement
frequency. These Aϵ!R agree with our result for neon within
mutual uncertainties, and are in excellent agreement with our
result for argon, but our uncertainties in measurement are
smaller than the uncertainty in the dispersion-corrected static
values by roughly a factor of 4 for neon and a factor of 10
for argon.

From Table III, for neon agreement among experiments is
not good: the three measurements of Birch, Achtermann et al.,
and ours do not overlap within 1σ standard uncertainty;
indeed, our disagreement with Birch is a little more than
15σ. Birch47 claimed “uncertainty at the 99%” confidence
level and stated an uncertainty of “� 2:0 parts per 104” for
molar polarizability; we interpret this as a k ¼ 2:58 expanded
uncertainty and arrive at the 8� 10�5 cm3=mol standard
uncertainty noted in Table III for his measurement of neon.
We can only speculate at to why there are profound disagree-
ments in experiment: (1) It has long been known5,8,58 that, for
helium, the measurements of Birch (and Achtermann et al.)
have been discrepant with theory, and this discrepancy has
recently been verified experimentally9 to be about 32σ; (2)
Questions arise about the purity of the gases used in Birch
(and Achtermann et al.), which for neon was claimed to be
99:995% in both cases; (3) Questions arise about the model
used to correct path length errors due to window distortion:
the model used by Birch treats the change in refractive index
of the glass (due to the applied pressure) as proportional to
change in density and does not account for radial and nonuni-
form stress components, and our work9 (based on Shelton59)
and the more recent work of Bartl et al.60 show it to be wrong
by up to a factor of 8; the model used by Achtermann et al. is
purely geometric, treats the cell as a spring, and does not
account for the change in path length through the glass
windows. It is notable that for #2 above, most impurities in
neon would lead to a measurement of neon refractivity appear-
ing larger than it actually is. However, for #3 above, the sign
of dw depends on cell and pressure configuration: in our case
of pressurizing a cell interior, which is the same configuration
as was used by Birch and Achtermann et al., dw is a net
decrease in optical path length through the window for increas-
ing gas pressure, and hence not fully accounting for the effect
would make a measurement of refractivity appear smaller than
it actually is. (On the other hand, for the case of Bartl et al.60

where the exterior of a cell is pressurized, there is a net
increase in optical path length through the window.)
Measurements of high dn

dp gases are also instructive, because
the effect of #3 above becomes proportionally smaller,
whereas for #2 most impurities in xenon and nitrous oxide
would lead to a measurement of refractivity appearing
smaller than it actually is. For xenon, Achtermann et al.

reported a purity of 99:99% and a measured polarizability
20σ lower than ours. These considerations suggest the possi-
bility that disagreements may have arisen from impurities in
the gas samples that were greater than believed, which would
offer one explanation for discrepancies in the historical mea-
surements of gas polarizabilities, evident in Table III.
However, this line of reasoning falters in the case of carbon
dioxide and nitrous oxide; indeed, for N2O, Birch used
99:997% purity and reported polarizability a little more than
3σ higher than our measurement, which is the opposite to
what might be expected from the impurity reasoning above.
(Impurity concentrations for each of our gas samples are given
in the supplementary material24. Here, we state the grade spec-
ifications: Ne 99:9995%, Ar 99:9999%, Xe 99:9995%, N2

99:9999%, CO2 99:9995%, N2O 99:9999%.)
Our measured proportionality coefficients for nitrogen

and argon can be compared to previous measurements50

made at the same wavelength and temperature, but in a dif-
ferent apparatus based on a Fabry–Perot (FP) refractometer.
Our old measurements employed a pressure transducer
calibrated against a mechanical pressure standard. The 2011
measurements, as listed in Table III, have been adjusted
by þ19:3� 10�6 � AR to account for one bias and one
bias-plus-blunder. The first bias is due to the difference
between thermodynamic temperature and ITS-90; we
reported Ref. 50 in ITS-90. The difference is presently esti-
mated as T � T90 ¼ (2:9+ 0:4)mK at T90 ¼ 293:15K,37

which corresponds to a 9:9� 10�6 � AR correction for both
gases. The bias-plus-blunder concerns helium permeation
into the FP refractometer, which changed its length when
we attempted to correct for pressure-induced distortion. In
practice, to disentangle pressure-induced distortion from the
distortion due to helium permeation, one must extrapolate
the length of the spacer back to the time immediately after
a fill, where the pressure-induced distortion is apparent but
the distortion due to helium permeation has not yet taken
place. In 2011 it was not clear whether the observed nonlin-
ear lengthening after a helium fill was due to permeation or
some thermal transients. We therefore stated in Ref. 50 that
we applied a correction halfway between a linear extrapola-
tion and a quadratic fit; however, one of us (PFE) made a
blunder and applied a linear extrapolation only. This
bias-plus-blunder is compounded by the fact that more
recent studies have shown that the geometric effect of helium
permeation is indeed nonlinear,11 and that the correct extrapo-
lation would be modeled as diffusion β � ffiffi

t
p

, where the diffu-
sion parameter β depends on helium pressure and surface area
of the FP cavity geometry. The effect of this mistake is that in
reporting our measurements of nitrogen and argon refractivity,
our calculation of AR was too low by 9:4 parts in 106 for both
gases. The net effect of these two biases (T � T90 and blun-
dered helium extrapolation) is a þ19:3� 10�6 � AR correction
for both gases. However, after applying this correction, agree-
ment between the 2011 and present measurements is mar-
ginal. In hindsight, and with the experience of the
barometer characterization work reported in this article, we
now believe that our stated standard uncertainty of 0:8 Pa at
atmospheric pressure in Ref. 50 for a mechanical barometer
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in use (after calibration, transport, temperature change, etc.)
was optimistic. We also claim more confidence in the present
measurements and reported polarizabilities in Table III, both
because our pressure gage is calibrated at the point-of-use,
and because our parameter extraction procedure does not rely
on knowledge of density and refractivity virial coefficients to
convert measurements of refractivity to molar polarizability.
In Ref. 50 we used literature values to estimate density and
refractivity virial coefficients and effectively extrapolated a
measured refractivity near atmospheric pressure to the zero-
density limit. The present data cover a much broader pressure
range than 2011: density and refractivity virial coefficients
are left as free parameters and the data are regressed to the
zero-density limit by (3). We consider the present measure-
ments to supersede those of 2011.

For nitrogen we can also compare current measurements
to recent, more accurate measurements,12 which were also
performed in an FP refractometer, albeit of different design
than the one reported in Ref. 50. The 2016 measurements
were performed at the same wavelength but different thermo-
dynamic temperature T ¼ 302:919K. The 2016 measure-
ments of AN2

R are about 4 times more accurate than the
present ones because nitrogen pressure was measured by a
mercury manometer, one of the most accurate realizations of
the mechanical pascal. The 2016 measurements yielded
c303K1 ¼ 3:7764715� 108 Pa, c303K2 ¼ �2:982� 108 Pa,
and c303K3 ¼ 1:24� 1010 Pa, valid for p , 180 kPa. The two
sets of proportionality coefficients measured at temperatures
differing by 10K can only be compared within the uncer-
tainty of nitrogen refractivity and density virial coefficients,
and the possible dependence of molar polarizability on tem-
perature for the nitrogen molecule. Previous measurements
for nitrogen over broader temperature ranges have estimated
this dependence to be between 78(47)� 10�7 (cm3=mol)=K
in Hohm and Kerl46 at optical frequency, and 62(11)� 10�7

(cm3=mol)=K in Schmidt and Moldover36 at the static limit.
Harvey and Lemmon61 reanalyzed the data from Ref. 36

and estimated a dependence of 82� 10�7 (cm3=mol)=K. The
dependence has been calculated for optical frequency as
48(1)� 10�7 (cm3=mol)=K by Buldakov et al.62 and for the
static limit as 51� 10�7 (cm3=mol)=K by Sharipov et al.63 We
plot literature measurements of nitrogen polarizability in Fig. 5
across a 30K range. A weighted least-squares fit on these mea-
surements returns the slope 137� 10�7 (cm3=mol)=K, which
is inconsistent with the previous (broader range) measurements
and theory just mentioned; on the other hand, if only consid-
ering c1 from the present measurement and c303K1 from the
2016 measurement, the dependence 33� 10�7 (cm3=mol)=K
is closer to existing estimates. This discrepancy is one moti-
vation behind our drive toward a new apparatus that will
perform more accurate measurements of AN2

R over a broader
temperature range;34 in the context of a pressure standard
based on the molecular properties of nitrogen, a more accu-
rate understanding of these properties appears necessary.

IV. CONCLUSION

We measured refractivity as a function of pressure for
six gases, which are candidates for use in laser barometry.
By fitting a third-order power series to the experimental
data, we have determined the proportionality constants that
relate pressure to refractivity. The first-order power term
(the linear term) yielded values for molar polarizabilities
within a standard uncertainty 16� 10�6 � AR; for gases
other than nitrogen, this is the first time molar polariz-
ability at optical frequency has been measured to this
level of accuracy. Consequently, a laser refractometer
using one of these candidate gases near 293:153K can
now realize the pascal by a semiprimary method to
within 16 μPa=Pa standard uncertainty, for pressures
p � 500 kPa. Errors in the refractometer can be canceled
(calibrated) by measuring two or more of these gases at
the same (unknown) pressure and a known temperature.
Traceability to the SI derived unit Pa ¼ J=m3 is provided
via the optical properties of gases.

The field of laser barometry is a work in progress. A per-
formance of 16 μPa=Pa is almost an order of magnitude
worse than what can presently be realized with a mercury
manometer for the mechanical pascal. We believe a next iter-
ation of MIRE (Ref. 34) will reduce u(p) by up to a factor of
six, and operate across wider temperature and pressure
ranges, but major work is needed to bring these speculative
claims to fruition. Additionally, for practical pascal dissemi-
nation in the field, FP cavity refractometers will probably
operate at telecom wavelength (e.g., around the acetylene
absorption region near 1542 nm, which is a convenient
vacuum-wavelength reference), and so more work is needed
to accurately determine polarizability and refractivity virial
coefficients at the lower optical frequencies. And lastly, for
laser barometry and the thermodynamic pascal to gain a
broader acceptance, it is necessary that measurements of
p(n� 1)T for these gases are repeated by other groups,
ideally at levels of accuracy higher than what has been
reported here.

FIG. 5. Literature measurements of the molar polarizability of nitrogen as a
function of temperature. The error bars span standard uncertainties.
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APPENDIX A: CHANGE IN OPTICAL PATH LENGTH
THROUGH A STRESSED WINDOW

The change in path length experienced by a laser beam
passing one time through one window has been given by
Shelton.59 Our convention is shown in Fig. 6, and the
expression for change in path length

dw � p ¼ (ni � 1) � (wf � wi)þ wf � (nf � ni), (A1)

has terms describing the change in geometric thickness of the
window from initial wi to final wf , and change in glass refrac-
tive index from initial ni to final nf , in response to a change in
applied pressure p. Although dw � p¼ wf (nf � 1)�wi(ni � 1)
is the more compact expression, we keep consistent with the
form of Shelton because it has the heuristic advantage of group-
ing together the changes in both effects, i.e., geometry and
refractive index. In Fig. 6, the freespace length L2 � (wf � wi)
should take into account the increase in path length caused by

the increasing refractive index of the gas, implied by the
increasing pressure; the corrections to (A1) would be (i) a term
(ngas � 1) � L2, which, in a refractometer, is the thing that is
actually measured, and (ii) a term (ngas � 1)(wf � wi), which is
on the order of 10 am=Pa—more than two orders of magnitude
smaller than the path length change inside the window.

Shelton59 used analytical expressions from elastic theory to
estimate the change in geometry and stress experienced by a
window under the applied pressure; the calculated stress was
converted to change in refractive index based on photoelastic
principles. Our procedure to calculate dw is based on finite-
element modeling (FEM): we use FEM to estimate (i) the
change in geometric window thickness wf � wi, and (ii) the
integrated stress along the beampath through the window; then,
like Shelton, we employ the elasto-optic coefficients to convert
stress to change in refractive index nf � ni. The use of FEM is
less elegant than Shelton, but ought to be equally effective;
indeed, from it we can obtain the geometry and integrated stress
in a specific portion of the window (i.e., along the beampath),
and easily account for nonsymmetric cases, such as MIRE.

The FEM change in geometric thickness through the
window can be seen in Fig. 7(a). The profile of the window
front and back surfaces where the beam passes through are
extracted from the FEM and averaged. This process yields
(wf � wi)=p ¼ �37:3 fm=Pa for the inner beam passing
through the inner cell (i.e., the cell exposed to an increase in
pressure) and (wf � wi)=p ¼ �1:61 fm=Pa for the outer beam
(i.e., passing through the cell that remains at vacuum). Note
the signs are in relation to the z-axis of the FEM in Fig. 7(a):
the inner cell is becoming longer, the outer cell is becoming
slightly shorter, and both the inner and outer beams pass
through a window that is becoming geometrically thinner.

The change in refractive index experienced by the glass is
calculated from

nf � ni ¼ 1
2

dnk
dσ

(σx þ σy)þ dn?
dσ

(σx þ σy þ 2σz)

� �
,

(A2)

where σx,y,z is the normal stress in the x, y, z axis; the FEM
estimate of stress will be discussed momentarily. The change
in refractive index in response to the applied stress is
polarization-dependent and is given by

dnk
dσ

¼ � n3

2E
(p11 � 2νp12),

dn?
dσ

¼ � n3

2E
�νp11 þ (1� ν)p12½ �,

(A3)

where E is the elastic modulus and ν is Poisson’s ratio.
The elasto-optic (strain-optic) coefficients p11 and p12
are given in several textbooks (e.g., Ref. 64), which gen-
erally refer to the measurement technique of Borrelli
and Miller.65 For borosilicate crown, the glass from
which the triple-cell is made, we use the measurements
reported in Ref. 66 to discern

dnk
dσ ¼ �3:0� 10�13=Pa and

dn?
dσ ¼ �2:76� 10�12=Pa. Note that these terms are signed:
compression increases refractive index, and tension decreases
refractive index. (We also note, we chose borosilicate crown

FIG. 6. Change in path length through a window that becomes distorted by
applied pressure p is measured between two external fixed points,
dw � p ¼ L1 þ nfwf þ L2 � (wf � wi)½ � � (L1 þ niwi þ L2).
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glass for ease of manufacture, and with the purpose of being
over-cautious about helium absorption. A next-iteration design
will be in fused silica, mostly to avail of its low coefficient of
thermal expansion so that uncertainty in cell length does not
contribute error when measuring p(n� 1)T far from
T90 ¼ 293:15K, the temperature at which the cell length can
be accurately measured on a coordinate-measuring machine.)

The FEM result of normal stress along the beampath is
shown in Figs. 7(b) and 7(c). The stress for each element in
the regions shown is extracted from the FEM for each axis,
and the average of the sum of all elements is used to obtain
the integrated stress. The result for the inner beampath is
σx¼0:923Pa=Pa, σy¼1:006Pa=Pa, and σz¼�0:507Pa=Pa,
and for the outer beampath σx ¼ 0:087 Pa=Pa, σy ¼
0:118 Pa=Pa, and σz ¼ 0:002 Pa=Pa. From these results and
(A2), the change in refractive index through the beampath is

(nf � ni)=p ¼ �1:64� 10�12=Pa for the inner beam, and
(nf � ni)=p ¼ �3:19� 10�13=Pa for the outer beam; again
the terms are signed, and refractive index is decreasing in
both regions of the compressed window. This counterintui-
tive point must be emphasized: even though the window is
compressing in z (geometric thickness decreasing), tensile
stress in x and y is the dominant effect that explains the
decreasing refractive index.

Finally, gathering everything together in (A1), the change
in path length experienced for the inner beam passing through
the pressurized cell is dw ¼ �25:59 fm=Pa, and for the outer
beam passing through the evacuated cell dw ¼ �1:84 fm=Pa.
Thus, the net effect of one pass through one window is a
decrease in path length dw,net ¼ �23:8 fm=Pa.

APPENDIX B: FINITE-ELEMENT MODEL OF HEAT
TRANSFER

Heat transfer in the MIRE apparatus is a fairly simple
problem, with only one input and one output—gas expansion
and radiation, respectively—and yet difficult to accurately
simulate.

Energy input from gas expansion14 can be estimated, in
the case of changing pressure in a constant volume, asÐ
V � dp, and the total energy for pressure fill in a constant

volume is just Δp � V ; in the MIRE cell, a 440 kPa fill is
about 31 J. In practice, a finite-element package applies heat
loading in watts, so we implement gas expansion as a step-
load of 0:22W applied for the first 36 s of the simulation.

The hot gas couples through the glass triple-cell by con-
duction, and the dominant heat transfer mechanism from the
triple-cell to the surroundings is radiation. The boundary
condition for three of the four sides of the triple-cell quarter-
section in Fig. 8 was radiation to the surroundings. For the
bottom surface of the triple-cell in close proximity to the
baseplate, the model included radiative coupling between
the two planar surfaces. This coupling was a feature in the
software package, but enabling it proved too computationally
intensive for a desktop computer. Instead, for purposes of
computational simplicity, we modeled this coupling as a con-
ductive layer, with a heat flow equal to the analytic expres-
sion Qnet ¼ Aσ(T4

1 � T4
2 )= 2=ϵ� 1ð Þ for two planar surfaces

of area A and of the same emissivity ϵ ¼ 0:85 (glass) at tem-
peratures T1 and T2, with σ being the Stefan–Boltzmann
constant. This load was applied as an exponential function in
time, where the function came from a fit to the T1 tempera-
ture transient at the bottom surface of the triple-cell when the
simulation was run without any coupling between triple-cell
and baseplate. The triple-cell is also thermally coupled to the
baseplate by a strip of polymer shim at each end, which sets
the height of the triple-cell off the baseplate; we halved the
value of thermal conductivity for the polymer to account for
poor thermal contact between surfaces in vacuum.

All this is to say, the finite-element model can be instructive
but it is based on approximations of boundary conditions and
applied load. Additionally, the gas inlet and outlet lines, which
have low thermal mass and carry hot gas, have been ignored.
The model is shown in Fig. 8: Tcell is a point probe located

FIG. 7. (a) Geometric thinning at the window surfaces. (b) and (c) Normal
stress in the x- and z-axes through the window. Stress in the y-axis (not
shown) is similar to that of the x-axis. In each of these cases, 1 Pa has been
applied to the (inner) pressurized cell.
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inside a short thermowell inside the triple-cell, approximately
where the thermocouple is placed in experiment; Tgas is a line
average probe through the gas path; ΔTwindow is the difference
between two point probes on the outer surface of the window,
approximately where the beams pass through.
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FIG. 8. Finite-element model of transient heat transfer in the MIRE appara-
tus, on one side of the symmetry axes (i.e., a quarter-section). The figure
shows the temperature distribution throughout the triple-cell and baseplate
2 h after the center cell has been filled to 440 kPa helium.
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