1. Introduction

The properties of water in micropores and mesopores (defined according to the International Union of Pure and Applied Chemistry (IUPAC) convention as pores smaller than 2 nm and in the range between 2 nm and 50 nm, respectively) attract a lot of interest due to their relevance in various fields such as biology, catalysis, electrochemistry, and mining, as well as for their scientific relevance.2,3 For example, water confined in pores smaller than ~20 Å does not crystallize even below the homogeneous nucleation temperature, and therefore, nano-confined water has been used4-5 as a proxy to investigate the properties of water in the supercooled regime.5 Though there has been some criticism, the results have pointed in particular to ascertain the existence of a possible second critical point of water.6 Confinement within model hydrophilic pores has been initially widely investigated; however, confinement within hydrophobic pores and in carbon based matrices has recently drawn significant interest.7 In fact, the water properties on a hydrophobic surface might lead to anomalous behavior, such as forming a depletion layer,8,9 but also have relevance to biological systems.10-12 Porous carbon based materials in particular are attracting increasing attention due to their applications in gas separation, water purification, catalysis and electrochemistry.13 These materials are usually considered hydrophobic and have also been widely regarded as paradigms for non-polar interfaces and to study water dynamics. However, there is evidence that carbon based surfaces, such as graphene, may also display hydrophilic behavior.14 Empirically, the presence of adsorption sites, defects, etc. are also factors which affect the wettabillity of carbon surfaces.15

Confinement of water in nonpolar pores is characterized by the coexistence of filled and empty spaces and strong interaction between the water molecules. However, the size of the confinement and the molecular topography of the surface, as well as the details of the interaction between water and the confined surface are all relevant parameters which should ideally be controlled; this is possible by computer simulations16,17 but much harder experimentally. In this regard, the availability of the recently synthesized Ordered Mesoporous Carbon (OMC) offers a unique model system.18 The synthesis of OMC via a soft template method, which provides a more simplified assembly process than hard template ones,18 has been developed. OMC is characterized by uniform mesopores arranged in a hexagonal geometry, in a way comparable to the nanoporous silica matrix MCM-41.19 Its high surface area, large pore volume, chemical
inertness, and the narrow distribution of mesopore sizes make this material very attractive for investigating the physicochemical properties of water in hydrophobic pores. Moreover, OMC is a promising candidate for a variety of applications such as electrode materials for batteries, fuel cells, and supercapacitors, as sorbents for separation processes and gas storage, and as supports for catalytic processes. For the development of such applications, it is crucial to understand the behavior of water confined in carbon materials.

The properties of water in confinement were investigated using several experimental and computational techniques. For the study of its dynamic properties at the molecular level Quasielastic Neutron Scattering (QENS) affords unique capabilities. Because the incoherent scattering cross section of hydrogen atoms is much larger than the scattering cross-section of essentially any other atom, the QENS data can be rather straightforwardly related to the single particle dynamics of the hydrogen atoms in the system. Moreover, this technique provides both spatial and temporal information on relaxation processes with characteristic time in the range between a picosecond to several nanoseconds over length scales from an angstrom to a few angstroms. Because of these characteristics QENS was used to study the dynamics of water confined in cylindrical mesoporous silica, MCM-41. More recently, hydrophobic confined materials have been investigated as well.

In this work, we compare the dynamics of water in two kinds of ordered mesoporous carbon samples differing in the morphology of their mesopores. We find that in both cases water is confined mostly in the micropores which have a size of \( \approx 8 \) Å. We studied the mobility of the confined water molecule as a function of temperature. The results indicate the presence of a fraction of water immobile on the nanosecond timescale and a suppression of the hydrogen bond network which results, at low temperature, in an increased mobility of the confined water molecules with respect to the bulk. The paper is organized as follows. In Section 2, we describe the sample preparation and characterization. Section 3 reports the details of the QENS experiments. The obtained results are presented in Section 4 along with relevant discussion. Section 5 is devoted to a concise summary.

2. Materials

Ordered mesoporous carbons (OMCs) with channel structures were synthesized according to the method of Tanaka et al. High resolution transmission electron microscopy images of the two samples showing ordered structures are shown in the ESI† (Fig. S1). In brief, they were synthesized by using an organic–organic interaction between a thermosetting polymer and a thermally decomposable surfactant to form a periodic ordered nanocomposite. The thermosetting polymer is carbonized by heating under Ar, after which it retains a carbonaceous pore wall. In order to minimize the presence of residual hydrophilic sites the samples were calcined at 900 °C for at least 3 hours. The nitrogen adsorption isotherms were measured at 77 K using an automatic gas adsorption apparatus, BELSORP-max (Microtrac BEL Corp.), as shown in Fig. 1. Both the OMC samples exhibited a large amount of adsorption at the initial stage due to micropores. OMC-1 showed a type H4 loop which is indicative of narrow slit-shaped pores and OMC-2 showed a hysteresis loop of type H1 typical of relatively narrow distributions of mesoporous materials. The pore size distribution was estimated from nitrogen adsorption using a non-local density functional theory (NLDFT) slit pore model, as shown in the inset of Fig. 1. Both samples showed a large population of micropores, which have been modeled as slits. OMC-1 has a narrow distribution of micropores centered at \( \approx 8 \) Å, and a small fraction of mesopores. OMC-2 has a similar micropore distribution, albeit slightly broader, to OMC-1 and has a broad distribution of mesopores. The micropore volumes, \( V_{\text{mic}} \), and the total pore volumes, \( V_T \), were calculated by Grand Canonical Monte Carlo (GCMC) simulations. Software developed by Microtrac BEL Japan (BEL Master ver. 6.3.1.0) was used to calculate the distributions. Simulations were conducted using the data of the adsorption branch based on the assumption that carbons have slit-shaped pores. The GCMC method is believed to yield a more precise value for the micropore volume. The characteristic properties of the OMC samples are summarized in Table 1. The main difference between the two samples is that the micropores occupy 85% of the OMC-1 and 26% of the OMC-2 spaces, as calculated by GCMC simulations.

2.1 Sample hydration

OMC powder in a cell was placed in a vacuum chamber and evacuated for one day with a turbo molecular pump and then exposed to water vapor (relative pressure \( P/P_0 = 0.6 \) to 0.7) at 298 K to achieve the capillary condensation of water. For quasielastic neutron scattering experiments the water hydration degree of the samples was 0.13 and 0.08 (weight of water/total weight), corresponding to volumes \( V_{\text{H2O}} \) of 0.15 cm\(^3\) g\(^{-1}\) and 0.10 cm\(^3\) g\(^{-1}\), for the OMC-1 and OMC-2 sample, respectively.
Table 1 Structural properties of the OMC samples from $\text{N}_2$ and $\text{H}_2\text{O}$ adsorption/desorption isotherms

<table>
<thead>
<tr>
<th>Sample</th>
<th>$V_\text{T}^{\text{N}_2}$</th>
<th>$V_\text{micro}^{\text{N}_2}$</th>
<th>$V_\text{T}^{\text{GCMC}}$</th>
<th>$V_\text{micro}^{\text{GCMC}}$</th>
<th>$V_\text{H}_2\text{O}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>OMC-1</td>
<td>0.27</td>
<td>0.23</td>
<td>0.26</td>
<td>0.22</td>
<td>0.15</td>
</tr>
<tr>
<td>OMC-2</td>
<td>0.61</td>
<td>0.23</td>
<td>0.58</td>
<td>0.15</td>
<td>0.10</td>
</tr>
</tbody>
</table>

These values indicate that $\approx 70\%$ of the micropore volume (as estimated by GCMC) is filled with water. In agreement with previous reports,$^{29-32}$ the adsorption–desorption isotherms of $\text{H}_2\text{O}$ for OMC-1 and OMC-2, measured gravimetrically at 298 K using a BELSOPR-max (Microtrac BEL Corp.) (ESI† Fig. S2), show that water is adsorbed in the micropores. Water was of Milli-Q purity grade (18.3 MΩ cm) and produced using a deionization apparatus (Milli-Q Direct 8) from EMD Millipore Corp. DSC measurements were performed at a scanning rate of 2 K min$^{-1}$ in the range from 298 K to 163 K, using a Pyris 1 (PerkinElmer Inc.) apparatus equipped with a liquid nitrogen cooling system. The obtained data showed no peaks due to crystallization indicating that water confined in both of OMCs remains in the liquid state within this temperature range. The samples were packed in aluminum cells.

3. Experiments

Introduction to quasielastic neutron scattering: In a QENS experiment the relevant measured quantity is the double differential scattering cross section, $\frac{\partial^2 \sigma}{\partial Q \partial E}$, which can be directly related to the dynamic structure factor, $S(Q,E)$, representing the probability that a neutron is scattered by the sample exchanging a momentum $\hbar Q = \hbar (k_t - k_i)$ and energy $E = E_t - E_i$; $k_t$ and $k_i$ and $E_t$ and $E_i$ are the final and initial neutron wavevector and energy respectively. For isotropic samples, $\frac{\partial^2 \sigma}{\partial Q \partial E}$ only depends on the modulus of the exchanged wavevector $Q = |Q|$. The neutrons are scattered by the nuclei and, because of the way the neutron scattering probability depends on the nuclear spin and isotopic state of the nucleus, the scattering signal is divided into the sum of a coherent contribution, which carries information on the relative position and motion of the atoms, and an incoherent term which relays information on the motion of the individual atom only. At low $Q$, the coherent small angle scattering from the structure of the OMC matrix is the dominant contribution. At the same time, the incoherent scattering cross section of hydrogen is much larger than that of any other element in our sample. Thus, the incoherent scattering signal, $S^\text{inc}(Q,E)$, is equal to the hydrogen single particle dynamic structure factor, $S^\text{inc}(Q,E) = S^\text{H}(Q,E)$ which is the Fourier transform of the hydrogen single particle Intermediate Scattering Function (ISF), $I_H^\text{H}(Q,t) = I_H^\text{H}(Q,t)$:

$$S^\text{H}(Q,E) = FT\{I_H^\text{H}(Q,t) = FT\{\exp[-Qr_H(t) + Qr_H(0)]\} \}$$

where $FT\{}$ indicates a Fourier transformation in time, $\langle \rangle$ represents an ensemble average and $r_H(t)$ is the position of a hydrogen atom at time $t$.

3.1 Modeling of the data

The single particle dynamics of the hydrogen atoms in the water molecules can be modeled assuming an ISF in the form of a stretched exponential decay:

$$I_H^\text{H}(Q,t) = I_H^\text{H}(T) + (1 - I_H^\text{H}(T))\exp\left\{-\frac{t}{\tau(Q,T)}^{\beta(Q,T)}\right\}$$

where $I_H^\text{H}(T)$ represents the temperature dependent fraction of hydrogens immobile over the accessible time window. Such a fraction is zero in bulk water but it could be non-negligible in confinement in the presence of the strong interfacial interaction between water and the confined surface. In the QENS literature, the fraction of immobile scattering is often referred to as the Elastic Incoherent Structure Factor (EISF). However, this term more appropriately refers to the spatial Fourier transform of the space explored by the incoherent scatterer in its motion with respect to an (immobile) point of reference, e.g. the center of mass of a molecule, and the center of a confined cavity; in these cases, the EISF is $Q$ dependent. Within the picture outlined above, for the hydrated OMC samples, the elastic contribution is only related to the fraction of immobile hydrogen atoms and as such $Q$ is independent. The description of the single particle ISF of water with a stretched exponential function, with both the characteristic time, $\tau$, and the stretching exponent, $\beta$, dependent on both $Q$ and temperature, was originally proposed on the basis of strong coupling between density fluctuation and single particle dynamics in the extensively hydrogen bonded supercooled water. This approach was successfully extended to confined and interfacial water. More recently, it has been shown that a sum of two exponential decays is suitable for the dynamics of bulk water and other liquids. However, in the case of confined water it is still reasonable to expect a distribution of relaxation times originating from the different local environments experienced by the confined water molecules. A stretched exponential decay is a common phenomenological approach to describe such a distribution of relaxation processes without employing further assumptions in the model. In the limit of $\beta$ equals 1, the stretched exponential reverts to a simple exponential decay indicating the absence of a distribution of relaxation time. Under these conditions, introducing an additional relaxation process to account for localized dynamics or rotations would be beyond what can be reliably extracted from the data. Moreover, from the extensive Molecular Dynamics
work on the SPC/E model of water, it has been shown that at $Q$ values smaller than $\approx 1\,\text{Å}^{-1}$, a stretched exponential decay within 10% is a good approximation for the single particle dynamics of the hydrogen atoms in the water molecules, where most of the dynamics can be associated with the center of mass motion of the water molecules.

As far as the coherent scattering contribution from the matrix is concerned, it can be assumed immobile on the length scales and time scales probed, $I_{\text{coh}}(Q)$.

### 3.2 Instrumentation

The QENS experiments were carried out at the National Institute of Standards and Technology (NIST) Center for Neutron Research using disk chopper time-of-flight (DCS), High-Flux Backscattering (HFBS), and neutron spin-echo (NSE) spectrometers. The DCS is a time-of-flight direct geometry spectrometer. It was operated in its low-resolution configuration using 5 Å and 9 Å incoming wavelengths. In the former case, the instrumental resolution was $\approx 100\,\text{µeV}$ whereas in the latter it was $\approx 20\,\text{µeV}$ as measured using a run of the same sample at a temperature of $\approx 20\,\text{K}$. The use of two different wavelengths allowed the study of dynamical processes in a wider time range from $\approx 2\,\text{ps}$ to $100\,\text{ps}$. A measurement on a standard vanadium sample was used for detector efficiency normalization. After subtraction of the empty can scattering, the data were reduced to spectra at constant $Q$ using the Mslice routine in DAVE. The so-obtained dynamic structure factors were Fourier transformed to the time domain after deconvolution of the instrumental energy resolution using DAVE software. The obtained $I(Q,t)$ data from the different wavelengths used could thus be merged together in a range of $Q$s between $\approx 0.4\,\text{Å}^{-1}$ and $\approx 1.1\,\text{Å}^{-1}$. If this would not have been done, a complex global fitting procedure should have been implemented. HFBS is an inverse geometry spectrometry technique where the final energy of the scattered neutron is fixed by the Si 111 reflection of the analyzer crystals. The incoming neutron wavelength is varied by Doppler shifting the energies of the neutrons reflected by a moving a monochromator with Si 111 crystals. The Doppler was operated at a frequency that allowed data collection in a $\pm 10\,\text{µeV}$ energy window with an instrumental energy resolution of $\approx 0.8\,\text{µeV}$. A measurement on a standard vanadium sample was used for detector efficiency normalization. The data were reduced to $S(Q,E)$ spectra using routines available in DAVE, and Fourier transform of the data was not necessary. The Neutron Spin Echo spectrometer measures the loss of polarization of a beam processing through two identical magnets located before and after the sample, which can be related to the Fourier transform of the dynamics structure factor, i.e., the intermediate scattering function. Thus, the NSE spectrometer works in the time domain and the instrumental resolution effect can be eliminated during the reduction process. Because the coherent scattering process does not change the neutron spin state whereas the incoherent scattering has a $2/3$ probability of flipping it, the NSE results are a combination, not the simple sum as for DCS and HFBS, of the coherent and incoherent ISFs:

$$
\frac{I_{\text{NSE}}(Q,t)}{I_{\text{NSE}}(Q,0)} = \frac{I_{\text{coh}}(Q,t) - \frac{1}{3}I_{\text{inc}}(Q,t)}{I_{\text{coh}}(Q,0) - \frac{1}{3}I_{\text{inc}}(Q,0)} 
$$

A measurement of the beam polarization when effectively the precession field is off amounts to a static ($t = 0$), polarized diffraction experiment which provides information on the total, as well as on the ratio of the coherent and incoherent, scattering as a function of $Q$.

Using the NSE spectrometer, the experiments were performed using an incoming wavelength of $\lambda = 5\,\text{Å}$ (for OMC-1) and $\lambda = 6\,\text{Å}$ (for OMC-2) with $\Delta\lambda/\lambda \approx 20\%$, at a $Q$ value of $0.70\,\text{Å}^{-1}$. The data were collected in the time range from 40 ps to 10 ns for the OMC-1 sample and from 40 ps to 17.5 ns for the OMC-2 sample. In all cases, the samples were contained in an annular aluminum can with a thickness less than 1 mm in order to ensure transmission greater than $\approx 90\%$, thus minimizing multiple scattering contributions. The sample temperature was controlled using a closed cycle refrigerator with an accuracy of $\approx 0.5\,\text{K}$. The data were collected at different temperatures using the three instruments, matching the sample dynamics at a specific temperature to the instrumental accessible time window. In all cases a measurement of the same sample at temperatures $<20\,\text{K}$ was used to determine the instrumental resolution.

### 4. Results and discussion

Fig. 2 shows the results of polarized diffraction measurements performed using a NSE spectrometer. Although the $Q$ resolution of the instrument is relatively poor, $\approx 20\%$, the NSE spectrometer allows the separation of the coherent and incoherent contributions and investigation of a relatively wide $Q$ range, extending to $Q$ values as low as $0.1\,\text{Å}^{-1}$. The comparison between the hydrated and dry samples confirms, as expected, that a significant incoherent contribution is only present in the hydrated samples, originating from the hydrogens in the water. The coherent contribution originates mostly from the carbon matrix scattering and extends to $Q$ as high as $1\,\text{Å}^{-1}$, likely because of the presence of micropores whose small sizes induce scattering at $Q$ values larger than usually accessible on small angle scattering instruments. The results also indicate that the $Q$ dependence of the coherent scattering depends on the hydration of the sample, which can be rationalized in terms of the different contrast induced by the water molecules over different length scales depending on which pores (micropores or mesopores) are hydrated. In the OMCl samples most of the water is believed to hydrate the micropores, and hence the scattered intensity related to these structures changes whereas that related to the mesopores is affected less. This occurrence precludes the possibility to reliably subtract the contribution of the matrix using a measurement of the dry sample. For this reason, the analyzed spectra will contain scattering originating from both the
Fig. 2 Polarized diffraction measurements performed using the NSE spectrometer on the two investigated samples, in the dry and hydrated form.

Fig. 3 NSE data together with the fitting results according to eqn (4) where the stretching exponent value has been fixed.

incoherent scattering of the water molecules and the coherent scattering of the matrix; the latter is however expected to be static, as mentioned in Section 3.2.

Fig. 3 shows the intermediate scattering functions as obtained using the NSE spectrometer for the two samples at different temperatures. The unusual shape of the experimental data, which normally decay from 1 at short times to zero at longer times, is due to the non-negligible presence of both coherent and incoherent contributions. The data were analyzed using the following equation:

\[
\frac{I_{NSE}(Q,t)}{I_{NSE}(Q,0)} = \left\{ A(Q,T) + [1 - A(Q,T)] \exp \left[ -\frac{t}{\tau(Q,T)} \right] \right\}^{\beta(Q,T)}
\]

(4)

and (3) within the model described above:

\[
\frac{I_{NSE}(Q,t)}{I_{NSE}(Q,0)} = \frac{I_{coh}(Q,0)}{I_{inc}(Q,0)} - \frac{1}{3} \frac{I_{coh}(Q,0)}{I_{inc}(Q,0)} + \frac{1}{3} \frac{I_{inc}(Q,0)}{I_{inc}(Q,0)} \exp \left[ -\frac{t}{\tau(Q,T)} \right]^{\beta(Q)}
\]

(5)

A preliminary analysis of the data using eqn (4) (see the ESI† Fig. S3 and Table S1) yields a value of the stretching exponent, \( \beta \), independent of temperature within experimental uncertainties (\( \beta = 0.67 \pm 0.04 \) for OMC-1 and \( \beta = 0.58 \pm 0.04 \) for OMC-2, ESI† Fig. S4). Thus, the data were again analyzed by keeping \( \beta \) fixed to its average value. Eqn (4) can be derived from eqn (2)
Eqn (4) and (5) imply the following identities:

\[ A(Q, T) = \frac{I^\text{coh}(Q, 0)}{I^\text{inc}(Q, 0)} - \frac{1}{3} \frac{I^\text{imm}(T)}{3} \]  

\[ \text{(6)} \]

and

\[ I^\text{imm}(T) = 3 \left( \frac{I^\text{coh}(Q, 0)}{I^\text{inc}(Q, 0)} - A(Q, T) \left( \frac{I^\text{coh}(Q, 0)}{I^\text{inc}(Q, 0)} - \frac{1}{3} \right) \right) \]  

\[ \text{(7)} \]

From the polarized diffraction measurements, the ratio between the coherent and incoherent intensities can be determined. In particular, \( \frac{I^\text{coh}(Q = 0.7 \text{ Å}^{-1}, 0)}{I^\text{inc}(Q = 0.7 \text{ Å}^{-1}, 0)} = 0.473 \pm 0.009 \) for OMC-1 and \( \frac{I^\text{coh}(Q = 0.7 \text{ Å}^{-1}, 0)}{I^\text{inc}(Q = 0.7 \text{ Å}^{-1}, 0)} = 0.609 \pm 0.016 \) for OMC-2. Note that the ratio is temperature independent as the structure of the sample did not change. Thus, the temperature dependent immobile water fraction values, \( I^\text{imm}(T) \), could be determined using eqn (7) from the \( A(Q = 0.7 \text{ Å}^{-1}, T) \) fitting results from the NSE data. A similar analysis could be performed for the DCS data as follows. As mentioned above, the DCS data were analyzed in the time domain after Fourier transformation of the spectra and normalization by the data collected at 20 K, representing the instrumental energy resolution, \( R_s(t) \), multiplied by the sample static structure factor at \( T = 20 \text{ K} \):

\[ \frac{I^\text{DCS,exp}(Q, t)}{I^\text{DCS,exp}(Q, 0)} = \frac{I^\text{DCS}(Q, t) Res(Q, t)}{I^\text{DCS}(Q, 0) Res(Q, T)} = \frac{I^\text{DCS}(Q, t)}{I^\text{DCS}(Q, 0) \tau} \]  

\[ \text{(7a)} \]

It should be mentioned that the DCS data in the time domain are normalized to the total intensity of the resolution sample, \( I^\text{DCS}(Q, 0) \). Here, \( I^\text{DCS}(Q, t) = \int E^\text{DCS} S^\text{DCS}(Q, E) dE \) represents the total scattering intensity at a specific \( Q \) value. It is worth noticing that the NSE data are normalized by \( I^\text{NSE}(Q) \) which is obtained by a static measurement, i.e. no analysis of the energy of the scattered neutrons is performed; on the other hand, for DCS, the total scattered intensity is calculated by an integral in the experimental energy window. In summary, however, an equation similar to that used to analyze the NSE data can be adopted for the fitting of the DCS spectra (see the ESI† Fig. S5):

\[ \frac{I^\text{DCS}(Q, t)}{I^\text{DCS}(Q, 0) \tau} = \frac{I^\text{DCS}(Q, 0)}{I^\text{DCS}(Q, 0)} \times \left\{ p(Q, T) + [1 - p(Q, T)] \exp (-\frac{t}{\tau(Q, T)}) \right\} \]  

\[ \text{(8)} \]

Fig. 4 shows the DCS data for \( T = 290 \text{ K} \) at different \( Q \) values. In this case, as opposed to the NSE case, the data decrease with increasing \( t \) because the spectra are the sum of the coherent and incoherent contributions. It can be seen that \( \frac{I^\text{DCS}(Q, T)}{I^\text{DCS}(Q, 0)} \) is smaller than 1, which could be explained by the presence of fast dynamics outside the DCS energy window or to the loss of total spectral intensity due to atomic vibrations, i.e. the Debye-Waller factor. This latter phenomenon seems to be dominant, in fact the values of \( \frac{I^\text{DCS}(Q, 0)}{I^\text{DCS}(Q, 0) \tau} \) obtained from the fitting could be well analyzed using an expression for the Debye-Waller factor:

\[ I^\text{DCS}(Q, 0) = A_{\text{DW}}(T) \exp \left( -\frac{1}{3} (\langle u^2 \rangle) Q^2 \right) \]  

\[ \text{(9)} \]

where \( \langle u^2 \rangle \) represents the mean square displacement. The values obtained for \( \langle u^2 \rangle \), of the order of 0.2 Å², are in agreement with previous reports from the literature (ESI† Fig. S6). At 290 K, the long time plateau component, \( p(Q, T = 290 \text{ K}) \), was determined from the fitting of the data according to eqn (8). Its \( Q \) dependence has been modeled, purely phenomenologically, with a simple decay function (ESI† Fig. S7):

\[ p(Q, T = 290 \text{ K}) = p_0 \left( 1 - \frac{p_0}{p_1} \exp (-k_1 Q) + \frac{p_0}{p_1} \right) \]  

\[ \text{(10)} \]
Table 2 Parameters for the parametrization of $p(Q)$ as obtained from the fitting of the DCS data at 290 K

<table>
<thead>
<tr>
<th>OMC-1</th>
<th>$p^0_{\nu}$</th>
<th>$k_p$ (Å$^{-1}$)</th>
<th>$p^290_{\nu}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.95 ± 0.45</td>
<td>3.93 ± 0.64</td>
<td>0.49 ± 0.01</td>
<td></td>
</tr>
<tr>
<td>2.07 ± 0.31</td>
<td>4.10 ± 0.51</td>
<td>0.59 ± 0.01</td>
<td></td>
</tr>
</tbody>
</table>

where $k_p$ is temperature independent because the $Q$ decay originates from the coherent scattering of the matrix which does not change with $T$. The instrumental $Q$ resolution and experimental uncertainty do not warrant more insightful analysis than the phenomenological eqn (10). The obtained values for the parameters $p^0_{\nu}$, $k_p$, and $p^290_{\nu}$ are reported in Table 2 for both samples.

$p(Q,T)$ can be related to the immobile fraction of the hydrogen atoms and the coherent scattering contribution through the following equations:

$$\frac{I_{\text{DCS}}(Q,0)p(Q,T)}{I_{\text{DCS}}^0(T=20\text{ K})(Q,0)} = \frac{F^{\text{coh}}(Q,0) + F^{\text{inc}}(Q,0)H_{\text{imm}}^0(T)}{F^{\text{DCS}}_{T=20\text{ K}}(Q,0)}$$

$$= \frac{F^{\text{coh}}(Q,0) + F^{\text{inc}}(Q,0)F^{\text{coh}}(Q,0) + F^{\text{inc}}(Q,0)H_{\text{imm}}^0(T)}{F^{\text{DCS}}_{T=20\text{ K}}(Q,0)}$$

$$= \frac{F^{\text{DCS}}(Q,0)F^{\text{coh}}(Q,0) + F^{\text{inc}}(Q,0)}{F^{\text{DCS}}(Q,0)} \frac{F^{\text{coh}}(Q,0)}{F^{\text{inc}}(Q,0)} H_{\text{imm}}^0(T) + 1$$

which implies:

$$p(Q,T) = \frac{F^{\text{coh}}(Q,0) + F^{\text{inc}}(Q,0)}{F^{\text{DCS}}(Q,0)} \approx \frac{F^{\text{coh}}(Q,0)}{F^{\text{inc}}(Q,0)} + 1$$

(11)

Based on the assumption that the Debye–Waller factor is mostly responsible for the reduction of the total spectral intensity within the DCS energy window, the following approximation is valid:

$$\frac{F^{\text{coh}}(Q,0) + F^{\text{inc}}(Q,0)}{F^{\text{DCS}}(Q,0)} \approx 1$$

(12)

So that eqn (10) can be inverted to determine the immobile water fraction from the DCS results and the polarized diffraction measurements:

$$H_{\text{imm}}^0(T) \approx p(Q,T) \left[ \frac{F^{\text{coh}}(Q,0)}{F^{\text{inc}}(Q,0)} + 1 \right] \frac{F^{\text{coh}}(Q,0)}{F^{\text{inc}}(Q,0)}$$

(14)

Thus, combining the results from the polarized diffraction measurement for $F^{\text{inc}}(Q,0)$ with the parametric expression of $p(Q)$, the estimated values of $H_{\text{imm}}^0(T = 290 \text{ K})$ are obtained from eqn (14) and shown in Fig. 5. As expected, within experimental uncertainties the obtained values of $H_{\text{imm}}^0$ do not depend on $Q$, yielding an average value of $0.36 \pm 0.01$ for OMC-1 and $0.46 \pm 0.02$ for OMC-2, as shown in Fig. 5.

Fig. 5 (a and b) Immobile hydrogen fraction as obtained from the parametrized expression of $p(Q)$ and the polarized diffraction data using eqn (14). The data are consistent, within error bars, with a $Q$ independent value of $H_{\text{imm}}^0$, which is indicated by the dashed red lines, as obtained by the weighted average of the data points shown. (c and d) Temperature dependence of the immobile hydrogen fraction.

The temperature dependence of $H_{\text{imm}}^0(T)$ was determined combining the obtained from NSE with those from DCS, calculated using eqn (7) and (14), respectively. Panels (c) and (d) of Fig. 5 show an increase of $H_{\text{imm}}^0$ by about 40% with decreasing temperatures from 290 K to 190 K, within which the probed range can be described with a linear parametrization:

$$H_{\text{imm}}^0(T) = 0H_{\text{imm}}^0 + \text{slope}_H \cdot \text{imm} \times T$$

(15)

where the obtained parameters are reported in Table 3. The obtained results suggest a slightly larger immobile water fraction in OMC-2 though it is not outside the experimental uncertainty. The increase of $H_{\text{imm}}^0(T)$ with decreasing temperature is most likely due to the reduced thermal energy which does not allow the water molecules to escape the local landscape traps.

Interestingly, no discernible immobile fraction was present for water confined in MCM-41, especially at room temperature. Within hydrophilic substrates, the immobile water fraction is explained as water molecules adsorbed on the confined surfaces. In the hydrophobic OMC samples here, such an explanation seems counter intuitive. Therefore, this result seems to point to the relevance of the pore size, which is smaller in the OMC slit micropores than in MCM-41, to form a population of water molecules immobile on the nanosecond timescale. In the following sections of this paper, the results reported are

Table 3 Parameters for the parametrization of $H_{\text{imm}}^0(T)$ as obtained from the fitting of the NSE and DCS results. Notice that $\text{slope}_H$ is larger than 1 for OMC-1, which indicates that the linear parametrization cannot be extended below the temperature range probed.

<table>
<thead>
<tr>
<th>OMC-1</th>
<th>$0H_{\text{imm}}^0$</th>
<th>$\text{slope}_H$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.17 ± 0.08</td>
<td>0.0028 ± 0.0003</td>
<td></td>
</tr>
<tr>
<td>1.00 ± 0.06</td>
<td>0.0019 ± 0.0003</td>
<td></td>
</tr>
</tbody>
</table>
obtained by analyzing the data fixing the fraction of immobile water, as well as the derived parameter $p(Q, T)$ (for DCS and HFBS) and $A(Q = 0.7 \text{ Å}^{-1}, T)$ (for the NSE data), to the values obtained using eqn (15). $A(Q = 0.7 \text{ Å}^{-1}, T)$ was obtained using eqn (6) from the values of $I_{\text{imm}}^\text{HFBS}(T)$ and $I_{\text{imm}}^\text{DCS}(Q = 0.7 \text{ Å}^{-1}, 0)$. For HFBS and DCS, $p(Q, T)$ was obtained assuming that the $Q$ dependence of $p$ does not change with temperature so that:

$$p(Q, T) = \frac{p(Q, T = 290 \text{ K}) \times [I_{\text{imm}}^\text{HFBS}(T) - 1] + I_{\text{imm}}^\text{HFBS}(T = 290 \text{ K}) - I_{\text{imm}}^\text{HFBS}(T)}{I_{\text{imm}}^\text{HFBS}(T = 290 \text{ K}) - 1}$$  

(16)

We can now turn our focus to the timescale of the water dynamics as a function of the probed length scale, $Q$, and temperature.

In the fit of the DCS data, the stretching exponent does not show any $Q$ dependence (ESI† Fig. S8) and it has been fixed to its averaged $Q$ value in a second iteration of the analysis.

The analysis of the HFBS data was carried out in the energy domain using as a fitting function the Fourier transform of the expression reported in eqn (7):

$$I(Q, E) = I_0(Q, E)p(Q, T)\text{Res}(Q, E) + (1 - p(Q, T))\text{FT}$$

$$\left\{ \exp\left[ -\left( \frac{t}{\tau(Q, T)}\right)^b \right] \right\} \otimes \text{Res}(Q, E) + \text{BKG}(Q)$$

(17)

where $\text{Res}(Q, E)$ is the experimentally determined instrumental energy resolution function and $\text{BKG}(Q)$ is a background which also takes into account fast dynamical processes outside the HFBS energy window.

Initially the data were analyzed allowing the value of $\beta$ to vary as a function of $Q$ and $T$. However, as shown in the ESI† within experimental uncertainties, $\beta$ does not vary with $Q$ and was later fixed to its average value (ESI† Fig. S8). The obtained values fluctuate between $\approx 0.5$ and $\approx 0.7$. Typical fits are shown in Fig. 6. It should be kept in mind that the value of $\beta$ is strongly coupled with $\tau$ and the instrumental resolution, so that the real uncertainty is larger than the error bar determined from the fit. Previous studies on confined water have often indicated that the value of the stretching exponent can be considered $Q$ and $T$ independent. In the past a value of $\beta = 0.5$ has been successfully employed. The current data yield $Q$ averaged values of beta, $\langle \beta \rangle_Q$, generally larger than 0.6 with no clear temperature dependence (ESI† Fig. S8 and S9). This finding indicates that the dynamics of the mobile water molecules in OMC-1 and OMC-2 is slightly more homogeneous or Debye-like than in other hydrophilic confining mediums. This result has to be qualified considering that a significant fraction of the hydrating water molecules, the immobile water fraction, was not sampled here. The results reported in the following refer to the analysis of the data using $\langle \beta \rangle_Q$ for the analysis. As the relaxation time depends on the values of the stretching exponent, to quantify the water mobility for different stretching exponents, an average relaxation time can be calculated:

$$\langle \tau \rangle = \int_0^\infty \exp\left[ -\left( \frac{\tau}{\langle \tau \rangle}\right)^b \right] = \frac{\tau}{b} f\left( \frac{1}{b} \right)$$

(18)

The obtained results for $\langle \tau \rangle$ are shown in Fig. 7. Several models have been proposed and applied for the $Q$ dependence of the QENS spectra from water. For a heterogeneous diffusion process, in which all the scatterers exhibit a diffusive motion with a distribution of diffusion coefficients, a stretched exponential decay of the ISF would be observed, as mentioned above, and the relaxation time would scale with the square of $Q$, i.e. $\tau \sim Q^{-2}$, as for a simple diffusion process. In bulk water, the $Q$ dependence of the inverse of the characteristic relaxation time is analyzed in terms of a random jump diffusion model which yields a $Q^{-2}$ dependence (diffusive behavior) at low $Q$ and a $Q$-independent behavior (localized motion) at high $Q$. Some studies have analyzed the QENS spectra from water in nanoconfinement according to the Volino and Dianoux model; such a theory predicts a $Q$-independent behavior of the inverse of the characteristic relaxation time at $Q$ values smaller than the inverse of the pore sizes and a $Q^2$ dependence at higher $Q$. For supercooled water, the hydrogen
bonding caging effects introduce stretching in the relaxation behavior of the water molecules and according to the Relaxing Cage Model (RCM) the average relaxation time is fitted to a power law:

\[
\langle \tau \rangle = A \gamma Q^\beta
\]  

(19)

This expression reduces to the heterogeneous diffusion expression when \( \gamma = 2/\beta \). However, for supercooled bulk water, it is assumed that in the hydrodynamics limit, \( \beta \rightarrow 1 \) and \( \gamma \rightarrow 2 \); this limit is however not attainable in QENS measurements. Eqn (19) and the RCM have been successfully applied to analyze data from water confined within different nanoscopic pores and on the surface of various hydrated biological and inorganic materials. In these cases, of course, both heterogeneities in the microstructure and intrinsically non-Debye relaxation behavior can result in QENS spectra with non-Lorentzian line shapes.

In the present work, the obtained \( \langle \tau \rangle \) was analyzed according to the RCM, using eqn (19), as no clear plateauing of the data can be consistently discerned at low or high \( Q \), as shown in Fig. 7. Fig. 8 shows the temperature dependence of the parameters of eqn (19). Panels (a) and (c) of Fig. 8 show that the results for \( A_\gamma \) from HFBS and DCS are not in agreement within the experimental error bars, especially in the case of the OMC-1 sample. This occurrence is not unusual and can ultimately be traced back to an imperfect modeling of the data, which is necessarily a simplification, resulting in these types of inconsistencies when instruments with different experimental resolutions and dynamic windows are employed in conjunction. These problems notwithstanding, the obtained agreement is sufficient to estimate the time scale of water dynamics and its temperature dependence. The \( Q \) dependence of \( \tau \), shown in panels (c) and (d) of Fig. 8, provides information regarding the geometry of the motion. In the investigated \( Q \) range, the product \( \beta \gamma \) takes values smaller than 0 and larger than –2. This finding indicates that for the length scale of relevance here, from

\[
\frac{2\pi}{0.425} \approx 16 \, \text{Å} \quad \text{to} \quad \frac{2\pi}{1.025} \approx 6 \, \text{Å}
\]

the dynamics is not localized as this would imply a \( Q \) independent \( \langle \tau \rangle \).

At the same time, within a certain approximation, a heterogeneous diffusion scenario seems to apply. Within this picture, the non-exponentiality of the observed ISF is ought to be a distribution of diffusive processes, likely connected to a distribution of microscopic environment; \( \beta \gamma \) would be expected to take values close to \( -1 \), for \( \beta \approx 0.5 \), as observed here. The homogeneous scenario assumes instead that the dynamics of all the probed scatterers is the same and non-exponential in character, which would result in \( \beta \gamma \) values of \( \approx -2 \). The heterogeneous scenario was found to apply for water confined in hydrophilic and partially hydrophobic mesoporous silica matrices, MCM-41. In this context, the above mentioned larger values of \( \langle \beta \rangle \) obtained here with respect to the stretching exponent values reported for water in hydrophilic nanoco confinement indicate a narrower distribution of diffusivities and in turn a more homogenous microscopic landscape experienced by the water molecules. In this regard, therefore, the dynamics of water confined in the hydrophobic OMC matrices is similar to that observed in hydrophilic nanopores. It is worth noticing that as temperature is lowered the values of \( \beta \gamma \) tend to increase, signalling a slight tendency to more localized dynamics. This trend was also observed in hydrophilic nanopores but in a much more pronounced manner with a sharp reduction in the absolute values of \( \beta \gamma \) below 230 K. Fig. 9 shows an Arrhenius plot of the temperature dependence on the relaxation time at \( Q \approx 0.7 \, \text{Å}^{-1} \) for simplicity. Almost no difference can be discerned between the behaviour of water in OMC-1 and OMC-2. This could be understood considering that in both cases water is believed to be confined in the micropores of the samples, which had similar sizes. These results would confirm that the characteristic of the mesopores in the samples is not relevant and only a negligible amount, if any, of water is confined in these larger pores. Fig. 9 also shows the comparison between our results and those of bulk water as well as those for water confined in other nanoscopic matrices, both hydrophilic and
hydrophobic. Around room temperature, the dynamics in the micropores of the OMC matrices is slower than that of bulk water. As the temperature is lowered we observe only a slight tendency of non-Arrhenius behavior. This is qualitatively different from what has been observed in bulk water and in hydrophilic confinement where the Vogel–Fulcher–Tammann law was used to describe the slowing down of the dynamics. Below 250 K (where there are no available data for bulk water), the characteristic relaxation times lie in between those measured in hydrophilic, MCM-41, or partially hydrophobic, MCM-41-SM, confinement and in Single Wall NanoTube (SWNT) and Double Wall NanoTube (DWNT). No evidence of a fragile-to-strong (FTS) crossover, which has been observed in the partially hydrophobic MCM as well as in the OMC. These occurrences are explained by a lack of an extensive tetrahedral hydrogen bond network in the system.

5. Conclusion

Two hydrophobic OMC matrices were used in this study to investigate the dynamics of water in extreme hydrophobic confinement. Models developed to describe the dynamics of water in hydrophilic nanoporous confinement are able to describe the dynamics observed here as well. A significant fraction of water (≈40%), immobile on the investigated time scales was observed, which slowly increases with reducing temperature. The mobile fraction of water has heterogeneous diffusive dynamics ought to be the distribution of the microscopic environments experienced. As the temperature was lowered, the time scale of motion was faster than that observed in hydrophilic and partially hydrophobic confinement, with only a slight non-Arrhenius behavior; these findings, together with the absence of a FTS crossover, indicate that the hydrogen bond network of water is not developed in the hydrophobic confinement. However this occurrence due to the size (the micropores of ≈8 Å) or the hydrophobic nature of the confining wall could not be ascertained. Finally, the two samples investigated, differing only in the pore size distribution and the presence or absence of nanopores, only show a minor difference in the fraction of immobile water. This finding suggests, in agreement with previous reports, that in these OMCs the hydration water is confined mainly within the micropores. A better understanding of the water dynamical properties in OMCs at the nanoscale is a necessary component for a rational design of future applications of these systems in electrochemistry, catalysis, and purification systems.

Note

Throughout the paper uncertainties and error bars represent one standard deviation.
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1 In panel (b), the data taken on NSE at the two lowest temperature should be taken with some scrutiny as the observed relaxation time is much longer than the probed time window. The data have been included though considering that with the other fitting parameters having been fixed the error bars would provide a reliable confidence range.


