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Abstract
Colloidal systems with both a short-range attraction and long-
range repulsion (SALR) have rich phases compared with the
traditional hard sphere systems or sticky hard sphere systems.
The competition between the short-range attraction and long-
range repulsion results in the frustrated phase separation,
which leads to the formation of intermediate range order (IRO)
structures and introduces new phases to both equilibrium and
nonequilibrium phase diagrams, such as clustered fluid, clus-
ter percolated fluid, Wigner glass, and cluster glass. One
hallmark feature of many SALR systems is the appearance of
the IRO peak in the interparticle structure factor, which is
associated with different types of IRO structures. The rela-
tionship between the IRO peak and the clustered fluid state
has been careful investigated. Not surprisingly, the morphology
of clusters in solutions can be affected and controlled by the
SALR potential. And the effect of the SALR potential on the
dynamic properties is also reviewed here. Even though much
progress has been made in understanding SALR systems,
many future works are still needed to have quantitative com-
parisons between experiments and simulations/theories and
understand the differences from different experimental sys-
tems. Owing to the large parameter space available for SALR
systems, many exciting features of SALR systems are not fully
explored yet. Because proteins in low-salinity solutions have
SALR interactions, the understanding of SALR systems can
greatly help understand protein behavior in concentrated so-
lutions or crowded conditions.
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Introduction
Colloids are commonly encountered in many materials
of our daily life. They can exist in a wide range of shapes
and compositions, such as micelles, quantum dots,
proteins, star polymers, synthetic nanoparticles, and

active colloids. Studying the structure and dynamics of
colloidal systems is essential to understand, control, and
predict the macroscopic properties of these materials
[1e4]. Model colloidal systems have been serving as
important testbeds to prove theories and demonstrate
the underlining physics mechanisms of many interesting
phenomena in complicated systems [3,5e7].
Commonly studied model systems are usually spherical
particles with isotropic interactions. Even though this is,
to some extent, an oversimplification of most real sys-
tems, information obtained from these model systems

has been shown to be tremendously useful for us to
understand complex interactions between many soft-
matter materials [1,8e10]. Spherical systems with hard
sphere (HS) interactions are arguably the most well-
studied class of colloidal systems [5]. And HS systems
with a short-range attraction, or sticky HS (SHS) sys-
tems, have also been extensively studied in the past
several decades [2,4,6]. More recently, the colloidal
science community has seen the increased interests in
studying HS systems with both a short-range attraction
and long-range repulsion (SALR) [10e17].

SALR interaction is not something new to the colloidal
science community. Many charged colloidal particles
have been demonstrated to have SALR interactions. At
certain conditions, the well-known Derjaguine
LandaueVerweyeOverbeek potential is one type of
SALR interactions [8]. For many proteins in low-salinity
solutions, it has been long recognized that there should
be both a short-range attraction and long-range repul-
sion between them [18e21]. Because the attraction
favors the formation of aggregates that can eventually

lead to the phase separation of a system, it has been a
widely used practice by introducing charge repulsions to
stabilize a colloidal system [8]. The revived interests in
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the past decade for colloidal systems with SALR in-
teractions have been triggered by understanding the
structures and dynamics of SALR systems in solutions
when the range of the repulsion is relatively long.
Especially, there have been strong interests in the
cluster formation in the liquid states and their conse-
quence to the macroscopic properties of the solutions
[12,13,16,17,22e24]. It is important to point out that

protein cluster formation has been found also important
to control the viscosity of many therapeutic proteins
[1,25e28]. Hence, there is a strong interest from the
industry to understand the reversible self-association, or
clusters, in concentrated proteins solutions [25,28].
Even though many therapeutic proteins, such as
monoclonal antibodies, have irregular shapes with
anisotropic potentials, the properties of some protein
solutions can be qualitatively explained by a SALR
interaction [25,29]. Also, by controlling the parameters
of the SALR interaction, particles in solutions can self-

assemble into interesting structures, which can poten-
tially lead to a new way to synthesize materials [30,31].
And the competitive nature of the short-range attraction
and long-range repulsion also has profound impact on
the gelation and glass transitions of SALR systems
compared with the widely studied SHS systems [14e
17,32,33].

A typical SALR interaction potential, V ðrÞ, can be
expressed as

bV ðrÞ ¼ bVSAðrÞ þ bA
e�Zðr�1Þ

r

where b ¼ 1
kBT

and kB is the Boltzmann constant and T is

the absolute temperature. r is the center-to-center dis-

tance between two particles normalized by the particle

diameter, s. V ðrÞ is an effective potential based on the

mean field concept by including the effects of all solvent

molecules, such as counterions, coions, and any other small

solvent molecules added to the solution. VSAðrÞ represents
a short-range attraction. And the second term is a Yukawa

function that has been commonly used in many works to

represent the long-range repulsion. This is not surprising as

in most experimental SALR systems, the long-range

repulsion is due to the screened Coulombic repulsion.

Thus, A is the strength of the repulsion that always has a

positive value. And 1=Z can be considered the range of the

repulsion normalized by s. Unlike the function form of the

long-range repulsion, VSAðrÞ has many different forms in

literature. The commonly used functions for VSAðrÞ in-
cludes Yukawa function, Lennard-Jones potential, and

square well [12,15,34e36]. The physical origins of the

short-range attraction can be different for different exper-

imental systems, such as due to depletion attraction

[6,16,17,37], bridging attraction [38,39], counterion-

mediated attraction [40], or hydrophobicehydrophilic
surfaces [41]. The equilibrium solution structure and

phase diagrams are expected to be similar as long as the

effective interaction is identical [13,42,43]. However, the
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nonequilibrium phase diagrams and dynamics of systems

can be different for systems with identical effective in-

teractions but with different physics origins [39,44].

Because there are two control parameters (range and
strength) for either attraction or repulsion, there are at
least total four control parameters for a system with an

SALR interaction. Based on the potential parameters
that have been explored in literature, most SALR sys-
tems studied recently can be approximately categorized
into three different types of SALR systems. For the type
I, the range of VSAðrÞ is less than 20% of the particle
diameter, and the range of repulsion is only a fraction of
the particle diameters. Hence, Z is usually larger than 1.
For the type II, the range of VSAðrÞ is still less than 20%
of the particle diameter, but the range of repulsion is
comparable or larger than the particle diameter. Hence,
Z is usually less than 1. For the type III, the range of

VSAðrÞ is significantly larger than 20% of the particle
diameter but still smaller than the range of the repul-
sion. Table 1 shows the potential parameters of a
selected list of SALR systems. The difference of pa-
rameters used in different types of SALR systems has
strong impacts on the structures and dynamics of SALR
systems. The type-I systems are most commonly
encountered in experimental SALR systems
[12,14,16,45]. Computer simulation and theoretical
works cover the cases for both the type-I and type-II
systems [13,15,23,36]. There are relatively small

number of works on the type-III systems [46,47]. Note
that the aforementioned classification is only an
empirical approach based on the parameters used in
different studies.

In this article, we would like to review the recent
progress of studying SALR systems by focusing on the
phase diagrams, structures, and dynamics. The physical
origins of effective interactions of different experi-
mental systems may be mentioned but will not be
discussed in this article due to limited space. We will

mainly focus on the progress for the type-I and type-II
SALR systems but will also briefly discuss the type-III
systems. There may be other types of SALR systems
that do not belong to the three types of systems
mentioned here and will not be discussed in this article.
Even though we tried to include many relevant works,
we are certainly biased by our own research experience
and thus may have unintentionally omitted some
important works. In addition, the limited space here
does not allow us to have an exhaustive review of all
works.

Phase diagrams of SALR systems
For systems without long-range repulsions, attractions
can drive the phase separation. When introducing an
additional long-range repulsion, the phase separation
can be suppressed, resulting in a frustrated phase
separation or microphase separation [13,15,23,
www.sciencedirect.com
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Table 1

The parameters of the SALR interactions are listed for a selected list of references, in which the potential parameters are given or can be
estimated.

Method Ref Year First author Range of SA Z Type Diameter Particles

Experiment [16] 2005 Campbell 0.13 1.55 Ia 1.55 um PMMA
Experiment [35] 2007 Cardinaux z0.036 1 to 3.4 I ~3.4 nm Lysozyme
Experiment [48] 2008 Shukla <0.1 1.1 to 3.3 I ~3.4 nm Lysozyme
Experiment [17] 2010 Klix 0.19 z1 I and IIa 1.95 um PMMA
Experiment [12] 2011 Liu 0.1 2 to 4 I ~3.4 nm Lysozyme
Experiment [45] 2012 Zhang 0.028 0.56 IIa 0.892 um PMMA
Experiment [14] 2015 Godfrin 0.1 1.2 to 4.4 I ~3.4 nm Lysozyme
Simulation [15] 2004 Sciortino 0.03 0.5 II
Simulation [49] 2008 Toledano 0.03 0.5 II
Simulation [36] 2013 Valadez 0.01 1.6 I
Simulation [13] 2015 Godfrin <0.2 0.5, 2b I and II
Simulation [23] 2015 Jadrich z0.03 0.5 II
Simulation [50] 2016 Bollinger z0.1 0.25–1.4 I and II
Simulation [51] 2016 Ioannidou z0.2 2 I and II
Simulation [52] 2018 Das <0.05 0.56 II
Theory [53] 2004 Mossa 0.03 0.5, 0.8, 2 I and II
Theory [54] 2004 Wu 0.1 0.5 II
Theory [46] 2007 Archer 1 0.5 III
Theory [55] 2008 Archer 1 0.5 III
Theory [56] 2015 Riest 0.1 0.5 II

SALR, short-range attraction and long-range repulsion; PMMA, Poly(methyl methacrylate).
This is not a complete list of all references in this article. Based on the range of the SA and the range of repulsion ð1=Z Þ, these works are empirically classified
into three types of SALR systems. The details are given in the main text. The particle materials together with their diameters are also listed for experimental
articles.
a The interaction potential for most PMMA systems is estimated at relatively low concentrations. The potential parameters may change at higher
concentrations.
b In this article, most discussions have been focused on Z ¼ 0:5.
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47,50,57]. This frustrated phase separation results in
an intermediate range order (IRO) that will be
discussed in detail later in this article [12,13]. For HS
systems or charge repulsion systems, particles tend to
disperse relatively uniformly at a long-range length
scale. For SHS systems, the attraction drives the par-
ticle aggregation to form heterogeneous density dis-
tribution at the large length scale that form fractal

clusters spanning through the whole system [4]. SALR
systems have the features of both HS and SHS sys-
tems. At the length scale smaller than that of the IRO,
the attraction drives the formation of heterogeneous
density distribution [14,32]. But the repulsion can
stop the growth of the heterogeneous clusters and
result in a relatively uniform density distribution at a
long-range scale that is similar to HS or charged HS
systems. Here, we discuss the phase diagrams before
discussing the structures and dynamics at different
phase regions.

Equilibrium phase diagrams
An SALR system has a very rich phase diagram. Its

equilibrium phase diagram for type-I and type-II SALR
systems is mostly studied by computer simulations and
lysozyme samples in low-salinity solutions. There are
www.sciencedirect.com
only a few works on the type-III SALR systems by
theories and computer simulations. Thus, we focus on
the type-I and type-II systems but briefly discuss the
type-III systems at the end of this section.

The phase diagram of an SALR system is intrinsically
linked to the phase diagram of systems with only a short-
range attraction. Based on the extended law of corre-

sponding state proposed by Noro and Frenkel, if the
range of the attraction is small enough, the equilibrium
phase diagram of all systems with a short-range attrac-
tion can be converted to a master phase diagram if the
effective temperature is expressed with the corre-
sponding Baxter’s sticky parameter (or normalized
second virial coefficient) [43]. Thus, we start with the
classical phase diagram of SHS systems, whose sche-
matic phase diagram is shown in Figure 1(a). At low
concentration below the percolation transition, the
cluster distribution has a continuous decay without any
peak (no clusters with an optimal size). Such a system is

defined as the dispersed fluid state [13]. Increasing the
concentration causes the formation of percolated clus-
ters to enter the random percolated state [13]. When
cooling the temperature, a system enters the two-phase
region.
Current Opinion in Colloid & Interface Science 2019, 39:123–136
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Figure 1

Schematic phase diagrams of (a) systems with a short-range attraction,
(b) systems with a type-II SALR interaction, and (c) systems with a type-I
SALR interaction. High temperature means a weak attraction. And low
temperature means a strong attraction. SALR, short-range attraction and
long-range repulsion.
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When introducing a long-range repulsion to a system
with a short-range attraction, computer simulations
show that the cluster size distribution of an SALR
system can show a local peak [13,23,49,58]. This in-
dicates there is a formation of clusters with an optimal
size that is unique to some SALR systems. Godfrin et al.
defined a clustered fluid state if there is a cluster for-
mation with an optimal size. By studying many type-II
and a couple of type-I SALR systems, Godfin et al. [13]

found that in the one-phase region without any macro-
scopic phase separation, there can be four different
liquid states: dispersed fluid state, clustered fluid state,
random percolated state, and cluster percolated state.
The schematic picture is shown in Figure 1(b). Note
that the existence of the long-range repulsion shifts the
percolation line [36]. Interestingly, for the systems they
examined, the boundary between the dispersed fluid
and clustered fluid states approximately coincides with
Current Opinion in Colloid & Interface Science 2019, 39:123–136
the binodal transition line of the reference attractive
system shown in Figure 1(a). The reference attractive
system is defined as the system with the interaction
containing only the attractive portion of the total SALR
interaction, which is discussed in detail in Ref. [13]. And
the boundary between the random percolated and
cluster percolated states can be also approximated with
the same binodal line of its reference attractive system.

Thus, the details of the shape and range of the attrac-
tion do not alter the state diagram in Figure 1(b).
Hence, a generalized state diagram is proposed to
generalize the extended law of corresponding state for
systems with a short-range attraction to SALR systems.
With the generalized phase diagram proposed by
Godfrin et al., the calculation of the transition boundary
for an SALR system between the dispersed fluid state
and clustered fluid state becomes simple as we only
need to estimate the Baxter’s sticky parameter using
only the attractive portion of an SALR interaction. The

same is true to calculate the boundary between a
random percolated state and the cluster percolated
state.

Except a few cases with the type-I potential parameters,
the SALR systems discussed by Godfrin et al. in
Ref. [13] are mostly type-II SALR systems where the
range of repulsion is comparable to the size of a particle.
They briefly discussed that if the range of repulsion
becomes smaller, the clustered fluid state may disap-
pear, that is, the repulsion range may not long range

enough to maintain clusters with a regular size. There
has been no systematic study of the state diagram yet for
a wide range of the type-I SALR systems. All four liquid
states shown in Figure 1(b) are in the one-phase region.
But as shown in Figure 1(c), when the range of the
repulsion becomes smaller and smaller, it is reasonable
to speculate that there should be a two-phase region of
the SALR system as shown in Figure 1(c). This two-
phase region should be at lower temperature than that
of the binodal line of the reference attractive system. It
is expected that the dispersed fluid state and random
percolated state boundary above the binodal line of the

reference attractive system should be qualitatively
similar, even though the structures of liquid states may
be different. And the clustered fluid state region and
cluster percolated state region should become narrower
and eventually may disappear. It is, thus, very inter-
esting to study the structures and dynamics for the
systems sandwiched by these two binodal lines: one is
the binodal line of the reference attractive system and
another one is the binodal line of the SALR system.
When the range of the repulsion becomes infinitesimally
small, the two-phase region should coincide with that of

the reference attractive system. Certainly, more future
works are needed to systematically study the phase di-
agram of the type-I SALR system. In addition, varying
the potential parameters continuously can shift the
phase diagram from Figure 1(b) to Figure 1(c). It would
www.sciencedirect.com
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be interesting to evaluate the potential parameters at
the transition boundary of the phase diagram change,
which may or may not coincide with the empirical
definition used here to classify different types of SALR
colloidal systems.

Experimentally, using lysozyme samples at low-salinity
solutions, the state diagram of lysozymes is studied

systematically at a wide range of concentrations and
temperatures [32]. Based on the interaction potential
obtained from the experiments, these lysozyme samples
are almost all type-I SALR systems. They are either in
the dispersed fluid state or in the random percolated
state [32]. Thus, even though there are clusters formed
in concentrated lysozyme solutions, there is no optimal
cluster size as there is no peak in their cluster size
distribution. The temperature dependence of the
structure and dynamics are quite different for a sample
in the dispersed fluid region or in random percolated

region [14,32].

When the range of the attraction becomes much longer
than 20% of particle diameter, systems become type-III
SALR systems [46,55,59,60]. Archer et al. [46,47,55]
studied a type-III SALR system and discovered
different liquidevapor transitions: one is transition from
the vapor to a liquid of spherical clusters and another
one is the transition to liquids with spherical voids. The
equilibrium phase diagram has been also determined.
However, there are no experimental systems yet to

verify the theoretical predictions in bulk solutions.

Nonequilibrium phase diagrams
Nonequilibrium phase diagrams, for example, gelation
and glass transitions, of SALR systems have also been
studied. Wu et al. [54] applied the mode coupling
theory (MCT) by using the analytical structure factor of
two Yukawa potential as inputs to predict the kinetic
phase diagram of a type-II SALR system [34]. To

address the issue of the large heterogeneity density
distribution in SALR systems, cluster MCT approach
has been proposed to understand the gelation transition
[61]. Using the computer simulation for a type-II SALR
system, Sciortino et al. [15] proposed that gelation
transitions at low concentrations can be introduced by a
glass transition driven by the repulsive interaction be-
tween clusters. Even though these theoretical works are
useful qualitatively, most experimental systems are still
type-I SALR systems. Hence, it is difficult to have a
direct quantitative comparison between simulations/

theories and experimental results similar to what have
been achieved in HS or SHS systems.

Campbell et al. [16] studied the gelation transitions in
charged PMMA particles in cycloheptyl bromide and
cis-decalin (type-I SALR system). The short-range
attraction is the depletion attraction introduced by
adding polystyrene polymers. The attraction range and
www.sciencedirect.com
strength can be controlled by the size and concentration
of polystyrene polymers. Cluster formation is observed
at low particle concentrations. By increasing the con-
centrations, clusters can percolate to form gels. Gelation
transitions happen at the volume fraction f, larger than
0.1 [16].

Klix et al. studied the kinetic phase diagram of charged

PMMA particles with the depletion attraction too [17].
The repulsion range estimated at low concentrations is
about the size of the particle diameter. Therefore, at low
concentrations, this system is at the border line of the
type-I and type-II SALR systems. The interaction po-
tential parameters at higher concentrations were not
discussed in the article. But it is possible that when the
concentration increases, it is likely that this system
becomes mostly the type-I SALR system. Figure 2(a)
shows the phase diagram of their samples. They have
observedWigner glassy state, cluster glassy state, and gel

state. The gel state is a structural arrested state. It is
still not clear if Wigner glassy and cluster glassy states
are true nonergodic states as they could not measure the
mean square displacements long enough to observe a
plateau. Note that the volume fraction of the gel state is
also larger than 0.1 similar to that is observed by
Campbell et al. [16] It is interesting to note that the
percolation transition also happens between 0.1 and 0.15
volume fraction for many SALR systems when the
attraction is very strong [36]. Therefore, the gelation
transition for these experimental systems is likely driven

by the percolation [17]. Thus, the physics mechanisms
of the gelation transition in these SALR systems are
intrinsically different from those SHS systems with the
depletion attraction [62] but qualitatively agree with
that of other SHS systems with different types of at-
tractions [39,44], such as systems with bridging attrac-
tions [39].

Lysozyme samples in low-salinity solutions (type-I
SALR systems) have also been studied in a wide range of
concentration [14,32]. The true structural arrested
transition has not been experimentally observed in low-

salinity lysozyme samples. As shown in Figure 2(b), at
relative dilute conditions, all lysozyme samples (sym-
bols) are in the dispersed fluid states [32]. By increasing
the concentration, they enter the random percolated
state. But the mean square displacements of samples are
still very large indicating mobile particles. By further
increasing the concentrations, the normalized mean
square displacement of lysozymes becomes comparable
to that of glassy states observed by Klix et al. [14,17,32].
Therefore, these lysozyme samples are proposed to be in
a locally glassy state. Figure 2(b) shows that the locally

glassy state is deep inside the random percolated state.
Note that for all samples studied in Refs. [14, 32], they
all show Newtonian behavior as a function of shear rate
even for the samples in locally glassy states. The shear
thinning region happens only at the shear rate above
Current Opinion in Colloid & Interface Science 2019, 39:123–136

www.sciencedirect.com/science/journal/13590294


Figure 2

Phase diagram of (a) glass and gelation transitions of a PMMA particle with both an SALR interaction; (Reprinted with permission from Ref. [17] Copyright
(2010) by the American Physical Society. https://doi.org/10.1103/PhysRevLett.104.165702.) and (b) lysozyme samples at low-salty solutions [32].
(Reproduced by permission of The Royal Society of Chemistry).
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about 104 s�1 [63]. These locally glass states are driven
by the formation of the IRO in lysozyme samples [14].

Even though an experimental structural arrest transition
is not directly observed in lysozyme samples, the gel
state is estimated by fitting the viscosity data with a

power-law dependence [32]. The volume fraction at
which the diffusion coefficients reach zero is deter-
mined, which is identified as a glass transition line. Both
the estimated gelation transition and glass transition
lines are shown in Figure 2(b). Hence, by increasing the
lysozyme concentration, it can sequentially experience
the following states: dispersed fluid state, random
percolated state, locally glassy state, gel state, and glass
state [32]. It is noted that the gelation transition line
was also estimated in a lysozyme sample with HEPES
(4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid) buffer at
pH = 7.8 [64]. And its gelation transition volume frac-
tion at room temperature is smaller than that shown in
Figure 2(b), which may be due to different potentials
caused by the different buffer conditions used to pre-
pare samples.

It is noted that the cluster glassy and Wigner glassy
states for PMMA systems are observed at the volume
fractions much smaller than the percolation transition.
And the gelation transition for PMMA particles happens
around 0.1 volume fraction very close to the percolation

transition [17]. However, for lysozyme samples at low-
salinity conditions, no glassy or gel states are observed
before and around the percolation transitions. Even the
locally glassy states are deep inside the random
Current Opinion in Colloid & Interface Science 2019, 39:123–136
percolated regions. It is still not clear what cause these
two types of experimental systems to behave differently.
Certainly, the potential parameters are different in these
two experimental systems. And the mechanisms of the
attraction for PMMA particle solutions are different
from that between lysozyme proteins. And the diameter

of a lysozyme is about 3.4 nm that is about 500 times
smaller than some PMMA particles [12]. The large size
difference between these two experimental systems can
play a role too. Future works are needed to illustrate the
relationship between systems with dramatically
different particle sizes.
Structure properties of SALR systems
The competition of the short-range attraction and long-
range repulsion introduces an additional ordering at the
length scale much larger than the particle diameter.
This intermediate range order (IRO can be readily
observed in both experimental and simulation results by

obtaining the interparticle structure factor.

IRO in SALR systems
The IRO is always associated with the appearance of a
special peak in the interparticle structure factor, SðQÞ,
whose peak position is much smaller than the position of
the first diffraction peak between monomers. Here, Q is
the scattering wave vector. This low-Q peak, which is
termed as an IRO peak, is the hallmark feature of many
SALR systems [11,12,15,34,58]. It was initially attrib-
uted to the correlation between clusters with an optimal
size in solutions by studying concentrated lysozyme
www.sciencedirect.com
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solutions [11]. However, it was later found the rela-
tionship between this low-Q peak and the particle
structure is much more complicated [22,48,66]. By
combining the diffusions measured by the neutron spin
echo (NSE) and interparticle structure factor, SðQÞ,
measured by small angle neutron scattering, Liu et al.
conclusively demonstrated that this low-Q peak is not
necessarily related with the clusters with optimal sizes

in solutions and should be more appropriately termed as
an IRO peak [12].

Figure 3(a) shows one typical example of IRO peaks
calculated with the integral equation theory for a type-I
SALR system [12]. A schematic SALR interaction is
shown in Figure 3(b). Figure 3(c)e(f) shows the images
of a few systems with IRO structures. Figure 3(c) is the
reconstructed experimental image of PMMA particles in
an organic solvent (type-I SALR system) [16].
Figure 3(d) is the snapshot of type-II SALR systems

using computer simulations [13]. Figure 3(e) is the
snapshot of a type-III SALR system at fairly high par-
ticle concentrations [47]. And Figure 3(f) is the simu-
lation picture of quantum dots at airewater interface
driven by a SALR interaction [65]. There are many
other experimental systems with IRO structures
Figure 3

Typical IRO peak and structures of SALR systems are shown here. (a) Calcu
Reprinted with permission from Ref. [10]. Copyright (2011) American Chemica
experimental image of the particle arrangement in a gel phase (type-I SALR s
American Physical Society. https://doi.org/10.1103/PhysRevLett.94.208301. (d
system) [13]; (Reproduced by permission of The Royal Society of Chemistry). (
permission from Ref. [47]. Copyright (2007) by the American Physical Society
image of an SALR system at the air–water interface. (Reprinted with permissio
doi.org/10.1103/PhysRevE.59.R6255.) SALR, short-range attraction and long

www.sciencedirect.com
[12,31,51,67,68]. Note that the prominence of the IRO
peak depends on the attraction strength and range of
the attraction and repulsion. When the attraction be-
comes weaker and weaker, the height of the IRO peak
becomes smaller and smaller. And eventually, SðQÞ be-
comes similar to that of systems with pure repulsive
interactions.

Experimentally, it has been shown that the position of
the IRO peak in some lysozyme protein solutions is
independent of protein concentrations [11,69]. Based
on the calculation of the integral equation theory, it has
been demonstrated that if the interaction potential
parameters are not changed, the position of the IRO
peak can remain the same for a very wide range of par-
ticle concentration [12,34]. This can be seen also for the
SðQÞ shown in Figure 3(a).

Relationship between the IRO peak and the cluster
formation
Because the appearance of the IRO peak can be asso-
ciated with many different types of structures, many

efforts have been devoted to understanding the rela-
tionship between the IRO peak and the cluster forma-
tion at low particle concentrations. However, as pointed
lated SðQÞ of an SALR interaction using the integral equation theory;
l Society. (b) A schematic plot of an SALR interaction; (c) the reconstructed
ystem); Reprinted with permission from Ref. [16] Copyright (2005) by the
) A snapshot of the particles by a computer simulation (type-II SALR
e) A computer simulation picture of a type-III SALR system; (Reprinted with
. https://doi.org/10.1103/PhysRevE.76.031501.) (f) A computer simulation
n from Ref. [65] Copyright (1999) by the American Physical Society. https://
-range repulsion.
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out recently, cluster formation is actually a complicated
concept [12,22,32]. Therefore, it is useful to briefly
discuss the definition of cluster formation on the basis of
computer simulations and experimental observations.
Some details can be found in Ref. [32].

Many works by computer simulations consider two
particles to be bound together if their distance is smaller

than a certain cutoff distance [13,15]. Clusters deter-
mined in this way is recently termed as geometrically
connected clusters (GCCs) to distinguish them from
the clusters observed by some experimental techniques
[32]. Even though the definition of GCC is very useful,
it has some intrinsic problems. Owing to the density
fluctuation caused by Brownian motions in solutions,
particles without attractions can form many GCCs as
some particles can move close to each other in solutions
that are not driven by any attraction. So, even HS sys-
tems can have many GCCs. In addition, almost no

experiment techniques can directly determine GCCs
reliably in solutions, even though confocal microscope
might have a chance to directly image the particle ar-
rangements if particles are big and their motions are
slow enough. To make things more complicated, not all
clusters formed in a system are the same. To distinguish
different types of clusters, it has been proposed that
based on the dynamic features of clusters, they can be
approximately classified as transient clusters, dynamic
clusters, and permanent clusters [12,22]. However, the
GCC has no built-in information of the dynamics. In

fact, in many cases, the transient clusters may dominate
the GCCs [32]. Therefore, we need to be cautions with
comparing the cluster formation results from computer
simulations with those from experiments.

Nevertheless, most computer simulations use the GCC
definition to find the relationship between the IRO peak
and the cluster formation. In particular, the focus has
been on how to determine a cluster phasewith an optimal
size, which only happens if a sample is in clustered fluid
states as shown in Figure 1(b). But in many experiments,
the interaction potential is not available. Therefore, it is

desirable to determine the clustered fluid phase directly
from SðQÞ that can be experimentally measured by small
angle neutron scattering or small angle X-ray scattering
(SAXS).

By studying many type-II SALR systems, Godfrin et al.
[13] find that when the peak height of the IRO peak is
2.7 or higher, a system is likely in the clustered fluid
state. An alternative criterion based on the peak width
of the IRO peak has also been later proposed by Jadrich
et al. [23]. By studying type-II SALR systems, they

show that the peak width is related with the thermal
correlation length. If the thermal correlation length is
equal or larger than the range of the repulsion, a system
should be in the clustered fluid state. By comparing the
criteria based on the height and width of the IRO peak,
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a combined criterion is then proposed that an SALR
system is most likely in a clustered fluid state if the
following two conditions can be simultaneously satis-
fied: (1) the height of the IRO peak is about 2.7 or larger
and (2) the thermal correlation length normalized by the
particle diameter is between 2 and 3 [50]. Note that it
has been shown that when the repulsion range becomes
small, that is, for many type-I SALR systems, the pre-

diction based on the previous criterion becomes less and
less satisfactory [50]. In general, the aforementioned
criteria work well for the type-II SALR systems but
should be considered as necessary conditions for a
system in a clustered fluid state for the type-I SALR
systems. Therefore, if the peak height of the IRO peak
is less than 2.7, a system can only be in a dispersed fluid
state or a random percolated state.

Interestingly, for most lysozyme experiments, the
height of the IRO peak is always smaller than 2.7, which

indicates that most experimentally studied lysozyme
samples in low-salinity solutions are not in clustered
fluid states. This shows that the clusters formed in
lysozyme solutions has no optimal sizes. It is noted that
there is also a proposal to observe the cluster formation
by examining the value of the pair distribution function
at the contact point [70].
Cluster morphology
Cluster formation is observed in all SALR systems.
Here, we focus on discussing the morphology of clusters

in different type of SALR systems, no matter if a system
is in a clustered fluid state or not.

The cluster morphology is strongly affected by the
interaction parameters. Experimentally, the cluster
morphology has been mostly studied with PMMA par-
ticles in organic solvent. Campbell et al. studied charged
PMMA spheres with a long-range repulsion with Zz1:6
(type-I SALR system) [16]. They observed the forma-
tion of elongated rod-like aggregates (Bernal spirals
shown in Figure 3(c)), which is later confirmed by a

computer simulation too [71]. Zhang et al. studied
similar PMMA systems with Zz0:5 (type-II SALR
system) [45,72]. They found that when the attraction
strength is relatively small, the formed clusters are
compact microcrystalline clusters that are thermody-
namically stable. However, when the strength of the
short-range attraction is very strong, quasi-linear clus-
ters can form and are nonequilibrium clusters. The
route to gels is, thus, affected by the type of clusters
driven by different attraction strength [45].

It is important to point out that for PMMA particles in
solutions, the interaction parameters are usually deter-
mined or estimated at the relatively low concentrations
[16,17]. However, the possible change of the interaction
parameter as a function of concentration has not been
www.sciencedirect.com
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reported in the works mentioned previously. So, it is
possible that changing the particle concentrations can
shift the type-II SALR system to type-I SALR system.
Future experiments are needed to investigate this.

The morphology of clusters at equilibrium conditions
has been extensively studied by computer simulations.
For small particle concentrations, many works show that

the cluster morphology is not sensitive to the particle
concentration [71]. When the range of the repulsion is
only a fraction of the particle diameter (type-I SALR
system), the isolated small clusters tend to have elon-
gated shape, such as Bernal spirals [49,71]. However,
when the repulsion range is comparable or larger than
the particle diameter (type-II SALR systems), clusters
tend to be more compact and spherical-like [49]. In this
situation, it has been argued that it is possible to define
the clusterecluster interaction between these compact
clusters for type-II SALR systems [15,49]. Not sur-

prisingly, introducing the size polydispersity can affect
the packing of the clusters and frustrate the formation of
microcrystalline clusters [50]. Fractal dimension, df , of
clusters in SALR systems is different for small and larger
clusters. df of large clusters (the number of particles in a
cluster is larger than 10) is sensitive to both the
attraction and repulsion [71]. For many SALR systems,
df of large clusters tends to be small, such as 1.3 to 1.55
[49,71]. However, note that a different simulation
seems to indicate that dfz3 [50].

The local packing volume fraction was experimentally
found for both PMMA particles and lysozyme solutions
to be around 0.4 inside clusters in type-I SALR systems
[16,32]. Computer simulations for many type-II SALR
systems and a few type-I SALR systems also confirm the
local volume fraction inside clusters to be about 0.4
[50]. In the clustered fluid state, the average coordi-
nation number of particles inside the clusters is found to
be around 2.4 [13], which happens to be the average
coordination number of SHS at the gelation transition
due to the rigidity percolation [13].
Dynamic properties of SALR systems
Any structure change of a system should be associated
with the corresponding dynamic change. The emer-
gence of the IRO means that additional dynamic fea-
tures should appear in a SALR system. For colloidal

systems in solutions, the characteristic time, tD, for a

system is usually defined as tD ¼ ðs2Þ2
D0

, where D0 is the

free diffusion coefficient. For the dynamics associated
with the time scale much shorter than tD and larger than

the momentum relaxation time, it has been called short-
time dynamic behavior. And for the time scale much
longer than tD, it is considered to be at the long-time
limit [73]. For SALR systems, the short-time diffu-
sion, Dc;s, and long time diffusion coefficients, Dc;L, have
www.sciencedirect.com
been the interests of studies. The subscript, ‘c’, in-
dicates the collective diffusion coefficient. Dc;sðQÞ de-

pends on Q and can be measured with scattering
techniques. At relatively low concentrations, the dif-
ference between Dc;s and Dc;L can be very small. But it

can be significantly different at high concentrations.

Short-time behavior
The short-time dynamic behavior of SALR systems has
been widely studied to understand the cluster formation
in concentrated solutions. Based on the life time of
clusters, clusters in solutions have been classified as

three different types of clusters: transient clusters, dy-
namic clusters, and permanent clusters. If the lifetime
of a cluster is smaller than tD, a cluster is a transient
cluster. If the lifetime is finite and larger than tD, a
cluster is a dynamic cluster. For a permanent cluster, its
lifetime is expected to be larger than most experiment
time needed for measuring the macroscopic properties.
Details about the different types of clusters can be
found in Refs. [12, 22]. The dynamic cluster formation
has been studied for solutions with lysozyme [12,22],
monoclonal antibody [25,28], villin headpiece proteins

[74], Keggin-type heteropolyanions [67], insulin [75],
bovine serum album, and g-globulin proteins [76].

To study the dynamic cluster formation in lysozyme
solutions (type-I SALR systems), the asymptotic value
of Dc;sðQÞ has been measured up to about 20% volume

fraction, whose high Q value is the self-diffusion coef-
ficient, Ds;s [22]. Ds;s=D0 is shown to decay with a linear

relation as a function of the volume fraction. By fitting it

with a linear equation,
Ds;s

D0
¼ 1� lf, l is found to be

approximately 3.9 [22]. Here, f is the volume fraction.
In comparision, l is 1.8 for HS systems. For charged HS
systems, l is even smaller. Thus, l for the lysozyme
protein solution at low-salinity solutions is much larger
than that of HS and charged HS systems.

The significant smaller value of Ds;s as a function of con-

centration compared with other systems, such as HS
systems, is attributed to the formation ofdynamic clusters
in lysozyme solutions [12,22]. This is not surprising as
strongly bounded clusters should have slower motions
than nonbounded protein monomers. Thus, by studying
Ds;s, strongly bounded small clusters can be probed.Using
this method, the formation of dynamic clusters of
concentrated lysozyme solutions in low-salinity condi-
tions is found [22]. This method has been extended and
applied to monoclonal antibody solutions, in which the
interaction potential in some cases can be qualitatively

approximatedwith an isotropic SALR interaction [25,28].

The advantage of using Ds;s to investigate dynamic
clusters is that Ds;s is not strongly affected by caging.
However, the challenge for this method is how to esti-
mate the contribution of the hydrodynamic effect of
Current Opinion in Colloid & Interface Science 2019, 39:123–136
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formed clusters on Ds;s. An approximate method using
the HS model has been used to roughly correct the
hydrodynamic effect of clusters to approximately eval-
uate the hydrodynamic radius of dynamic clusters in
lysozyme solutions [22].

The attraction strength between lysozyme proteins in
solution sensitively depends on the temperature. By

changing the temperature from 50 �C to 4 �C, the
overall short-range attraction can change from negligibly
small to strongly attractive on the basis of the estimated
sticky parameters [32]. As a result, there can be no
visible IRO peak in SðQÞ for lysozyme proteins at 50 �C,
whereas SðQÞ of the sample can have a very strong IRO
peak at 4 �C [14]. The temperature studies for lysozyme
samples in the dispersed fluid region show that Ds;s=D0

does not change much in a wide temperature range
[32,77]. Thus, it is concluded that clusters formed in
the dispersed fluid regions are mostly transient clusters.

Note that simulation works show that many GCCs can
form at similar concentrations for SALR systems. Thus,
the observed GCCs in the dispersed fluid regions in
SALR systems are believed to be mostly transient
clusters [32].

However, once a system is in the random percolated
state, results from lysozyme samples (type-I SALR
system) show that Ds;s=D0 becomes very sensitive to the
short-range attraction strength. Therefore, dynamic
clusters begin to dominate the systems.

For protein solutions, tD is very small owing to the small
sizes of proteins. For example, tD z 25 ns for lysozyme
in heavy water at room temperature. And for larger
proteins, such as monoclonal antibody, tD is approxi-
mately around a few hundred nanoseconds. To probe the
dynamics at the short-time limit and access the Q range
comparable to a protein size, NSE has been found to be
a very useful tool to obtain the short-time diffusion
coefficient, Dc;sðQÞ. Also, NSE can probe Ds;sðQÞ by
measuring relative high Q values without labeling a
protein. The signal of macromolecule systems measured

by NSE is discussed in Ref. [78]. However, because
NSE can only measure the correlation time less than one
microsecond, it is only sensitive to strongly bounded
small clusters. When dynamic clusters grow too big at
high concentrations, NSE is only sensitive to local mo-
tions of monomers inside a large cluster.

For micrometer-sized large colloidal particles, tD can be
as large as a few seconds. However, there are currently
no systematical studies of Ds;s as a function of concen-
tration in liquid states for these large model particles.

Most recent studies of large PMMA particles have been
focused on gel or glass states rather than the liquid
states. It would be interesting to study Ds;s in model
spherical particles and compare the results with that
from protein solutions in future.
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Applying liquid theories, Riest et al. have systematically
calculated Dc;sðQÞ, the short-time hydrodynamic func-
tion ðHðQÞÞ, and the high-frequency viscosity ðhNðfÞÞ
in type-I and type-II SALR systems [56]. Interestingly,
an IRO peak is observed in HðQÞ. The IRO peak is also
observed in the experimentally obtained HðQÞ [79].
The comparison of HðQÞ from the experiment and the
theoretical prediction shows that there is a quantitative

agreement at relatively low concentration in the
dispersed fluid region [79]. It is important to point out
that this comparison is made without any adjustable
parameters. However, when the lysozyme protein con-
centration increases, the deviation of the theoretical
values from the experimental results becomes larger
[79]. Theoretical calculation also shows that Dc;sðQÞ
shows very small variations once Q is larger than the IRO
peak position, which is consistent with the experimental
observations [22,77]. This is very useful for NSE ex-
periments as it does not need to measure signals at very

high Q values to obtain Ds;s, which makes measurements
faster.

Viscosity and long-time behavior
Viscosity is an important macroscopic property of
colloidal systems. For protein solutions, the viscosity is
linked to the long-time behavior of protein motions.
Note that understanding protein viscosity in concen-
trated protein solutions has been a critical problem for
the pharmaceutical industry as concentrated therapeu-
tic protein solutions are desirable for the subcutaneous
injection methods in clinic applications [1]. Viscosity is
one of key parameters when the industry formulates the
final protein products. Interested readers can read a
recent review article about the study of the protein so-

lution viscosity [1]. As many proteins have SALR in-
teractions in low-salinity solutions, the study of the
viscosity of SALR systems can help shed light onto the
viscosity control of industrial products in addition to the
fundamental interests.

The zero shear viscosity of lysozyme samples (type-I
SALR system) has been measured at different condi-
tions [14,64]. A recent study showed that the temper-
ature dependence of the relative viscosity of lysozyme
samples depends on the concentration [14]. At relative
low concentration, when the samples are in the

dispersed fluid state, the relative viscosity is not sensi-
tive to the temperature. At the random percolated state,
the viscosity is very sensitive to the temperature. In
fact, for one very concentrated lysozyme sample, the
viscosity can increase by more than 100 times when the
temperature decreases from 50 �C to 4 �C. This change
is due to the increase of the attraction between lyso-
zymes by decreasing temperature (note that the phys-
ical origin of the attraction between many proteins
remains a research topic as many factors contribute to its
attraction, such as hydrophobic patches, charge distri-

bution, and coion/counterion effects [9,29,41].) MCT
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theory has been applied to explain the viscosity change
of SALR systems [56,79]. And interestingly, the theo-
retical predictions agree reasonably well with the
experimental data for the concentration up to about 20%
volume fraction [79]. For large colloidal model particles,
we are not aware of the systematic study of the viscosity
behavior in SALR systems.

By applying the generalized StokeeEinstein relation,
the long-time self-diffusion coefficient, Ds;L, is
estimated and used to calculate the mean square
displacement at long time [14]. Interestingly, it is shown
that in lysozyme samples (type-I SALR system), the
short-time and long-time behavior agrees with each
other at the particle volume fraction up to about 15%.
Thus, Ds;L and Ds;s are the same. In fact, an earlier work
using nuclear magnetic resonance to measure Ds;L shows
that within the experimental error bars, Ds;L is the same
as Ds;s for the volume fraction up to about 20% at room

temperature [12]. However, at higher lysozyme con-
centrations, the estimated Ds;L becomes smaller than
Ds;s. At about 37% volume fraction and low temperature
(4 �C), Ds;L is even smaller than 10% of Ds;s [32]. Note
that for HS systems, if Ds;L=Ds;s < 10%, a system begins
to form colloidal crystals. And this is called the Löwen
criterion. Thus, it seems that the Löwen criterion can
be violated in SALR systems. It is noted that the cluster
formation in lysozyme samples has also been studied
using NRM by observing the long-time behavior [80].

Two-dimensional SALR systems
We have so far focused on the review of the bulk SALR
systems. SALR systems in two-dimension also show
interesting behavior, which are important for the un-
derstanding of many arrangement of particles at the
interface, such as airewater interface or in-film ar-
rangements in cell membranes. Some works on two-

dimensional SALR systems show that particles can self-
assemble into interesting patterns [57,81,82]. The
quantum dots at the airewater interface show inter-
esting spontaneously formed patterns, such as circular
clusters and stripe-like arrays, which can be explained by
the competition of an SALR [65,83]. The range of the
attraction in studies on two-dimensional systems tends
to be longer than that of the type-I SALR system
[57,81,83]. The study of two-dimensional SALR sys-
tems with a short-range attraction demonstrates that for
two-dimension system with the type-II interaction,

gelation may happen due to the structure arrested
transition of microphase separations [84].

Summaries and perspectives
The colloidal science community has seen the increased
research interests in studying colloidal systems with
both a short-range attraction and long-range repulsion in

the past decade, which are the natural extension of well-
www.sciencedirect.com
studied HS, SHS, and charge HS systems. The
competition of the attraction and repulsion introduces
different kinds of IRO structures, and hence provides a
different way to control the solution structures and self-
assembly of colloidal particles that can potentially
become new routes to make interesting materials. Since
the proteineprotein interaction of many protein sys-
tems has both a short-range attraction and long-range

repulsion, the study of SALR systems is expected to
greatly benefit the protein community to understand
concentrated protein solutions, which are commonly
encountered in both industrial applications and many
biological conditions.

Much progress has already been made in the past decade
in understanding the structures, dynamics, and the
phase diagrams of SALR systems. However, owing to the
large parameter spaces available for SALR systems, we
are far from full understanding of SALR systems. It

seems that most computer simulation and theoretical
works have been focused on type-II and type-III SALR
systems. However, majority of experimental systems, no
matter they are proteins or micrometer-sized model
colloidal particles, are mostly type-I SALR systems.
Therefore, many future computer simulation and
theoretical works are needed to fully understand the
type-I SALR systems, while more experimental systems
need to be developed for type-II and type-III SALR
systems to test the predictions by theories and simula-
tions. In addition, the nonequilibrium phase diagram

observed from protein systems and the PMMA colloidal
systems show qualitative difference. Future works are
needed to reconcile these differences. The study of
SALR systems at the interface has received less atten-
tion. However, the interesting spontaneous patterns
already observed in both experiment and simulation/
theory indicate that more future work on both experi-
ment and simulation may lead to exciting discoveries for
two-dimensional systems.

Currently, majority of studies on SALR systems have
been focused on isotropic effective interactions. How-

ever, it has been demonstrated that introducing patchy
short-range attraction to HS systems can generate a rich
phase behavior. Therefore, it is reasonable to expect that
introducing patchy interactions to SALR systems can
strongly impact the structure, dynamics, and the phase
diagrams compared with SALR systems with isotropic
interactions. Because it is very likely that there are
patchy attractions and/or charges for many protein sys-
tems, applying the patchy interaction to SALR systems
may lead us one step closer to fully understand the so-
lution behavior of concentrated protein solutions.

Even though the equilibrium structure and phase dia-
grams are expected to be similar as long as the effective
Current Opinion in Colloid & Interface Science 2019, 39:123–136
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potential is identical, systems with the same effective
potential but with different physics origins can have
different dynamics and nonequilibrium phase diagrams.
For example, changing from the depletion attraction to
the bridging attraction can significantly shift the gela-
tion transition [39]. It is, thus, interesting to see future
works to understand how the different types of origins of
attractions, such as interaction introduced by the cor-

relation of counterions, can affect the dynamics and
nonequilibrium phase diagrams.
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