Demonstration of Athena X-IFU Compatible 40-Row Time-Division-Multiplexed Readout


Abstract—Time-division multiplexing (TDM) is the backup readout technology for the X-ray Integral Field Unit (X-IFU), a 3168-pixel X-ray transition-edge sensor (TES) array that will provide imaging spectroscopy for European space agency’s Athena satellite mission. X-IFU design studies are considering readout with a multiplexing factor of up to 40. We present data showing 40-row TDM readout (32 TES rows + 8 repeats of the last row) of TESs that are of the same type as those being planned for X-IFU, using measurement and analysis parameters within the ranges specified for X-IFU. Single-column TDM measurements have best-fit energy resolution of (1.91 ± 0.01) eV for the Al Kα complex (1.5 keV), (2.10 ± 0.02) eV for Ti Kα (4.5 keV), (2.23 ± 0.02) eV for Mn Kα (5.9 keV), (2.40 ± 0.02) eV for Co Kα (6.9 keV), and (3.44 ± 0.04) eV for Br Kα (11.9 keV). Three-column measurements have best-fit resolution of (2.03 ± 0.01) eV for Ti Kα and (2.40 ± 0.01) eV for Co Kα. The degradation due to the multiplexed readout ranges from 0.1 eV at the lower end of the energy range to 0.5 eV at the higher end. The demonstrated performance meets X-IFU’s energy-resolution and energy-range requirements. True 40-row TDM readout, without repeated rows, of kilopixel scale arrays of X-IFU-like TESs is now under development.

Index Terms—Transition-edge sensors, superconducting quantum interference devices, multiplexed readout, Athena satellite.

I. INTRODUCTION

Due to their combination of high collecting efficiency [1] and high energy-resolution [2], arrays of transition-edge-sensor (TES) microcalorimeters are candidates for deployment in next-generation X-ray observatories. The Athena X-ray Integral Field Unit (X-IFU) [3] will use a 3,168 pixel TES array to perform imaging X-ray spectroscopy at energies up to 12 keV with stringent energy resolution requirements: 2 eV resolution below 1 keV, 2.5 eV resolution between 1 keV and 7 keV, and 5 eV resolution above 10 keV. Practical readout of kilopixel (1000 pixels) scale TES arrays requires multiplexed readout, especially in a satellite mission with strict limits on power, wire count, and mass. Frequency-division multiplexing is the primary [4] and time-division multiplexing (TDM) is the backup readout option for X-IFU.

TDM is a mature technology that is routinely deployed in 250-pixel scale TES X-ray microcalorimeter spectrometers, using 8-column by ≤ 32-row readout, in beamline and table-top measurement systems [5]. In our TDM architecture [6], shown in Fig. 1, each dc-biased TES has a corresponding first-stage superconducting quantum interference device (SQUID) ammeter (SQ1). The SQ1s are activated one at a time via a flux-actuated superconducting switch [7], so the TESs in a readout column are measured sequentially within a readout frame. SQ1 signals are then amplified by a SQUID series array (SSA) and digitized by room-temperature electronics. In this scheme, every SQ1 activation is called a row and a full set of samples of a column is a frame. TDM columns are read out in parallel. X-IFU will require row and column counts beyond the present state of the art in X-ray-TES-array readout.
The number of rows in a TDM system, \( N \), is determined by SQUID dynamic range requirements and the maximum acceptable level of readout noise, which increases as \( \sqrt{N} \) due to aliasing [9]. SQUID dynamic range is improved via the operation of each row in a digital flux-looped lock (FLL) [10]. In the FLL, each row’s error signal, the deviation in \( V_{et} \) from the lock point, is measured and the flux feedback signal necessary to return the SQUID to the lock point is stored for application in the next timing frame. Rapid changes in TES current, such as at the onset of an X-ray pulse, produce a significant error signal. Accurate measurement of TES current relies on the FLL keeping the error signal within a region of the SQUID curve where \( V_{et} \) is roughly linear with SQ1 flux. When locked on their steep slope for lowest noise, the SQ1s have a total linear dynamic range of about 0.3 \( \Phi_0 \).

The maximum-rising current-slew rate, which occurs at the onset of a pulse, must share the available dynamic range with the maximum-falling current-slew rate, which occurs after the pulse peak. Based on the shape of a critically-damped pulse, we allocate 88% of the dynamic range to the steepest rise and 12% to the steepest fall. The dynamic range allocated to the rise is thus 0.264 \( \Phi_0 \) and the dynamic range constraints are given by

\[
\Delta \Phi = M_{in1} t_{row} N dI/dt_{\text{max}} \leq 0.264 \Phi_0
\]

where \( \Delta \Phi \) is the maximum flux offset from the lock point, \( M_{in1} \) is the mutual inductance of the SQ1 input coil, \( t_{\text{row}} \) is the time allocated for each row measurement (the row time), and \( dI/dt_{\text{max}} \) is the maximum-rising current-slew rate for the highest-energy X-ray of interest, which is 12 keV for X-IFU.

\( M_{in1} \) was chosen to meet the dynamic range requirements. An LPA 2.5a TES, biased at 11% of \( R_n \), at a bath temperature of 55 mK, has a measured maximum slew rate of 0.262 A/s at 12 keV. Assuming \( t_{\text{row}} = 160 \) ns, this sets the maximum allowed \( M_{in1} \) at 305 pH. We chose \( M_{in1} = 277 \) pH to allow for some variation among TESs.

Modifications to the cryostat wiring were needed for TDM to meet X-IFU energy resolution requirements. In previous configurations, coupling between cryostat lines increased the settling time of TDM readout, resulting in degraded energy resolution when \( t_{\text{row}} = 160 \) ns due to increased readout noise and crosstalk. To address these issues, capacitive coupling between cryostat lines was reduced via the addition of ground planes and the effects of coupling were reduced by reversing the polarity of wire bond pairs from the cryostat lines to the SSA and multiplexer chips for better SQUID amplifier stability. These two changes greatly improved the readout noise and crosstalk when the TDM systems were operated with 160 ns row times.

Performance was demonstrated in both single-column and three-column X-ray measurements with \( t_{\text{row}} = 160 \) ns. The single-column measurements used SQ1s with 10 \( \mu \)A critical currents, providing a 40-column multiplexed readout noise of 25.6 pA/√Hz, referred to the TES current. The three-column measurements used the same 10 \( \mu \)A column and two 15 \( \mu \)A SQ1 columns. The two 15 \( \mu \)A columns had an average readout noise of 23.4 pA/√Hz. The three columns had a yield of

Fig. 1. Schematic of 2-column \( \times \) 2-row TDM. Each dc-biased TES is read out by a first stage SQUID amplifier (SQ1) via inductive coupling (M_{in1}). A row of SQ1s is turned on by applying a row address current (I_{RA}) to the corresponding row address line, opening the row’s flux actuated switches. During TDM operation, rows are opened sequentially, reading out one TES per column at a time. Each column’s SQ1 signals are passed to a SQUID series array amplifier, whose voltage (\( V_{et} \)) is read out by room temperature electronics. To achieve the timing and noise of 40-row TDM with only 32 physical row addresses, we repeated the final row 8 times, but did not include data from repeated rows in analysis. This schematic is published concurrently in these proceedings by Dorise et al. [6].
Fig. 2. Single-column 40-row spectra of the lower energy targets. The black dots are histogrammed data and the solid red line is the best fit to data. Residuals are shown below. The uncertainties provided for energy resolution are statistical and do not account for systematic deviations from line models. (a) Combined Al $K\alpha$ spectrum. (b) Combined Ti $K\alpha$ spectrum.

85 good pixels out of 96 pixels. Pixels were flagged as bad for several reasons: two pixels had lower than intended bias loop inductance and thus had leading-pulse-edge current-slew rates that were too fast to track for X-ray energies above 4.5 keV; two pixels had faulty SQ1s with bi-stable lock points that defeated conventional pulse analysis; three pixels had faults in either the TES or interface chip (inductors and shunt resistors) that prevented their TES current from being read out by the multiplexer; and four pixels were otherwise alive but did not respond to X-rays, possibly due to minor misalignment of the tight-fitting Cu aperture. These pixels were excluded from analysis.

III. MEASUREMENTS AND RESULTS

The performance of 40-row TDM was tested with X-ray spectroscopy measurements. X-rays were produced by a tube source that fluoresced high-purity Al, Ti, Mn, and Co foil targets and a crystal of KBr. The input X-ray rate ($C_R$) to the TES arrays was about 0.5 counts per second (cps) per pixel in all measurements except Al, where it was 0.3 cps.

Fig. 3. Single-column 40-row spectra of the three highest energy targets. (a) Combined Mn $K\alpha$ spectrum. (b) Combined Co $K\alpha$ spectrum. X-IFU’s main energy resolution specification is at 7 keV. (c) Combined Br $K\alpha$ spectrum. X-IFU’s highest energy of interest is 12 keV.

X-IFU has a requirement that 90% of photon events received from a 1.5 cps/pixel source with a Crab-like spectrum must be “high resolution” events, or events that meet the energy resolution requirements listed in this paper. Since this Crab-like source has a mean X-ray energy of 2 keV [11], scaling by X-ray energy ($E_{X-ray}$) and count rate is necessary to compare this X-IFU requirement to our measurements. Degradation in energy resolution due to crosstalk scales as $E_{X-ray} \sqrt{C_R}$ [12], where the energy dependence is due to the magnitude of crosstalk scaling linearly with the energy of perpetrator pulses and the $\sqrt{C_R}$
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Fig. 4. Three-column, 40-row spectra at two energies. (a) Combined Ti K\(\alpha\) spectrum. (b) Combined Co K\(\alpha\) spectrum. These multicolumn measurements have similar resolution to the single column measurements in Fig. 2(b) and Fig. 3(b).

dependence is the result of crosstalk from X-ray events behaving as a Poisson point process, similar to shot noise. According to this scaling rule, all of our measurements (except for those of the Al target) should have worse resolution degradation than if they were taken on a 1.5 cps/pixel Crab-like source. From this analysis, we conclude that our measurements more than satisfy the experimental conditions imposed by the X-IFU rate requirement.

The pulse data records were 52.4 ms long (8192 frames) with a pre-trigger fraction of 25%. Pileup cutting removed all records in which more than one X-ray arrived in the same TES. Crosstalk cutting was employed between specific types of perpetrator-to-victim pixel pairs: timing row \(N\) to timing row \(N + 1\) within a column (time nearest neighbor) and all pixels to all pixels within a column (distant pixel). In addition, the multi-column datasets employed cross-column cutting of victim pixels when the perpetrator pixel was in the same row or within the preceding 5 rows. Each type of crosstalk cutting rejected any X-ray pulse in a victim channel that was coincident with an X-ray pulse in a perpetrator channel within a specified time window: 2 ms wide for distant-pixel cuts, 5 ms wide for cross-column cuts, and the entire 52.4 ms record of the victim pulse for time-nearest-neighbor crosstalk cuts. In all of these 40-row datasets, data cutting for pileup and crosstalk allowed the survival of at least 90% of the X-ray pulses, which matches requirements for event grading in X-IFU’s high-resolution modes.

After cuts were performed, TES data streams were analyzed individually via constrained optimal filtering to obtain pulse heights [13]. Pulse heights were converted into energies using K\(\alpha\) and K\(\beta\) lines for calibration, except for Br where K\(\alpha_1\) and K\(\alpha_2\) were used for calibration. X-ray events from TES rows that were not repeated or flagged as bad were then added to form a single energy histogram as a combined spectrum. Energy resolution was extracted by fitting the combined spectrum to previously measured line shapes [14]–[17].

Pixel uniformity was also studied via fitting to individual TES spectra. The measured energy resolution of individual TESs in a three-column Co K\(\alpha\) measurement had a standard deviation of 0.11 eV. Because the statistical error for each measured individual pixel resolution is 0.10 eV, this indicates excellent pixel uniformity in the three columns.

The combined spectra for one-column measurements are shown in Figs. 2–3 with best-fit resolutions of (1.91 ± 0.01) eV for Al K\(\alpha\), (2.10 ± 0.02) eV for Ti K\(\alpha\), (2.23 ± 0.02) eV for Mn K\(\alpha\), (2.40 ± 0.02) eV for Co K\(\alpha\), and (3.44 ± 0.04) eV for Br K\(\alpha\) lines. Three-column measurements for Ti K\(\alpha\) and Co K\(\alpha\) are shown in Fig. 4, demonstrating that multicolumn performance is comparable to single column performance.

A comparison with X-IFU specifications is shown in Fig. 5. These results meet X-IFU’s resolution requirements of 2 eV below 1 keV, 2.5 eV below 7 keV and 5 eV at 10 keV. They also meet X-IFU’s 12 keV energy-range requirement.

IV. CONCLUSION

We have demonstrated 40-row TDM readout that meets the energy-range and resolution requirements to be Athena X-IFU’s backup readout option. The next step in our development is the construction of a new 40-row, kilopixel-scale TDM system to screen TES arrays for X-IFU and continue to refine TDM readout. When it comes online in the spring of 2019, this will be the largest TES X-ray spectrometer array in the world.
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