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a b s t r a c t

The diffusivity of hydrogen is an important property of light water nuclear reactor (LWR) fuel cladding.
LWR cladding absorbs hydrogen during normal operation, a contributing factor to embrittlement that
decreases the lifetime of the fuel. Mass transport of hydrogen is dictated by an Arrhenius behavior typical
of solid state diffusion and the associated activation energy is therefore a property relevant to LWR fuel
performance. We have used incoherent quasi-elastic neutron scattering (QENS) to directly measure the
diffusivity of hydrogen in recrystallized Zircaloy 2 with a hydrogen concentration of 170 mg/g. We rely
upon the low-Q expansion for long-range diffusion to determine diffusivity as a function of temperature
between 572 and 780 K. We find the diffusivity is given by D(T)¼ 0.0067 exp (-0.461 eV/kT) [cm2/s]
below 670 K and by D(T)¼ 0.0012 exp (-0.36 eV/kT) [cm2/s] above 670 K. Our activation energy below
670 K agrees with the value typically used to assess hydrogen diffusivity in LWR cladding [Kearns, Journal
of Nuclear Materials 43 (1972) 330], but is approximately 20% lower above 670 K. The two different
activation barriers are attributed to impurity trapping of hydrogen solutes at lower temperature that
ceases to influence diffusivity at higher temperature. The application of the Oriani model for diffusion
with impurity trapping to our system demonstrates the plausibility of this hypothesis. We believe this
mechanism may be responsible for historical discrepancies of measured hydrogen diffusivity in Zr-based
alloys. The elastic intensity versus temperature in fixed window scans exhibit inflection points that are in
good agreement with the published terminal solid solution solubility limits for hydrogen in Zircaloy 2.

© 2019 Elsevier B.V. All rights reserved.
1. Introduction

Zirconium-based alloys are used for light water nuclear reactor
(LWR) fuel cladding throughout the world. This cladding undergoes
uniform corrosion during normal operation that results in forma-
tion of a water-side oxide layer and hydrogen pickup. Radiolysis
enhances cladding corrosion. The cladding also experiences sig-
nificant fast neutron displacement cascade damage. Fuel swelling
and fission gas release at intermediate to high burnup lead to large
tensile stresses within the cladding. All of these factors act to limit
the lifetime of LWR fuel.

The mass transport and phase behavior of hydrogen in Zr-based
.

alloys is an important component to LWR fuel performance
modeling and to the overall response of the cladding to the LWR
environment. Hydrogen diffusivity and solid solution solubility are
included in the BISON thermomechanical finite element analysis
code [1,2]. The diffusivity of hydrogen implemented in BISON by
Courty et al. and Davis et al. [1,2] is the often cited [ [1e7] for
example] measurements of Kearns [8]. Other experimental values
of hydrogen diffusivity in unalloyed Zr exist [ [8,9] and reference
therein]. All known experimental data on hydrogen diffusivity in Zr
and Zr alloys date to the 1950s, 1960s, and 1970s, employed diffu-
sion couples or a hydride surface layer and typically hot vacuum
extraction for hydrogen concentration analysis. The Kearns work is
often cited because it was the most extensive, including pure zir-
conium, Zircaloy 2, Zircaloy 4, the effect of heat treatment, and the
effect of sample orientation of rolled plate and swaged material.
The influence of composition (pure Zr versus Zircaloy 2 and 4),
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orientation (transverse, longitudinal, and normal directions), cold
work, and grain size on hydrogen diffusivity are all deemed small
based on the work of Kearns.

Hydrogen diffuses in the HCP a�Zr lattice by translation jumps
between neighboring tetragonal (T) interstitial sites. These sites are
connected along the c-axis direction and have an activation barrier
much lower than tetrahedral to octahedral (O) or O-O jumps
[9e12]. The T-T jump distance in a�Zr is 2,c8 ½0001� ¼ 1.29 Å. Recent
advanced computations have been performed to quantify hydrogen
diffusion in Zr and Zr alloys [9,10,12,13]. Christensen et al. found an
activation energy (Ea¼ 0.434 eV) similar to the experimental value
of Kearns (Ea¼ 0.462 eV). The diffusion constant was found to be
significantly lower (0.0013 [cm2/s] versus 0.007 [cm2/s]), leading to
lower calculated diffusivities compared to measured values. A
ballistic effect involving multiple jumps not captured in the
computational approach is a possible explanation of the discrep-
ancy [9]. Zhang et al. have recently investigated the effect of the
hydrogen solute-impurity binding enthalpy on diffusivity in Zir-
caloy and find that lower diffusivity is associated with impurity
trapping [13].

The temperature-dependent solid solution phase behavior of
hydrogen in Zr-based alloys is another important property because
axial and azimuthal temperature variations exist in a LWR core, as
do radial temperature gradients within the clad wall. The effect of
the latter leads to the so-called hydride rim structure [14,15] in LWR
cladding that results in circumferential hydride platelet formation
in the colder water-side region [16,17]. The solid solution phase
behavior is given by the terminal solid solution solubility curve for
dissolution (TSSd) and precipitation (TSSp) of the hydride phase.
The two curves, together defining the temperature hysteresis, are
known from solubility measurements [18e25]. Significant varia-
tions exist between these measurements. We discuss these varia-
tions within the context of our solubility limit determination in
subsequent sections.

Neutron scattering techniques are ideally suited to study
hydrogen in metals [26e29]. This is because the neutron-nuclear
interaction does not vary systematically with atomic number and
because thermal neutrons have energies similar to lattice vibra-
tional modes in solids. The application of incoherent quasi-elastic
neutron scattering (QENS) to study hydrogen diffusivity is an
excellent example of the utility of neutron scattering, with mea-
surements dating to the late 1960s and 1970s [30e32] and
continuing to present day [26,33,34]. The effectiveness of QENS to
quantify diffusivity in crystalline solids rests with sensitivity to
diffusive motions on the micro-eV energy scale. This energy range
is well separated from the milli-eV scale associated with phonon
modes. The current generation of backscattering QENS spectrom-
eters, such as the High Flux Backscattering Spectrometer (HFBS)
[35] used here, have optimized resolution of order 100 meV and are
sensitive to broadening of the elastic peak of order 10�1 meV [28].
The sensitivity of QENS is enhanced for hydrogen because of the
large incoherent scattering cross section (80.26 b). Another
advantage of QENS for the H-Zr system is the significantly lower
hydrogen diffusivity in the d-Zr hydride phase over the tempera-
ture range studied here [36]. This has the effect of collapsing QENS
intensity from hydrogen diffusion in the hydride phase into the
instrumental resolution. The peak broadening of the QENS mea-
surement for our system then is due solely to the faster diffusive
motion of solid solution hydrogen regardless of the phase fraction
of d-hydride. On the other hand, the QENS intensity is determined
by the fraction of diffusing hydrogen and is therefore a sensitive
measure of the phase transformation during heating and cooling;
in other words, the TSS behavior.

We present QENS measurements of Zircaloy 2 at a hydrogen
concentration of 170 parts per million by mass (mg/g) hydrogen
(formula unit of ZrH0.0155) as a function of temperature between
572 and 780 K using the HFBS at the NIST Center for Neutron
Research. Analysis allows us to determine the Arrhenius behavior of
hydrogen self-diffusion (that is, diffusion in the absence of a con-
centration gradient) over this temperature range. The self-diffusion
coefficient and the chemical diffusion coefficient (diffusion with a
concentration gradient) are equivalent in the dilute solution con-
ditions used here.We compare our results to the currently accepted
diffusion constant and activation energy of Kearns and find notable
differences above 670 K. Finally, our analysis has unique sensitive to
the TSS behavior and we find good agreement with accepted sol-
ubility limits.

2. Materials and methods

2.1. As-received Zircaloy 2 recrystallization

Beta-quenched, un-recrystallized rolled Zircaloy 2 plate was
supplied by ATI Specialty Materials with a composition consistent
with UNS R60802 specification [37]. The as-received plate was
3.4mm thick. Forty (40) bars with a 4� 3.4mm2 cross section and
45mm long were cut from the plate using electric discharge
machining to avoid plastic deformation associated with mechanical
cutting. All surfaces were mechanically abraded with 1200 grit
paper to remove surface contamination. Two sets of bars were cut;
one set of 20 bars with the long axis corresponding to the rolling
direction (RD) of the as-received plate, the other set corresponding
to the transverse direction (TD). This resulted in a sample orien-
tation average over the normal direction (ND), the RD, and the TD
during QENS analysis. In addition, the HFBS analyzer crystal array
accepts significant vertical angular divergence (the nominal Q
plane is horizontal) and this results in additional averaging for our
sample material. We therefore consider our diffusivity measure-
ments to be an effective orientation average.

The in situ QENS temperature cycling employed here involved
temperatures in excess of 750 K that would induce recrystalliza-
tion. The sample material was therefore annealed in flowing Ar gas
at 973 K for six (6) hours to ensure complete recrystallization prior
to the QENS measurements. The research purity (99.999% source
gas) Ar gas streamwas purified by a getter furnace upstream of the
anneal furnace. The bars were separated on all four sides using
stainless steel wire for this annealing procedure and for the
hydrogen loading. Basal plane pole figures of our sample material
before and after the annealing procedure are shown in Fig. 1. The
effect of annealing is to induce a change in texture consistent with
recrystallization of rolled plate [17,38e40]. The total mass of the
sample for QENS analysis was 149.50 g and the total hydrogen in-
ventory based on the measured concentration from the gas phase
loading procedure was approximately 26mg. Composition analysis
of the post-annealed, post-hydrogen loaded material performed by
NSL Analytical is shown in Table 1.

2.2. Hydrogen loading

Hydrogen loading to a concentration of 170 mg/g (formula unit of
ZrH0.0155) was performed using a Sievert's apparatus described
previously [41] by exposure of the sample material to H2 gas at
673 K. Briefly, this system allows controlled exposure of materials
(Zircaloy 2 in the present case) to hydrogen gas in a constant vol-
ume with accurate absolute pressure measurement in a stainless
steel gas manifold. The measured pressure decreases as the spec-
imen absorbs solute atoms. The ideal gas law can then be used to
calculate the absorbed solute concentration once equilibrium is
obtained for a given sample mass and the measured total pressure
reduction. The hydrogen loading process we employed sequentially



Fig. 1. Basal plane pole figure of the as-received (left) and fully recrystallized (middle) Zy2 sample material used in this study. The TD is horizontal, the RD vertical, and the ND
orthogonal to the plane of the paper for the two pole figures. Annealing induces stronger texture oriented toward the ND, similar to that expected for recrystallized Zy2 plate [36].
The texture for the as-received rolled plate is consistent with a lack of a final recrystallization step used for cold rolled Zy2 [17] and looks similar to stress-relieved Zy4 texture
[39,40]. The right-hand optical micrograph shows the hydride morphology in the ND-TD plane after hydrogen loading and thermal cycling. The free surface exposed to hydrogen gas
is shown at the top of the micrograph. The hydride platelets are uniformly distributed thought out the bulk of the Zy2 material.

Table 1
Chemical composition of post-recrystallization, post-hydrogen loaded Zy2 sample material used in this study. Composition data are from a 5 g assay for metal elements and a
0.1 g assay for hydrogen and oxygen. Uncertainty in concentrations quoted from NSL Analytical.

Material Sn [mass %] Fe [mass %] Cr [mass %] Ni [mass %] O [mass %] H [mass %] Zr [mass %]

Zircaloy 2 1.44 (0.14) 0.086 (0.013) 0.057 (0.009) 0.034 (0.005) 0.12 (0.02) 0.015 (0.002) 98.2 (0.1)
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exposed the heated sample to a hydrogen gas pressures of 1200 Pa
followed by 8266 Pa. The first 1200-Pa exposure was performed to
monitor the absorption kinetics and terminated at a final H2 pres-
sure of 800 Pa. The kinetics of gas absorption was slow at this
temperature even though the sample material had a large surface
area (~260 cm2). The second 8266-Pa exposure was allowed to
proceed to equilibrium. Gas pressure was monitored with four
capacitance manometers spanning a pressure range from 105 Pa to
10�2 Pa. Absorption to equilibrium for the second exposure
(8266 Pa/15 Pa) required 12 h. The total H2 pressure change was
8666 Pa, corresponding to a hydrogen concentration of 170 mg/g
calculated using the ideal gas law, the known volume of the Sie-
vert's system (4.549 l), and the total sample mass (187 g, with some
bars set aside and not used for QENS analysis). This concentration is
within the uncertainty from the NSL chemical analysis (150(20) mg/
g in Table 1). We estimate the error in our concentration value to be
less than 5% and therefore use 170 mg/g for the hydrogen concen-
tration throughout this manuscript.

The sample material then underwent two thermal cycles,
heating to a temperature well above the TSSd (approximately
650 K at 170 mg/g [22]) under equilibrium H2 gas pressure. The
purpose of the thermal cycles was to place all hydrogen in solid
solution and allow sufficient time for the elimination of possible
concentration gradients via diffusion. The first cycle involved
heating to 880 K at a heating rate of 1 K/min immediately after H2

gas pressure equilibrium was achieved at 673 K and holding for
12 h. The sample material was then cooled to 423 K at a rate of 1 K/
min. The second thermal cyclewas to heat the sample from423 K to
780 K at a rate of 1 K/min, hold for 2 h, and then cool to room
temperature at a rate of 1 K/min. Metallographic analysis was
performed to characterize the hydride phase morphology after
these two thermal cycles. The result of this analysis is shown in
Fig. 1, an optical micrograph of the sample plane orthogonal to the
rolling direction (the ND-TD plane). The hydride particles are
distributed uniformly though out this plane, demonstrating that
any hydrogen concentration gradients that may have existed after
loading were eliminated by thermal cycling.
2.3. Temperature mockup experiments

Two sample cans were used for the QENS measurements on the
HFBS. Table 2 lists all neutron scattering measurements performed
for this work. An unsealed Al sample can was used for measure-
ments at 653 K and lower, while a sealed Ti can filled with
1.3� 105 Pa of He exchange gas was used at 670 K and higher. Both
cans had an inner diameter of 29mm. Two exceptions to these
temperature ranges for the respective cans were a 710 K Al can
measurement and a 295 K Ti can measurement. The motivation for
using the sealed Ti can with the He exchange gas was to minimize
temperature gradients along the length of the Zy2 bars at higher
temperature.

Ex situ temperature mockup experiments to measure the tem-
perature gradients are described below. The unsealed Al sample can
was under vacuum common to the bottom loading closed-cycle
refrigerator (CCR) vacuum. The presence of the He exchange gas
in the sealed Ti can had no effect on the QENS response of our
samples, but did reduce the temperature gradient along the length
of the sample slightly (~2 K). Two heat/thermal shields were used
to reduce temperature gradients along the length of the sample.
The sample can, heat shields, and mounted thermocouples were
placed within the CCR vacuum can. In addition, waded Al foil was
inserted between the upper lid (which was connected to the CCR
heater) and the top of the Zy2 bars to promote heat transport. Two
thermocouples (TCs) were used to record temperature, the control
sensor at the heating stage and the second mounted to the top of
the sample can.

Three mockup experiments were performed with the same CCR
and Zy2 sample after QENS analysis to quantify the temperature
gradient during a fixed window scan (FWS described in the next
section) transient (Al can only) and steady state QENS measure-
ment protocols (Al and Ti cans). The temperature transient mockup
was identical to the fixed window scan described below:
300 K/750 K/300 K at a ramp rate of 0.5 K/min (Al can). The
steady state mockup was followed the QENS measurement tem-
perature trajectory (Al can): ramping to the specified temperature



Table 2
List of FWS and QENS measurement parameters, hydrogen diffusivity at each temperature point.

QENS/FWS Can Top Temperature [K]a Corrected Sample Temperature [K]c Dynamic Range [meV] Time [h] D [x10�6 cm2/s]

FWS 300/ 750 NA NA 15 NA
FWS 750/ 400 NA NA 11.7 NA
QENSb 780[ 771 ±36 9 4.9± 0.2
QENSb 765[ 757 ±36 8 4.54± 0.21
QENSb 750[ 743 ±36 8 3.82± 0.12
QENSb 730[ 723 ±36 17 3.41± 0.07
QENS 710[ 703 ±15 4 2.98± 0.09
QENSb 690[ 686 ±15 9 2.62± 0.08
QENSb 670[ 666 ±15 8 2.05± 0.06
QENSb 670[ 666 ±36 8 2.08± 0.04
QENS 670[ 664 ±15 8 2.14± 0.07
QENS 653[ 648 ±15 8 1.70± 0.04
QENS 653Y 648 ±15 8 1.68± 0.04
QENS 630[ 626 ±36 8 1.28± 0.02
QENS 613[ 609 ±15 8 0.96± 0.01
QENS 613[ 609 ±15 8 0.98± 0.02
QENS 613Y 609 ±15 5 1.05± 0.03
QENS 613Y 609 ±15 8 1.02± 0.02
QENS 583[ 580 ±15 8 0.62± 0.02
QENS 583Y 580 ±15 8 0.72± 0.01
QENS 572[ 569 ±15 8 0.55± 0.02
QENS 572Y 569 ±15 8 0.59± 0.01
QENS 295Y NA ±15 3 resolution
QENSb 295 NA ±36 7 resolution
QENS vanadium 295 NA ±15 21 resolution

a Up and down arrows indicate can-top steady state temperature reached during heating or cooling, respectively. Heating and cooling rates of 0.5 �C/min for FWS or 1.5 �C/
min plus a 30min hold for steady state QENS.

b QENS measured using sealed Ti can with He exchange gas. All other QENS measurements performed with an unsealed Al can under vacuum.
c Corrected sample temperature defined as the can-top temperature minus ½ VT.
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point at 1.5 K/min and holding for 90min, with all temperature
points measured upon heating and cooling to 750 K. A similar
protocol was used for the Ti can. Three TCs were used, the first
placed at the top of the heater stage (the control sensor), second at
the top of the sample can, and the third at the bottom of the sample
can. All three TCs were sheathed with Al to avoid thermal shorting.
In addition, the drop down or can-bottom TC was insulated with a
fiberglass sheath along the length from just above the heater stage
to just above the can bottom. This was done to eliminate heat
transport along the Al sheath, an effect that would lead to smaller
recorded temperature gradients along the length of the sample. We
define the temperature gradient as the can-top TC minus the can-
bottom TC reading. A cross calibration measurement of the two
TCs at the QENS temperature points was also performed. The can-
top and can-bottom TCs were mounted side-by-side to the heater
stage to record the common temperature.

The cross calibration measurement demonstrated that the can
bottom TC consistently recorded a 2-K lower temperature relative
to the can-top TC above ambient temperature, leading to a larger
apparent temperature gradient, denoted here as VT. We subtract
this difference from the steady state mockup temperature gradient
measurement. The temperature gradients were nearly identical for
the unsealed Al can and the sealed Ti canwith He exchange gas, but
with the latter slightly smaller (~2 K).

The measured gradients between the can-top and can-bottom
for the Al can were as follows: VT¼ 6.5 K (572 K and 583 K[);
VT¼ 8 K (613 K[); VT¼ 9 K (630 K[); VT¼ 10 K (653 K[);
VT¼ 13.5 K (710 K[); VT¼ 7 K (630 KY); VT¼ 2.5 K (550 KY). The
measured gradients between the can-top and can-bottom for the Ti
can were as follows: VT¼ 8 K (670 K[); T¼ 9 K (690 K[); VT¼ 14 K
(730 K[); VT¼ 14 K (750 K[); VT¼ 16 K (765 K[); VT¼ 18 K
(780 KY). Here TY and T[ denote steady state temperature upon
cooling and heating, respectively, and all temperature points were
reached with a 1.5 K/min ramp rate. Equilibrium with respect to
steady state temperature at the bottom of the can and therefore
with respect to the temperature gradient required approximately
30min at all temperatures upon heating and cooling. Slightly lower
gradients were observed upon cooling; 7 K versus 9 K at 630 K for
the Al can for example.

Our QENS measurement procedure employed at 30min hold
prior to data acquisition. QENS intensity was recorded in 30min
time bins and we also examined these individually to confirm
steady state with respect to line broadening. We create an Arrhe-
nius plot of diffusivities in the Results Section. The temperatures
used for this plot are average or corrected sample temperature: can
top temperature minus ½VT at each temperature point. The cor-
rected temperatures are listed in Table 2. The error bars in the in-
dependent variable (x¼ 1000/T, where T is average sample
temperature) are given by sx ¼

�
1000�

T2

�
sT , wherewe simply use

one half of the measured gradient as the standard deviation, sT ¼
½VT .

The temperature gradient during the 300 K/750 K/300 K
FWS transient using the Al can with a ramp rate of 0.5 K/min was
measured in the third mock up experiment. The magnitude of the
gradients were smaller than those above due to the slower ramp
rates. For example, upon heating between 400 and 650 K the gra-
dients increased in an approximately linear manner from 5 K to
10 K, overall 2 Ke3 K lower than the steady state mock up experi-
ment. Gradients less than 5 K were observed below 700 K during
cooling in the FWSmock up experiment. We observe two inflection
points in the FWS data presented below, one on the heating curve
and the other on the cooling curve. These inflection points corre-
spond to the solubility limits of hydrogen in Zy2 and occur at
approximately 650 K (heating) and 575 K (cooling). We therefore
are most concerned with the temperature gradients along the
sample in the vicinity of these inflections. The gradients are
approximately 10 K and 0 K for heating and cooling, respectively.
The latter effectively zero gradient is a consequence of heat removal
from the top of the can and the can-top minus can-bottom differ-
ence becoming less than zero below approximately 570 K. The fact
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that the gradient was close to zero upon cooling as the system
crossed the TSSp was fortuitous and had a positive impact on
identification of this solubility limit.

2.4. Neutron scattering experimental procedure

The High-Flux Backscattering Spectrometer (HFBS) employs a
velocity selector, a phase space transformation chopper, a Doppler
drive monochromator, and single crystal Si wafer focusing
analyzer array to minimize the energy resolution of the elastic
peak in backscattering geometry [35]. The phase space trans-
formation chopper boosts the measured QENS intensity by trans-
forming incident wavevector spread to larger angular divergence,
thereby taking greater advantage of the focusing analyzer crystal
array [35]. The instrument operates at a neutron wavelength of
l¼ 6.271 Å. This wavelength satisfies the Bragg condition for the
(111) reflection of Si near 90�. An array of sixteen (16) 3He filled
detectors record the neutron intensity over a wavevector transfer
(Q) range of 0.25Å�1 to 1.75Å�1. We note that this detector array
has been updated since the publication of Reference 35 to extend
the measured Q range to lower values. The HFBS can operate in
two modes, one in which the Doppler drive is in motion at a fre-
quency set by the user that determines the dynamic range of the
QENS measurement and the second in which the Doppler drive is
stationary and only the elastic intensity is recorded [35]. The
second mode of operation is referred to as a fixed window scan
(FWS) and is a useful way to determine the onset of QENS versus
temperature.

We performed four sets of QENS measurements on the HFBS
over a two-year period. All involved in situ temperature cycles. The
same sample material was also used for a neutron Compton scat-
tering experiment (to be published elsewhere) between the first
and second QENS runs and this involved a temperature cycle as
well. Equilibrium with respect to temperature at each measure-
ment point was ensured i) by using a slow heating and cooling
rates (0.5 K/min or 1.5 K/min) with generally small (10 Ke20 K)
temperature transients and long (8 h in most cases) QENS mea-
surements at steady state, ii) holding at temperature for 30min
prior to data acquisition, and iii) confirming that the QENS in-
tensity was invariant and therefore the sample temperature was at
steady state. We also confirmed ex situ that hydrogen does not
outgas from Zy2 at 780 K under vacuum prior to the first QENS
measurement. All HFBS measurements are listed in Table 2. The up
and down arrows in Table 2 indicate if the steady-state tempera-
ture was reached upon heating or cooling, respectively. This in-
formation is relevant for our consideration of the temperature
hysteresis. The first neutron scattering experiment we performed,
a fixed window scan that did not collect QENS intensity, involved
in situ heating from ambient temperature to 750 K followed by
cooling to 400 K at a rate of 0.5�/min. This represents an additional
thermal cycle with the sample material held above the TSSd for
approximately 5 h.

Quasi-elastic neutron scattering analysis requires a measure-
ment of the instrument resolution. The resolution can be depen-
dent on the sample size and composition. Therefore, the most
accurate measurement of instrumental resolution is with the
sample in place and all motions frozen. In our case, this is accom-
plished by the 295-K QENS measurements since the diffusivity of
hydrogen (which is in the d-hydride phase) at ambient temperature
is sufficiently slow so that the QENS intensity within the elastic
peak. We demonstrate this below. A set of temperatures (572 K,
583 K, 613 K, and 653 K) were repeated upon heating and cooling.
This was done to investigate the effect of the temperature hyster-
esis. The QENS intensity was dependent on this effect. As expected,
however, no effect was observed for diffusivity (determined from
the QENS peak width) at common temperatures upon heating or
cooling and this establishes reproducibility.

Two dynamic ranges were used, ±15 meV and ±36 meV, with the
higher range used at higher sample temperature. This was done to
capture greater QENS broadening due to faster diffusion at higher
temperature since the QENS peak width scales with the diffusivity
and diffusivity increases exponentially with temperature. An
instrumental resolution was required for each dynamic range and
this was accomplished by measuring the sample at ambient tem-
perature (295 K, see Table 2). We also make use of an instrumental
resolution measurement using vanadium (a pure incoherent scat-
terer) at ambient temperature at ±15 meV to confirm the lack of
QENS intensity from our sample material at ambient temperature.
3. Theory

The intensity measured in a QENS experiment is proportional to
the dynamic structure factor, S (Q,u), which is related to the double
differential neutron scattering cross section via,

d2s
dUdu

¼ k
ko

hscoh
4p

ScohðQ ; uÞ þ sinc
4p

SincðQ ; uÞ
i

(1)

where ko and k are the incident and scattered wavevector, respec-
tively, Scoh (Q,u) and Sinc (Q,u) are the coherent and incoherent
dynamic structure factors, respectively, and scoh and sinc are the
respective neutron scattering cross sections. The two forms of S
(Q,u) contain correlations between the same nucleus at different
times (incoherent scattering) and correlations between different
nuclei at different times (interference effects associated with
coherent scattering, both elastic and inelastic). The data fitting used
here assumes the zero-phonon incoherent dynamic structure factor
is given by,

SincðQ ;uÞ ¼ e�2W

0
@A0ðQ ÞdðuÞ þ

Xn
j¼1

AjðQ ÞLjðQ ;uÞ
1
A5RðQ ;uÞ

þ BðQ ;uÞ
(2)

where the product Aod(u) is the time-independent elastic contri-
bution (dominated by elastic scattering from Zr atoms), the prod-
ucts AjLj are the quasi-elastic contributions, and B (Q,u) is the
background. The delta function in the elastic term is a consequence
of the Fourier time transform integral associated with the inter-
mediate scattering function for nuclei at fixed positions in space
(that is, with frozenmotions). The elastic and quasi-elastic intensity
contributions are convoluted with the instrument resolution
function R (Q,u) and attenuated by the Debye-Waller factor e�2W.
Data analysis accounts for the instrumental resolution by mathe-
matically convoluting a measurement of a representative sample
(here we have only one sample) at low temperature (so that all
hydrogen diffusive motion is frozen) with a delta function.

We are concernedwith diffusivemotion of hydrogen solutes in a
crystal lattice; incoherent quasi-elastic scattering. The quasi-elastic
contribution to the dynamic structure factor for long-range diffu-
sion is given by a single Lorentzian function [31],

LðQ ; uÞ ¼ 1
p

f ðQ Þ
f ðQ Þ2 þ u2

; (3)

where f(Q) is the Lorentzian half-width. The orientation-average
width f(Q) for diffusion with discrete jump distance l is given by
Ref. [32],



Fig. 3. QENS measurement at 295 K (TY, ±15 meV dynamic range, Q¼ 0.747Å�1, group
6) and fitting. Fitting only includes the instrumental resolution (vanadium at ambient
temperature) convolution with a delta function and a linear background term (not
shown). The lack of QENS broadening is clear when these data are compared to those
in Fig. 2. The large statistical fluctuations in the fitted curve beyond the elastic peak are
due to the propagation of noise in the vanadium measurement in the numerical
convolution fitting procedure.
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where the Taylor expansion about Ql¼ 0 is shown and we use the
Einstein equation for three-dimensional randommotion D¼ l2/(6t)
to write EL in final form. We refer to this as the low-Q expansion
result, a form that can be obtained directly from Fick's second law
without invoking a discrete jump model [31]. We only keep the
quadratic term for EL since our data quality, which is good
considering the low hydrogen inventory, does not support a 4th
order correction. We determine the temperature dependent diffu-
sivity using the low-Q expansion result to create an Arrhenius plot
in the next section. We do not use the jump diffusion model
because the Q range of the HFBS, which is typical of backscattering
spectrometers, does not extend to sufficiently high values to cap-
ture the first peak in the sin (Ql)/(Ql) term for l¼ 1.29 Å, the T-T
jump distance in Zr. This is discussed in the next section.

4. Results

An example of the line broadening associated with QENS from
hydrogen diffusion in our Zy2 sample material at 614 K (TY,
±15 meV dynamic range) is shown in Fig. 2. Data fitting used the
Data, Analysis, and Visualization Environment (DAVE) software
package [42]. The fit includes the convolution of the 295 K mea-
surement with a delta function and a Lorentzian. A linear back-
ground term was included in the fit but is not shown. The primary
source of background intensity is inelastic phonon scattering which
is flat on the meV energy scale. Significant broadening is evident due
to QENS from the diffusion of hydrogen. The 295 K resolution
measurement in Fig. 2, on the other hand, exhibits no QENS in-
tensity. The fit in Fig. 2 only includes the resolution measurement
(using vanadium) convoluted with a delta function and demon-
strates this measurement is a valid quantification of instrumental
resolution. The lack QENS at 295 K in Fig. 3 is consistent with the
Fig. 2. QENS measurement at 613 K (TY, ±15 meV dynamic range, Q¼ 0.747Å�1, group
6) and fitting. Significant QENS intensity is observed that induces line broadening
beyond the instrumental resolution. The QENS intensity is fit with a single Lorentzian
and a delta function convoluted with the 295 K sample resolution measurement. A
linear background term was included in the fitting but is not shown. Error bars
throughout all figures represent one standard deviation.
very low solid solution solubility of hydrogen in Zircaloy (or Zr in
general) at ambient temperature and the significantly lower
diffusivity of hydrogen in the d hydride phase [36].

Diffusivity at each temperature point is determined by fitting
the low-Q QENS data to Equation (4). This is shown in Fig. 4 for
selected temperatures. The diffusivities for all temperature points
from the best fit of Equation (4) are listed in Table 2. Fig. 4 inset is an
example of a best fit to the isotropic diffusion model of Chudley and
Elliot [32]. Although a maxima is observed in this data set that is
Fig. 4. Plot of Lorentzian FWHM (2,EL) versus Q2 for selected temperatures (T[ in all
cases) showing quality of fit to the low-Q expansion given by Equation (4). The fitting Q
range extends to Q¼ 0.619Å�1 (group 5) except for 710 K (Q¼ 0.558Å�1). The inset
shows a fit of the 613 K (T[) measurement to the general form for isotropic diffusion
given by Equation (4). The first maxima of the sin (Ql)/Ql term appears to be resolved.
However, the best fit yields an unphysical jump distance of l¼ 4.3 Å. The sample
temperatures listed correspond to the can-top TC measurement. See text for
discussion.
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well fit, the jump distance obtain (l¼ 4.3 Å) does not match inter-
stitial T-T jumps of hydrogen in hexagonal Zr (l¼ 1.29 Å) and is
therefore unphysical. As stated above, the Q range of the HFBS does
not extend to sufficiently large values to capture the short jump
distance expected for our system. It is for this reasonwe rely on the
low-Q expansion formula, which does not depend on the jump
distance. Fig. 4-inset is the best example of a maxima we observed;
we therefore consider it to be unrepresentative of our QENS data in
general and show it for completeness.

The measured diffusivities used to create an Arrhenius plot in
Fig. 5a. We compare our diffusivity to that of Kearns [8] and others
[43,44]. All diffusivities are listed in Table 3 and compared in Fig. 5b.
Kearnsmeasured diffusivity using diffusion couples fabricated from
rolled plate or swaged rods of Zy-2, Zy-4, and two forms of pure Zr.
Different heat treatments were also investigated by Kearns, as was
the effect of sample orientation. We present three diffusivities from
Fig. 5. a)Arrhenius plot of hydrogen diffusivity versus inverse temperature for Zy2 with 170
We resolve two trends below and above 670 K. The activation energy for diffusion below 67
work and that of Kearns are tabulated in Table 3. The x-axis error bars represent the measur
sample temperature (see text for this definition). Least-squared best fits use both x and y vari
measured in this work compared to the measurements of others. See Table 3 for the respe
Kearns in Fig. 5a: an average of all data (Kearns all; Zy2, Zy4, pure Zr,
heat treatment, sample orientation, and cold work), the normal
direction of Zy-4, and the transverse direction of Zy-4. These dif-
fusivities correspond to the last three entries of Table 3 from
Reference 8. We resolve two trends in our diffusivity, above and
below 670 K. The activation energy (Ea¼ 0.461 eV) we observed
below 670 K agrees with that of Kearns (Ea¼ 0.462 eV, see Table 3).

One the other hand, the high-temperature activation energy
observed here (Ea¼ 0.36 eV) is significantly (20%) lower than that
of Kearns. Interestingly, our activation energy above 670 K is in
better agreement with that measured by Sawatzky [43] between
533 K and 833 K (see Table 3). Kearns discussed the apparent
disagreement with Sawatzky, but did not offer a conclusive expla-
nation except to possibly implicate different experimental
methods. We reserve further discussion on this topic for the next
section.
mg/g hydrogen concentration from this work compared to the results from Kearns [8].
0 K agrees with the result of Kearns. Activation energies and diffusion constants for our
ed temperature gradient associated with the plotted 1000/T quantity uses the average
able errors that are assumed to be uncorrelated [48].b)Arrhenius plot of the diffusivities
ctive citations.



Table 3
Diffusivities from this work and the work of others.

Material Temperature Range [K] Do [cm2/s] Ea [eV] Reference

Zy2 572/ 670 0.0067± 0.0024 0.461± 0.019 This work
670/ 780 0.0012± 0.0005 0.36± 0.02

Zr, Zy2, Zy4 540/ 973 0.0070 0.462± 0.007 Kearns all [8]
Zy4 0.0079 0.465± 0.001 Kearns ND [8]
Zy4 0.0058 0.446± 0.005 Kearns TD [8]
Zy2 533/ 833 0.0022 0.363± 0.017 Sawatzky [43]
a-Zr 578/ 883 0.0007 0.31± 0.01 Mallett and Albrecht [44]
Zra NA 0.0011 0.434 Christensen et al. [9]
Zircaloya,b 300/ 600 0.047 0.49 Zhang et al. [13]

700/ 1100 0.0048 0.41
d-ZrH1.58 ~600/ 900 0.00153 0.61 Majer et al. [36]

a Advanced computational result. All others experimentally measured diffusivities.
b The authors of Reference [13] did not resolve two separate diffusivities above and below approximately 650 K. Instead they quote a single activation energy of 0.46 eV.

Fig. 6. Elastic intensity versus temperature for heating (blue diamond plotting sym-
bols) and cooling (black diamond plotting symbols) from the FWS measurement. The
x-axis is the can-top temperature and does not include a temperature correction. Inset
shows the TSS boundary region in greater detail with axis labels omitted for clarity. A
heating/cooling hysteresis is evident in the elastic intensity. Inflection points on the
heating and cooling curves mark the TSS boundaries for our sample (blue and black
vertical lines). The solubility limits are determined from the intersections of linear
extrapolations of the elastic intensity above and below each inflection point, as shown
in the inset. This is the most straightforward method in lieu of a physical model for the
elastic intensity attenuation. (For interpretation of the references to colour in this
figure legend, the reader is referred to the Web version of this article.)

Fig. 7. Comparison of QENS measurement at (a) 583 K (top, Q¼ 1.217Å�1, group 10)
and (b) 613 K (bottom, Q¼ 1.217Å�1, group 10) upon heating and cooling to reach
steady-state. Larger QENS intensity upon cooling in each case, a consequence of the
temperature hysteresis and a greater fraction of mobile hydrogen.
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The onset of measureable QENS intensity must coincide with
hydrogen entering the solid solution phase (a-Zr). We show the
elastic intensity measured in the FWS as a function temperature
upon heating and cooling in Fig. 6. Diffusive motion will shift in-
tensity beyond the elastic window and the onset of QENS is marked
by a reduction of FWS elastic intensity. The TSS boundaries are
marked in Fig. 6 and coincide with inflection points in the elastic
intensity.

The effect of the temperature hysteresis and a greater fraction of
mobile hydrogen upon cooling is demonstrated in Fig. 7, compari-
sons of QENS measurements for a single detector group at two
steady-state temperatures reached upon heating and cooling.
Greater QENS intensity (but not greater Lorentzian width) at a
given temperature is expected upon cooling since a larger fraction
of mobile hydrogen exists. The fact that the width does not depend
on this effect is demonstrated by the diffusivities measured at
common temperature listed in Table 2.
We also note the use of neutron radiography (nR) to quantify
hydrogen diffusion in b-Zr [45]. This neutron-based technique has
excellent sensitivity to hydrogen in metals [14] and can track
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hydrogen mass transport with experimental measurement times
much shorter than the QENS measurement protocols we use here.
However, the nR measurements of Grosse et al. [45] suffer from a
lack of reproducibility at common temperature points compared to
our QENS results. This compromises accurate quantification of the
activation energy via Arrhenius analysis.

5. Discussion

The diffusivity of hydrogen (self-diffusion) in Zy2 has been
quantified using QENS. Quasi-elastic neutron scattering is directly
sensitive to the diffusive motion of hydrogen solutes via line
broadening analysis in the meV energy range. This sensitivity is
unique in that the technique does not rely on the existance of
concentration gradients (as is the case with nR) or the use diffusion
couples. We implicitly assume the self-diffusion and chemical co-
efficients are equivalent in our comparison of our results with the
work of others. This assumption is valid in the limit of dilute so-
lutions. Furthermore, the diffusion of hydrogen is not a binary
process since the interstitial sublattice is otherwise unoccupied.

The elastic intensity in FWS measurements is attenuated by the
diffusive motion of hydrogen as the solute goes into solid solution
and solubility limits are marked by inflection points. This too is
unique and provides clear demarcation of the TSS boundaries and is
not subject to systematic error. The discussion of diffusivity and TSS
limits are placed within the context of past work below.

5.1. Diffusivity of hydrogen in Zircaloy 2

The most important point of discussion is the high temperature
diffusivity observed here compared to that of Kearns. Before this
discussion, we point out the significant technological improve-
ment associated with the application of QENS to study hydrogen
diffusion. The work of Kearns must have taken months of sample
preparation, annealing, sectioning, and hydrogen concentration
analysis. Diffusivity was determined by fitting measuring
hydrogen concentration gradients and the materials parameter
space investigated by Kearns was extensive. However, Kearns
determined diffusivity at five temperatures, two of which were
close together (therefore effectively four points) and only two
above 630 K. Our work required a few days of preparation of the
as-received Zy2 material and approximately ten days of HFBS
beam time. The measurements are directly sensitive to both
hydrogen self-diffusion and solubility limits. The fact that we
essentially reproduce the diffusivities of Kearns below 670 K is
testament to Reference 8dthis remains an important contribution
to the field.

That stated, we believe our measurement represents significant
correction to the diffusivity above 670 K. First, the diffusion con-
stant is significantly lower. However Do values determined over a
narrow temperature range are strongly influenced by slight
changes in Ea and we place greater emphasis on the activation
energies in our discussion. The activation energy we determine
above 670 K is approximately 20% lower than that of Kearns, indi-
cating a lower barrier for diffusion. However, the actual diffusivities
are lower than those measured by others (see Fig. 5b). We attribute
the lower activation energy to hydrogen-impurity de-trapping in
Section 5.3 but this does not explain lower diffusivities above 670 K
compared to Kearns and others. The differences in overall diffu-
sivities is likely due to different measurement techniques in the
past work, possible differences in impurity concentration, and so-
lute trapping at other defects such as dislocations. We note the
extrapolation of our high temperature diffusivity to low tempera-
ture does lead to greater diffusivity compared to Kearns, consistent
with greater diffusivity in the absence of trapping. Dislocations are
significant solute traps. We startedwith awell annealedmatrix and
the dislocation density should be low. Our sample material cross
the TSS lines repeatedly and hydride precipitation generates
dislocation loops. We measure self-diffusion in the absence of a
concentration gradient and these dislocations could affect the
measured activation energy, either decreasing Ea (dislocation pipe
diffusion [28]) if the dislocation density is high and the fraction of
trapped solute is large or otherwise increasing Ea via solute trap-
ping. Dislocation pipe diffusion reduces Ea at lower temperature
[28], not at higher temperature as we observe. However, the effect
of solute trapping at dislocations with a low density leading to a
greater Ea at lower temperature cannot be ruled out.

Our measurements do not represent a convolution of fast solid
solution diffusion and slower hydrogen diffusion in the d-hydride
phase since the latter process is too slow to lead to QENS beyond
the elastic resolution line. Our 295-K reslution measurement
demonstrates QENS is not sensitive to hydrogen diffusion in d-
hydride. If this were not the case, then a reduction in activation
energy would be expected for temperatures greater than the TSSd
boundary at 170 mg/g hydrogen. We could invert this argument
and use our data to implicate the hydrogen diffusivity in d-hydride
from Reference 36, which is included in Table 3. However, the
work of Majer et al., which used pulsed-field-gradient nuclear
magnetic resonance, is convincing and we reject the possibility it
is not valid.

We can estimate the broadening from hydrogen diffusion in the
d-hydride phase using the diffusivity of Majer et al.; EL¼ 0.15 meV at
710 K at Q2¼ 0.31Å�2. This width is at the lower limit (approxi-
mately 10�1 meV) of detectable line broadening for the HFBS. The
Lorentzian width corresponding to solid solution diffusivity (710-K
data at Q2¼ 0.31Å�2 in Fig. 4) is approximately 7 meV, 45 times
broader. If we treat the d-hydride phase diffusivity induced width
as an inherent component of instrumental resolution, the broad-
ening will add in quadrature with the known resolution (approxi-
mately 1 meV) assuming Gaussian behavior; it is a 1% effect.

Most of the measurements performed by Kearns used Zy4. Zir-
caloy 2 was used to a lesser extent, but measurements of anneal
material (the stated heat treatment for recrystallization was 788 �C
for 1 h [8]) were performed at 608 K, 773 K, and 973 K. The lowest
two temperatures fall in our range and the Kearns diffusivity at
608 K falls exactly on our Zy2 low-temperature fit line. The 773 K
diffusivity is above our low-temperature line and is close to the
“Kearns all” line in Fig. 5a. Kearns also measured cold worked Zy2
(80% cold swaged rods) at 608 and 773 K and recorded diffusivities
nearly equal to the recrystallized material diffusivities. We there-
fore cannot attribute our high-temperature diffusivity to a mate-
rials or heat treatment effect. Kearns employed diffusion couples
with all hydrogen in solid solution during annealing to induce
diffusion. The diffusivities therefore were determined in material
that was a single phase medium, as was ours above the TSSd upon
heating and the TSSp upon cooling.

Our activation energy above 670 K is in better agreement with
early work of Sawatzky [43] and Mallett and Albrecht [44] (see
Table 3). However, these early diffusivities extend below 670 K
and therefore disagree with our low-temperature diffusivity and
the Kearns diffusivity. As we noted above, Kearns could not offer a
conclusive explanation for the dissimilar activation energies, but
mentioned different experimental procedures. Sawatzky for
example determined diffusivity under the condition that a surface
hydride persisted during the experiment [43]. The solution to the
diffusion equation (Fick's second law) is not affect by a time-
invariant boundary condition (constant hydrogen concentration
at the surface); the procedure used by Sawatzky was designed
to ensure this by maintaining the hydride phase at the free
surface.



Fig. 8. Arrhenius plot of calculated hydrogen diffusivity based on the Oriani model for
impurity trapping. Inset shows the low-temperature diffusivity in greater detail with
axes labels omitted for clarity. The curve labeled “lattice” in the inset shows the
diffusivity in the absence of impurity trap sites. The curves labeled 0.5X, 1X, and 2X
represent calculated diffusivities with impurity concentration of ½, 1 times, and 2
times the measured Fe, Cr, and Ni concentration shown in Table 1. The effect of im-
purity trapping on diffusivity is strongest at lower temperature where the activation
energy increases from 0.40 eV (lattice, no impurity trapping) to 0.48 eV (2X impurity
concentration).
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5.2. Sources of systematic error in diffusivity measurements

We discount are four sources of systematic error in our exper-
imental protocol as explanations for the high-temperature diffu-
sivity observed here. First, the low-Q expansion avoids potential
systematic error associated with jump distance and we reproduce
established diffusivity below 670 K using Equation (4). Systematic
error in the sample temperature above 670 K could be responsible
for our high-temperature diffusivity. The mock-up experiments
described in the Materials and Methods section allowed us to
directly measure the temperature gradient along the length of the
sample can (the second source of systematic error). The observed
gradients were accounted for in the construction of Fig. 5a Arrhe-
nius plot. We employed a 30min hold at temperature and
confirmed steady state with respect to the QENS response. The
diffusivity at 670 Kwasmeasured three times during three separate
experimental runs separated by two years. These three measure-
ments used both the Al and Ti cans and both dynamic ranges (see
Table 2) and agree within statistical uncertainty. This establishes
reproducibility both respect to diffusivity and temperature, elimi-
nating possible sources of error associated with the Al versus Ti can
(and vacuum versus He exchange gas, respectively), the dynamic
range, and differences in the sample bar orientation within each
can since bars were repacked (collectively, the third source of
systematic error). We also note the 710 K (703 K corrected tem-
perature) measurement using the Al can and the ±15 meV dynamic
range; this data point falls on high temperature diffusivity behavior
in Fig. 5a for the Ti can. We therefore trust our corrected temper-
ature values and that QENS was measured in a steady state con-
dition at a known temperature.

The forth possible systematic error is multiple scattering. The
macroscopic cross section for Zr is S¼ 0.28 cm�1 at a neutron
wavelength of l¼ 6.271 Å (the incident wavelength of the HFBS)
and this is dominated by coherent scattering. The path length (S�1)
is approximately 3.6 cm, not toomuch larger than our sample radial
dimension, and the effect of multiple scattering on QENS broad-
ening needs to be considered. Three multiple scattering events are
possible: elastic-elastic Zr-Zr scattering which will add intensity to
the elastic peak but not induce broadening, elastic-inelastic scat-
tering that will induce Lorentzian-type broadening, and inelastic-
inelastic scattering that will also induce broadening, but much
flatter and weaker (in other words, this will contribute to the linear
background term using in data fitting). Significant elastic-inelastic
multiple scattering will broaden the QENS component and diffu-
sivity is proportional to the Lorentzian half width via Equation (4).
Greater widths induced bymultiple scattering will therefore lead to
larger diffusivities. The fact that we observe the opposite above
670 K and reproduce the known diffusivity below 670 K allows us
to reject multiple scattering as a significant source of systematic
error.

5.3. Hydrogen solute-impurity trapping

We consider the possible effect of impurity trapping on the
measured hydrogen activation energy. We do this with the caveat
that other traps such as dislocations may influence the apparent
activation barrier for diffusion. Zhang et al. studied the effect of
impurity trapping on hydrogen diffusivity in kinetic Monte Carlo
simulations [13]. The binding enthalpy associated with Fe, Cr, and
Ni trapping were determined from first principles computation and
are of the order of 0.1 eV. Tin does not trap hydrogen solutes. The
effect of Fe, Cr, and Ni trapping on diffusivity in Reference [13] is
similar to what we observe. The effect of oxygen was not investi-
gated. At low temperature (below approximately 650 K) the acti-
vation energy is larger due to solute-impurity trapping influencing
mass transport; the binding enthalpy adds to the activation barrier
for diffusion. As the system temperature increases, impurities cease
to be effective solute traps and the activation barrier then reflects
regular diffusion. Although Zhang et al. do not resolve two separate
trends in diffusivity, they are clearly present in Fig. 5a,b of Refer-
ence [13]. We have extracted Reference [13 [diffusivities and
determine two activation energies above and below 650 K; these
are included in Table 3. The effect of impurity trapping is to increase
the activation energy by approximately 0.1 eV (0.41e0.49 eV from
high temperature to low temperature).

We quantify impurity trapping by applying the Oriani model
[46,47] for diffusivity with impurity traps Dim,

Dim ¼ Dl
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P
ic
i
t exp

�
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.
kT

� ; (5)

where Dl is the lattice diffusivity in the absence of impurity traps
[see Reference 13], cit ¼ Ntct are total number trapping sites for the
ith impurity (i¼ Fe, Cr, and Ni here), Nt is number of trapping sites
for impurity i and includes both tetrahedral and octahedral inter-
stitial hydrogen occupation, and ct is the impurity atom concen-
tration, and Eit are the binding enthalpies from Reference [13]. As
with Reference [13], all impurity atoms are assumed to be in solid
solution. The reader is direct to Reference [13] for details regarding
the computational approach used to implement Equation (5). The
calculated diffusivities of hydrogen in Zircaloy using Equation (5)
are shown in Fig. 8 for four impurity concentration levels: zero or
pure Zr, 0.5X or ½ the measured impurity concentrations listed in
Table 1 for our Zy2 sample material, 1X or impurity concentrations
equivalent to those measured, and 2X or double the measured
impurity concentrations.

The activation barrier energies increase at lower temperature
from 0.40 eV (lattice diffusivity, zero impurity concentration) to



Table 4
TSS limits for 170 mg/g hydrogen in Zr-based alloys from selected works.

Material 170 mg/g hydrogen Reference

TSSp [K] TSSd [K] DT [K]

Zy2 575 647 72 This work
573 655 82 Une et al. [22]
589 663 74 Une and Ishimoto [19]
607 658 51 Singh et al. [24]

Zy4 574 631 57 Vizcaino et al. [21]
597 685 88 Zanellato et al. [20]
601 673 72 Tang et al. [25]

Pure Zr 620 682 62 Une and Ishimoto [23]
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0.48 eV (2X impurity concentration). These activation energies are
slightly lower than those determined in Reference [13] for Zircaloy
due to differences in impurity concentrations. We also calculated
Dim for 0.1X (not shown in Fig. 8). This yielded an activation energy
of 0.41 eV, slightly higher than Dl in the absence of impurity trap-
ping. The calculated diffusivities with impurity trapping merge to
Dl at higher temperature with an activation energy characteristic of
regular bulk lattice diffusivity. This supports our hypothesis that
diffusivity we measure above 670 K is the regular bulk diffusivity
for hydrogen in Zircaloy 2 in the absence of trapping.

The exact effect of impurity trapping on hydrogen solute diffu-
sion, the cross over temperature and the change in activation en-
ergy, will depend on the solute concentration and the actual
binding enthalpies. We do note that Zhang et al. assumed all im-
purities associated with the typical Zircaloy composition were in
solid solution while in real cladding most metal impurities are in
intermetallic second phase particles. We make the same assump-
tion in the application of Oriani model here. This issue aside, we
believe impurity trapping of hydrogen solutes provides a reason-
able explanation for our observed diffusivities above and below
670 K.

Additionally, the work of Zhang et al. also offers a potential
explanation why essentially two activation energies for hydrogen
diffusion in Zr and Zr-based alloys (approximately 0.45 and
approximately 0.34 eV) have been observed historically. One diffi-
culty with this explanation is the hydrogen-impurity binding
enthalpy (approximately 0.1 eV). The hydrogen solute-impurity
trapping will not persist at high temperatures and regular diffu-
sion (diffusion without trapping) should dominate. Kearns, for
example, should have observed a lower activation energy at higher
temperature if impurity trapping existed. . However, any effect of
impurity trapping at lower temperature would be convoluted with
the experimental errors associated with the methodologies
employed by Kearns and others. It is also possible other unknown
impurities (or other traps) with larger binding enthalpy were pre-
sent in past work. The same explanation is offered by Sawatzky in
discussion of pre-1960 measurements [43].

5.4. Solubility boundaries at 170 mg/g hydrogen

One advantage of the HFBS is the ability to perform fixed win-
dow scans that measure elastic intensity variation as a function of
temperature. The FWS elastic intensities in Fig. 6 are affected by
QENS associated with hydrogen diffusion. For example, greater
quasi-elastic scattering beyond the elastic window occurs as the
fraction of mobile hydrogen increases upon heating. This will cause
a reduction in the elastic intensity recorded in the FWS. At the TSSd
boundary all hydrogen has entered solid solution (the termination
of the d/a transformation) and further elastic intensity reduction
is due to the Debye-Waller factor attenuating Zr elastic scattering.
(A FWS of pure Zy2 response would be useful but was not possible
because of time constraints.) The inflection point on FWS heating
line is the TSSd temperature for our sample, 170 mg/g hydrogen in
Zy2. This inflection occurs at T¼ 647 K, in good agreement with the
TSSd boundary at 170 mg/g from Une et al. (655 K) [22]. Analogous
reasoning holds for cooling, with an inflection point occurring
when hydrogen begins to precipitate into the d-phase. Unlike
heating, however, this is the initiation of the a/d phase trans-
formation and the inflection is much sharper. This is a known
behavior for phase transformations that occur during fixed window
scans [35]. Further, as mentioned in Section 2.3, the temperature
gradient at the TSSp was effectively zero and this would contribute
to a sharper inflection. The inflection point upon cooling we
observe is at T¼ 575 K; this also agrees the Une et al. boundary
calculated at 170 mg/g (573 K [22]).
We tabulate TSS limits for pure Zr, Zy2, and Zy4 from various
authors in Table 4. Large variations exist across these data, a fact
that has not gone unnoticed [24]. Most solubility limits for the Zr-H
system and associated alloys are obtained from differential scan-
ning calorimetry (DSC) and this technique does not always result in
well-delineated boundaries. Other methods have been applied to
determine the solubility limits in Zr-H system [24], reflecting the
important of the hydrogen TSS behavior in nuclear fuel cladding. As
discussed by Une and Ishimoto [20], the TSSd is the more difficult
boundary to determine since it represents complete dissolution.
For example, the peak of the derivative of the DSC heat enthalpy
output is broad (~25 �C full width half maximum) and no set
convention exists for the specification of the boundary. The TSSp
marks the beginning of a phase transformation and results a much
sharper peak in the derivative of the DSC output. We observe
similar effects related to the TSS boundaries in our FWS elastic
intensities, with a broader TSSd inflection compared to the TSSp.
The ~10 K temperature gradient near 650 K upon heating (Section
2.3) is a contributing factor to the broader inflection. However, the
TSS limits are more clearly identifiable compared to DSC, for
example, since changes in the elastic intensity are directly sensitive
to the diffusive motion of hydrogen and the solute mobile fraction.
6. Summary

Our work demonstrates the utility of QENS on a backscattering
spectrometer to study the Zircaloy-H system to directly measure
solubility limits and diffusivity in a single experiment. The diffu-
sivity of hydrogen in Zy2 (170 mg/g hydrogen and a formula unit of
ZrH0.0155) has been quantified as a function of temperature. QENS is
sensitive the diffusive motions of atoms over the meV energy scale
and has excellent sensitivity to hydrogen in metals because of the
large incoherent scattering cross section of the solute. We rely on
the low-Q expansion for long-range diffusion to determine diffu-
sivity from the Lorentzian half widths. We match the known
diffusivity of Kearns [8] below 670 K. Above 670 K we find diffusion
is quantified by a significantly lower activation energy (0.36 eV
versus 0.462 eV). The large increase in the activation energy when
the system temperature falls below 670 K is attributed to impurity
trapping, although we cannot rule out trapping at dislocations. We
consider impurity trapping by calculating the diffusivity using the
Oriani model for Fe, Cr, and Ni impurities. At higher temperature,
the impurity trapping interactions are more readily overcome (the
impurity binding enthalpies are approximately 0.1 eV) and do not
affect diffusivity. We therefore believe hydrogen self-diffusion in
Zircaloy 2 in the absence of trapping is characterized by an activation
energy of 0.36 eV.

The historical disparity between the Kearns diffusivity and the
diffusivity measured by others has never been resolved. Our mea-
surements appear to be a combination of the Kearns diffusivity
below 670 K and the diffusivity measured by others above 670 K, an
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observationwe attribute to impurity trapping based on the work of
Zhang et al. [13] and supported by additional Oriani model calcu-
lations. We believe impurity trapping at lower temperature is
therefore a reasonable explanation for historical disparity in
hydrogen diffusivity measured in Zr and Zr-based alloys such as
Zircaloy. Such an effect will depend on the solid solution concen-
tration of the metal elements found in Zircaloy and thermo-
mechanical processing will influence metal element solubility.
Oxygen impurities could be a mitigating factor as well. It is there-
fore impossible to state with certainty that historical measure-
ments were not affected by impurity trapping in a non-systematic
manner.

Four sources of systematic error are addressed, the jump diffu-
sion model, sample temperature, two sample environments, and
multiple scattering. We correct for the measured temperature
gradient along the length of the sample in the construction of an
Arrhenius plot. The effect of the jump diffusion model is eliminated
via the use of the low-Q expansion. Multiple scattering is rejected
based on scientific reasoning. Our experiments are insensitive to
the diffusion of hydrogen in the d-hydride phase because this
diffusivity is slow and associated QENS is within the energy reso-
lution of the instrument for all temperatures measured here.

The elastic scattering intensity versus temperature measured in
fixed window scans exhibit distinct features marking the TSSd and
TSSp. Elastic intensity measured in a FWS is attenuated by
increasing mobile hydrogen fraction and is therefore sensitive to
the hydrogen solubility limits upon heating and cooling. We match
the TSS boundaries and the width of the temperature hysteresis
from Une et al. [22] for a hydrogen concentration of 170 mg/g.
Furthermore, FWS intensity analysis is straightforward to imple-
ment and is not subject to systematic error or analysis bias that may
be associated with other techniques.

The hydrogen diffusivity we observe above 670 K is lower than
the currently accepted diffusivity in Zr-based LWR cladding allows.
For example, our diffusivity is a factor of 1.3 lower than that of
Kearns at 780 K. Extrapolation of both diffusivities to 1273 K results
in a factor two lower diffusivity. The time associated with diffusion
scales inversely with diffusivity. Our high-temperature diffusivity
would cause slower hydrogen mass transport in LWR cladding
compared to the Kearns diffusivities and this could alter hydrogen
release kinetics during off-normal events.
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