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Abstract

Insufficient interoperability has long been an issue on the factory floor, however, new technologies and standards are enabling production systems
to become more agile and interoperable. A communication standard can, for example, make interoperation among different vendor-specific
software and hardware tools in production systems easier and more reliable. In this paper, we share our research results and experience for the
establishment of a connection between a dynamic simulator and an advanced process controller in a manufacturing system using OPC-UA. The
OPC-UA communication protocol, which is middleware, acts as a common interface between these systems. We established the client and server
for communication and defined an exchange data structure based on the OPC-UA standard for a control problem in a chemical process plant. The

case study is a proof of concept of the OPC-UA standard implementation to support interoperability for different domains.
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1. Introduction

Manufacturing industries generate huge amounts of data,
however, because it is difficult to effectively exchange data
among the variety of manufacturing systems and applications
on the factory floor, these data typically cannot be fully ex-
ploited. A McKinsey Global Institute report states that U.S.
manufacturing can maintain competitiveness by applying an
optimized, autonomous factory approach in a digitized and in-
tegrated value chain [14]. Achieving such digitization and inte-
gration within a manufacturing factory is, however, heavily de-
pendent on plant floor data and communication techniques and
common semantics. A free communication flow among differ-
ent software and hardware systems, in turn, typically critically
relies on the proper application of standards and proven meth-
ods [12]. Exploitation of advanced technologies through appli-
cation of standards is one of the major challenges facing the
manufacturing industry [4].

In recent years, there has emerged a significant shift in the inter-
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connection of physical components on the manufacturing floor
where transmitted information is used for control purposes [3].
Many quintessential requirements have been identified: ubig-
uitous connectivity, local intelligence, safety, self-organization,
flexibility, massive data monitoring, and efficiency, to name a
few [10] . The most common and crucial identified factor is
efficient and reliable communication when dealing with hetero-
geneity and interoperability of various entities on a manufac-
turing floor. Advanced communication and information tech-
nologies can help achieve reliable, smooth, and robust inte-
gration between manufacturing levels through various physical
media and protocols [21]. This paper reports a case study that
integrates a simulator and controller via communication proto-
col: OPC UA. OPC UA is a sophisticated, scalable and flexible
mechanism for establishing secure connections between clients
and servers. This paper uses Tennessee Eastman problem to for-
mulate the base problem. [5].

This section also provides a baseline for Digital Twin in terms
of system integration, automation, and control. It establishes
a standard-based communication between two different plat-
forms on a manufacturing floor. The flexible and scalable com-
munication approach can be used for similar manufacturing
problems. The rest of the section is structured as follows: Sec-
tion 2 discusses the related work, Section 3 provides the details
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of the case study implementation, Section 4 presents the find-
ings, and Section 5 provides the conclusion and discussion.

2. Background

A common infrastructure model and communications frame-
work can improve interoperability, enable more secure and ef-
ficient data transmission, and facilitate smart data usage. The
research community has made significant efforts to introduce
digital communications in control and field networks [7]. In this
paper, we use the OPC-UA standard to enable communication
and integration between the controller and the simulation of
the Tennessee Eastman process. The reasons behind selecting
OPC-UA over publish-subscribe technologies are multi-folds.
It is platform independent, scalable, user friendly, and secure.
OPC-UA is a completely new paradigm for systematic commu-
nication.

2.1. OPC-UA

Increasing demand for data exchange in a manufacturing
plant requires better efficiency in communication networks
[15]. As a result, newer advanced automation and control do-
mains continue to emerge [1]. These new domains face a con-
tinuously increasing requirement of integration and interop-
eration. Therefore, standardized communication protocols are
crucial for integrating manufacturing systems [11] [8]. OPC
emerged as an automation standard primarily driven by automa-
tion vendors in process industry [19]. OPC defines a standard
set of objects, interfaces, and methods to facilitate interoper-
ability between control devices and systems. OPCs connectiv-
ity layer helps improve system interoperability.

In the 1990s, Microsoft introduced the Component Object
Model (COM) and the Distributed COM (DCOM) interface
standards. In 1995, Rockwell, Opto22, Intellution, and Fisher
Rosemount developed a data-access standard based on COM
and DCOM, and called OPC. Classical OPC include DA (Data
Access), AE (Alarm & Events), HDA (Historical Data Access),
and DX (Data Exchange). Each of these interfaces has a unique
read and write command structure that impacts only one inter-
face at the time. OPC-UA can be implemented on multiple plat-
forms and no longer relies on COM/DCOM technologies [20].
The objective of the OPC-UA is to fulfill all the requirements
for platform-independent system interfaces with versatile mod-
eling capabilities that satisfy the needs of even complex sys-
tems. Independence of platform and scalability are necessary to
facilitate the integration of OPC interfaces directly into a sys-
tem that runs on various platforms. Access control and security
are also crucial requirements because communication should be
allowed through firewalls. The basic premise of OPC-UA is that
the client can access small pieces of data without having to un-
derstand the entire complex model.

Therefore, it is widely accepted as an enabling technology for
digital manufacturing [16]. So far, OPC-UA has been imple-
mented by almost 20 different industrial sectors including to-
bacco, pharmaceuticals, and automation industries. These users

have documented limitations including insufficient semantics,
data models, dependence on COM/DCOM technology, inad-
equate security, and lack of implementation Application Pro-
gramming Interfaces (API). This paper reports our effort to ad-
dress these concerns by providing a case study and an imple-
mentation scenario.

2.2. Tennessee Eastman Problem

Tennessee Eastman (TE) is a well-known industry problem
[5]. The original TE problem has a complex structure. It in-
cludes a three-unit operation: an exothermic, two-phase reactor;
a flash separator; and a stripper. The TE problem contains 41
measured output variables and 12 manipulated variables. The
TE problem has been solved with efficient algorithms using dif-
ferent modeling languages and tools. Downs & Vogel (1993)
provided FORTRAN code of the model but did not publish the
model equations. As a replacement, they provided a flow sheet,
a steady-state material balance, and a qualitative description of
the critical process characteristics. So, researchers who adopt
the case need to make some assumptions to fulfill the missing
information. In this case study, a simplified version of the TE
problem has been adopted [18]. The simplified TE problem is
in the steady state with a relatively modest structure. The de-
tails of the simplified TE problem will be discussed in the next
Section.

3. Case Study

In this paper, we have adopted the simplified version of the

TE process as the case study and performed the simulation and
control modeling. We model the controller and the TE problem
simulation using two different applications between which in-
formation must constantly flow. OPC-UA acts as middleware
between the applications. The scenario is pragmatic and can be
reused for other similar real-world cases. This case study serves
as a prime example of demonstrating how OPC-UA is imple-
mented for data communication within a plant.
Figure 1 illustrates the overview of information flow of the sim-
plified TE process. First, we have derived an optimization prob-
lem from the simplified TE case. Then, we identify the optimal
parameters for controllers. These optimal parameters, as control
set points, are then sent to the process simulator via OPC-UA.
Simulator sends the feedback to the controller at regular inter-
vals. With this feedback, controller adjusts the new optimal pa-
rameters and send them back to process simulator. Therefore, a
continuous and effective communication takes place at regular
interval.

3.1. Simplified Tennessee Eastman Problem

As shown in Figure 2, the simplified TE problem includes
a combined reactor and separator vessel. The model has two
input flows (Feed 1 and Feed 2) and two output flows (Feed 3
and Feed 4). Feed 1 admits gas compounds A and C into the
reactor while pure A is used to control the ratio between A and
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Formulated Optimal OPC.UA
Optimization = problem = QOptimization parameters ' '
Problem Soler | Controller <«—— Simulation

Fig. 1. Information Flow between modules of the case study

C through Feed 2. Product D, a liquid, exits through Feed 4,
while the purge vapor flows out through Feed 3. In summary,
the inputs of the system are A and C, and the outputs are D and
the vapor purge as seen in Equation 1.

A+ C =D+ Purge 1

3.2. Optimization Problem Formulation

The optimization problem is used to derive the optimal pa-
rameter values to serve as control set points. The optimization
problem has been formulated based on the model developed by
Ricker (1993), which assumes that the plant is at the steady
state. The optimization objective of the problem is to minimize
the instantaneous cost of producing a given amount of product
D per hour, which depends on three user-provided input pa-
rameters: the product flow rate in kmol per hour, the cost per
kmol of A, and the cost per kmol of C. The optimization re-
sult includes optimal values for six parameters that allow users
to enact the most cost-effective setup. The parameters manip-
ulated to achieve minimum cost are the valve positions (as a
percentage open) of Feeds 1 to 3 as well as the total pressure of
the system. From these values, the valve position of Feed 4 can
also be calculated. These five variables, as well as the instan-
taneous cost, are returned after the optimization execution. The
mathematical model is described below:

Minimize C =1/F4 * [CA(yAleFlmux + X2 F2max — Fy)

2
+ CcOyerx1Fimax — Fa)l
such that
kO(;)L6 * (yAleFlmax +/\,/2F2max - F4)l'2
)(3CV3 VP - 100
* (verX1 Fimax — Fa)** = Fy < 0 3)
and

yCleFlmax = O-S(yAleFlmax +X2F2max)

where,
X1 = Feed 1 valve position (%, expressed as decimal)
x> = Feed 2 valve position (%, expressed as decimal)
X3 = Purge valve position (%, expressed as decimal)
Xs = o
= Product valve position (%, expressed as decimal)
P = Total pressure of system (kPa)
F4 = Product flow (kmol/h)
C4 = Cost of A ($/kmol)
Cc = Cost of C ($/kmol)
ya1= Concentration of A in Feed 1 (%, expressed as decimal)
ye1 = Concentration of C in Feed 1 (%, expressed as decimal)
F1ax = Maximum flowrate of Feed 1 (kmol/h)
F50x = Maximum flowrate of Feed 2 (kmol/h)
ko= Constant value associated with reaction

Equation 2 represents the relationship between the reaction
rate of the system and the product flow rate based on the time-
based equations from the model. Since the problem was as-
sumed to be in steady state, equation 2 was derived by setting
Rickers state equations (1) through (4) equal to zero [18]. The
cost equation naturally favors A, so equation 3 ensures that an
ideal ratio between A and C is maintained. Table 1 lists the
variables and their descriptions. The variables are sorted into
three categories: output variables, input parameters, and nom-
inal values. An optimal value is assigned the output variables
by the optimization solver, input parameters, as constants, are
provided by the user, nominal values are taken from Table 1
[18].

After executing the optimization, the optimal and target val-
ues (feed valves 1, 2, 3, and 4) are derived. These target values
are used by the controller as set points values.

3.3. OPC-UA Client Development: Advanced Process Control

Process control plays a vital role ensuring conformity to pro-
cess rules and protecting the process environment. Real-time
optimization (RTO) can be deployed in a controller to deter-
mine the optimum control set points for the current operating
conditions and constraints. The operating constraints for a plant
are identified as part of the process design. During plant oper-
ations, the optimum operating conditions can change regularly
owing to product throughput, process disturbances, by-product
as wastes, and economic evaluations. Therefore, it is profitable
to recalculate the optimum operating conditions on a regularly.
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Fig. 2. Process Schematic of the Simplified TE Problem

Table 1. Summary of variables and nominal operating conditions

Output

Variable Set Value Description Units

X1 0.609533 Feed 1 valve position (%)

X2 0.250223 Feed 2 valve position (%)

X3 0.392578 Feed 3 valve position (%)

X4 0.470302 Feed 4 valve position (%)

P 2700 Total system pressure kPa

C 0.2415 Instantaneous cost $/kmol
Manipulated

Variable Set Value Description Units

Fy 100 Product flowrate Kmol/hour
Ca 2.206 Cost of A $/kmol

Cc 6.177 Cost of C $/kmol
Constants Set Value Description Units

YAl 0.485 Concentration of A in Feed 1 (%)

yci 0.510 Concentration of C in Feed 1 (%)

Flmax 330.46 Max flow rate of Feed 1 Kmol/hour
Fomax 22.46 Max flow rate of Feed 2 Kmol/hour
ko 0.00117 Constant for assumed

isothermic reaction -

In this paper, a model predictive control (MPC) is designed
to control the TE process simulation. A predictive model con-
troller is part of a multi-level control hierarchy in modern pro-
cessing plants [21]. We use Aspen DMC3 to develop the MPC
controller [9].

Three different types of variables are used: manipulated (MV),
controlled (CV), and disturbance variables (DV). The three ma-
nipulated variables are three valve positions: U;, U,, and Uj
respectively. The three controlled variables are product flowrate

F4, pressure (P), and product A in the by-product Yg3.

The relationship between controlled variables and manipulated
variables are adapted from Ricker (1993) [18]. The connections
are derived in transfer function format from a state space model
of the TE problem.

Fy gn 0 0||U;
y=|P|=Gu=|gan 0 gl||U> (C))
Va3 0 g 0[|U;
1.7
_ L7 5
1= 0755+ 1 ©)
455675+ 1)
82 = 558 10255 + 1 ©)
_ —23.815-2.086 -
83 = 2 78745+ 0.1915
15
g3 = e 0.1s (8)

10s +1
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The constraints of the model are given as below.

Pressure (P) has an upper bound (3000 Kpa).

A in the purge yA3 has a range (0.429 ; yA3 | 0.886).
Product flow F4 has a set point (100 Kmol/hr).

All threee manipulated variables are unconstrained.

Using the transfer functions, library models are created in
Aspen DMC3. Different types of state space models can be
stored in a library. These library models can be reused to estab-
lish the relation between manipulated and controlled variables.
For instance, the first order transfer functions library model for-
mula is T*ﬁle’D*s

where T = Time Constant, D = Delay, K = Gain.

In this problem, transferring g32 to model library provides T =
10 mins; K =1.5; D = 6 sec.

Aspen DMC3 provides a visual representation of the library
model as well. The graph of transfer function g3, is given in
Figure 3.

Create Library Model =]
Model Details Step Response
Host Model
MPC091Z v| e
Model Type 1 el
First Order v |
Model Time Units
Seconds 0
Sample Time 0 20 40 60 80
30 Seconds
Samples
Model Properties

Input

Parameter Variable Value
u v ]| New Delay(D) D 00:00:06

Gain(K) K 15

Time Constant(T) | T 00:10:00

Not in Host Model Formula

K/(T*s+1)"Exp(-Ds)

‘ oK ‘ ‘ Cancel Apply ‘ | Help |

Fig. 3. Transfer Function Graph of a Model Predictive Controller (MPC)

After storing all the transfer functions in the library model,
a master model is prepared. After being simulated offline, the
controller is ready to deploy.

3.4. OPC-UA Server Development: Simulation

A Modelica model has been developed [13] to simulate the
dynamic behavior of the simplified TE process, and it is based
on the mathematical description provided by Ricker (1993).
This Modelica model library includes the model of the open
loop plant. It consists of a model named Reactor, a connector
designated pCon, models for setting the boundary conditions,
and two models describing the input and output source valves.

5

The Reactor model represents the processing unit that combines
the behavior of the reactor and the separator. These models have
been used to compose the ReactorOpenLoop model, a model
describing the behavior of the open loop plant. The model li-
brary is written in Modelica 3.3 and has been tested using Dy-
mola 2018 and OpenModelica 1.11.0 64 bits under Windows
2010. The model has been used for the ISO 15746 standard im-
plementation.

3.5. Communication Protocol: OPC-UA

The Modelica simulation, discussed in previous subsection,
is acting as an OPC server. The controller, designed in Aspen
DMC3, is acting as an OPC client.

To make a successful OPC-UA connection, OPC client and
server need to communicate via nodes. The OPC server needs
to identify the nodes and read data successfully. To setup
an OPC client using Aspen DMC3, the Cim-IO interface
manager first needs to be started. The CIM-IO interface is
a communication interface that provides a communication
standard for interfacing with various AspenTech products
like InfoPlus.21 and third-party software such as Modbus,
OPC servers. Through DMC3s CIM-IO interface manager, the
OPC-UA interface gets active and ready to communicate with
the server.

Next, the OPC-UA client requires connecting to the OPC-UA
server via nodes. The nodes addresses are provided in the mod-
eling. Then the OPC-UA connection via nodes is tested and
deployed. Figure 4 is a screen capture that shows the variable
names and types, as well as the node address assignment.
After a successful OPC-UA server/client connection, the con-
troller MPC1 is deployed and starts running. In the Aspen Web
Interface module, the feedback from controller and simulation
is observable. The history, data exchange information, and
controller application can be seen and changed from this
module according to the user need.

The optimization execution result provides the controller
with target set values for feed valve positions. The controller
uses the constraints to acquire real-time feed valve positions
and communicates with the simulation through the OPC-UA
messaging protocol. The simulation also provides feedback to
the controller via OPC-UA and the controller acts as a check
and balance element in the simulation by providing the next
set of real-time feed valve positions. Overall, this case study is
an implementation of a standard-based communication proto-
col in the manufacturing domain. The approach can be applied
to similar problems in the plant to enable real-time communi-
cation between different enterprise levels. Automotive, medical
device, consumer electronics, aerospace & defense industry can
adapt the technology and march towards digital manufacturing.

4. Lessons Learned

Even though in this case study, the OPC-UA has been suc-
cessfully implemented between a controller and a simulator of
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Anti Windup Status
Service Status
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Fig. 4. Test and Deployment of Node Address

the simplified TE problem, OPC-UA implementation requires
some complicated procedures. Multiple challenges need to be
addressed in a proficient manner to have a smooth OPC-UA
implementation. We have identified the following such major
challenges based on our experience.

e The challenge of selecting OPC-UA server/client enabled
applications and specification of a well-defined architec-
tures: not all the control and simulation applications are
OPC-UA enabled, so effort is needed to select an appli-
cation that is not only capable of modeling the problem
(e.g., control) but also establishing a server or a client.
Also, OPC-UA has a large set of specifications. It is dif-
ficult to assess and estimate the project effort and de-
velopment time in the beginning of the project. The ex-
isting physical system has a limited capacity that can
sometimes hinder additional functionality. For instance,
the existing system has only a limited amount of RAM
space or processor clockwork speed available for addi-
tional OPC-UA accommodation. As OPC-UA memory
utilization increases, it poses a threat to the existing in-
frastructure to crash.

e Because OPC-UA connects a multitude of applications
across firewalls and networks, server security becomes
a concern. Like many other message protocol systems,
OPC-UA uses authentication, authorization, and encryp-
tion via an address space concept. OPC-UA address
space provides a standard way for servers to represent ob-
jects to clients. It defines objects in terms of variables and
methods. The elements of a model are represented in the
address space as nodes that are assigned to a node class,
e.g., objects, variables, and methods. On the other hand,
the software components have different levels of matu-
rity for creating the address space model. Some of these
software components provide a graphical user interface
(GUI) to model address space and to add nodes and refer-
ences, while others do not. The GUI generates code to es-
tablish OPC-UA connection between servers and clients.
With a GUI, therefore, it will be easier for building up

the server/client connection. Although the node address
can be identified from literature review, experiments, or
manuals, none of these methods is very intuitive. For in-
stance, in this case study, we have identified the OPC-
UA server node address via a reference and the OPC-UA
client node address by setting up an additional test server.
With the help of the test server, the connection is estab-
lished with the OPC-UA client and the node address is
captured through the connection details.

An OPC-UA server contains sets of services that are used
by the clients. All the OPC-UA functionalities exist in
these services, which have a request and response mes-
sage. Services are defined in the OPC-UA standard and
the user cannot change them. For instance, while im-
plementing the OPC-UA communication between server
and client, it is very important to ensure that each follows
the same (32 bit/64bit) communication bits. Users cannot
modify any of the system-defined architecture.

Security protocol is pre-defined in OPC-UA. OPC-UA
claims all the required security features are built in to
minimize the efforts from the developers [2]. In this case
study, certificate authority is used as a security measure
to ensure data protection. A Certificate Authority creates
and verifies certificates. It also adds a digital signature
to the Certificate to confirm user identity. OPC UA ap-
plies different security tiers. It is found that security tiers
largely depends on the application platform. User has lit-
tle to none control over choosing the security tier once
the application platform is chosen.

There is no way to measure the performance of the OPC-
UA connection currently. At any point of OPC-UA es-
tablishment, it is hard to understand the level of reliabil-
ity and quality of connection. Moreover, OPC-UA cannot
determine data quality which impacts the performance as
well. Should it become possible to quantify or approx-
imate the performance of the OPC-UA connection, dif-
ferent methods could apply, e.g., memory rearrangement,
structural reallocation, existing firmware upgrades.
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o Finally, to accomplish a complete semantics interoper-
ability, OPC-UA alone is not sufficient because it only
enables syntactic interoperability between clients and
servers. There is a great need for semantics to support
analytics and scalability across various application from
different vendors.

Overall, these key challenges contribute to the cost of OPC-UA
implementation and create additional uncertainties.

5. Discussion and Conclusion

Interoperability is a very critical issue that manfuacturers
have to deal with. Communication standards such as OPC-UA
make it possible to have efficient and reliable information ex-
change between enterprise levels. By integrating with other
manufacturing interoperabilty standards with semantics such
as MTConnect e.g., MTConnect-OPC-UA cmpanion specifica-
tion, OPC-UA could become an important piece of in semantic
interoperability for industrial applications. Even though OPC
UA provides the largest eco-system for industrial operability,
OPC foundation has unveiled a new version of OPC-UA called
OPC-UA PubSub [6][17]. PubSub enables the use of OPC UA
directly over the Internet by utilizing popular data transports
like MQTT and AMQP. At the same time, it retains key OPC
UA end-to-end security and standardized data modeling advan-
tages.

This paper presents an approach for implementing OPC-UA as
middleware between different manufacturing systems. The in-
tegration of process simulation and advanced process control
from two different application environments has not been done
before. The case study identified the implementation require-
ments for the applied problem, standards, and technologies. The
feasibility of scenario is also verified in the case study. Valuable
lessons learned have been discussed.

However, in this work, the OPC-UA technology was tested
with only a small stream of data in a laboratory environment.
In a real-work application, enormous amounts of data have to
be transferred and exchanged, which may complicate the im-
plementation. The performance of the OPC-UA data exchange
needs to be studied more closely. There are several ways that
this work could be continued in the future. A manufacturing
case study in which more vendors products are involved for in-
tegration; a real process that generates more complex data and
more realistic amounts of data could be used to replace the pro-
cess simulator. In addition, the methodology and scenario of the
implementation could be enhanced. More functionalities could
be implemented within the system.

Disclaimer

No approval or endorsement of any commercial product by
NIST is intended or implied. Certain commercial software sys-
tems are identified in this paper to facilitate understanding.
Such identification does not imply that these software systems
are necessarily the best available for the purpose.
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