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Probing Magnetic Excitations in CoII Single-Molecule Magnets
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Abstract: Co(acac)2(H2O)2 (1, acac = acetylacetonate), a transi-
tion metal complex (S = 3/2), displays field-induced slow mag-
netic relaxation as a single-molecule magnet. For 1 and its iso-
topologues Co(acac)2(D2O)2 (1-d4) and Co(acac-d7)2(D2O)2 (1-
d18) in approximately D4h symmetry, zero-field splitting of the
ground electronic state leads to two Kramers doublets (KDs):
lower energy MS = ±1/2 (φ1,2) and higher energy MS = ±3/2
(φ3,4) states. This work employs inelastic neutron scattering
(INS), a unique method to probe magnetic transitions, to probe
different magnetic excitations in 1-d4 and 1-d18. Direct-geome-
try, time-of-flight Disk-Chopper Spectrometer (DCS), with ap-

Introduction

Determination of magnetic excitations is vital for the detection
and understanding of the origin of the magnetic anisotropy of
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plied magnetic fields up to 10 T, has been used to study the
intra-KD transition as a result of Zeeman splitting, MS = –1/2
(φ1) → MS = +1/2 (φ2), in 1-d18. This is a rare study of the
MS = –1/2 → MS = +1/2 excitation in transition metal complexes
by INS. Indirect-geometry INS spectrometer VISION has been
used to probe the inter-KD, ZFS transition, MS = ±1/2 (φ1,2) →
MS = ±3/2 (φ3,4) in both 1-d4 and 1-d18, by variable-tempera-
ture (VT) properties of this excitation. The INS spectra measured
on VISION also give phonon features of the complexes that are
well described by periodic DFT phonon calculations.

metal complexes including single-molecule magnets (SMMs).[1]

There exist many challenges in identifying large magnetic exci-
tations (>33 cm–1) with spectroscopic methods. This is mainly
because there are few techniques to directly observe such large
magnetic excitations, and phonons of the compounds are
prevalent in the range, which overlap with the magnetic peaks
making their identification difficult. Inelastic neutron scattering
(INS) is a unique, direct probe[2] to study magnetic excitations
in complexes of both d-[2b,3] and f-elements.[4] In INS, magnetic
excitations can be determined by a variety of methods: (1) Tem-
perature dependence; (2) ⏐Q⏐ dependence; (3) Diamagnetic
control; (4) Application of an external magnetic field. One chal-
lenge that is relevant solely to INS is the strong incoherent scat-
tering from H atoms in ligands of metal complexes. The use of
temperature dependence and diamagnetic controls has been
previously utilized as a method to distinguish magnetic excita-
tions in INS. For example, deuterated carbonate-bridged
lanthanide (HoIII and ErIII) triangles were synthesized along with
the diamagnetic YIII analogue (for comparison of phonon
background) to find the magnetic excitation with variable
temperatures.[4a] These excitations were found at 24–80 cm–1

(3–10 meV).

Characterization of phonons of magnetic complexes such as
SMMs is important to understanding spin-phonon coupling and
magnetic relaxation of the SMMs.[5] INS is a well-established
technique to probe phonons in molecular solids. In comparison
with optical methods such as IR and Raman,[6] INS has unique
features including: (a) There are no symmetry selection rules for
INS; (b) Scattering of H atoms is prominent relative to other
atoms; (c) INS spectra can be more easily calculated.
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Magnetic and phonon peaks exhibit different temperature
dependences. The Bose correction has been used to distinguish
the magnetic excitation in INS.[2b] The correction applies a fre-
quency- and temperature-dependent normalization factor such
that INS spectra measured at different temperatures are
brought to a similar level for easy comparison. For pure
phonons following Bose–Einstein statistics, the normalized
spectra are expected to have similar profile and baseline inten-
sity. In other words, the normalization highlights features that
do not follow the expected temperature dependence for pure
phonons, which in turn suggests possible magnetic or mixed
origin. A peak at ca. 95.2 cm–1 in the INS spectra of a CoII–YIII

dinuclear SMM, for example, was determined to show the great-
est intensity drop between 4 and 100 K and therefore assigned
to be a magnetic excitation.[2b]

Co(acac)2(H2O)2 [1; Figure 1; S = 3/2 SMM; 2D′ = 2(D2 + 3E2)1/2

≈ 114 cm–1; D and E = axial and rhombic zero-field splitting
(ZFS) parameters, respectively; D > 0][7] and its isotopologues
Co(acac)2(D2O)2 (1-d4) and Co(acac-d7)2(D2O)2 (1-d18)[7,8] have
been studied by magnetometry and spectroscopies. We have
recently found spin-phonon coupling between the inter-
Kramers doublet (inter-KD or ZFS) magnetic transition and
nearby phonons in 1, 1-d4 and 1-d18 by far-IR and Raman spec-
troscopies inside magnetic fields.[8a] The current work details
our studies of two magnetic transitions by INS: (1) MS = –1/2
(φ1) → MS = +1/2 (φ2) in 1-d18 and confirmation of the sign of
D by direct-geometry INS with an external magnet; (2) MS =
±1/2 (φ1,2) → MS = ±3/2 (φ3,4) transitions in both
1-d4 and 1-d18 by indirect-geometry INS without an external
magnet. Since the complex is highly rhombic, all the transitions
should be in principle INS allowed, although at 1.7 K the transi-
tions are most likely from the ground state MS = –1/2 (φ1).[8a,9]

INS with magnetic fields to probe molecular magnetism has
rarely been used.[3h,10] Although we observed the inter-KD (ZFS)
transition by far-IR and Raman under magnetic fields,[8a] here
we report in the complementary INS spectra of the transition
without an external magnet to see how VT features of the INS
lead to the identification of the magnetic transition. The studies
by an indirect-geometry INS spectrometer also give phonon
features of the complexes. Earlier, results of periodic DFT pho-
non calculations for the 70–160 cm–1 region of 1-d4 and 1-d18

(near the inter-KD transition at 114 cm–1) were presented.[8a] In

Figure 1. (a) Structures of 1, 1-d4 and 1-d18. (b) Ground-state quartet levels
in high-spin, d7 complexes with D4h symmetry and D > 0; 2D′ = 2(D2 + 3E2)1/2;
the quartet levels in 1 with lower symmetry: φ1 = –a |-1/2> + b |+3/2>; φ2 =
a |+1/2> – b |-3/2>; φ3 = b |+1/2> + a |-3/2>; φ4 = b |-1/2> + a |+3/2> where
the mixing coefficients a = cos �; b = sin �; tan 2� = √3 (E/D) (SI of ref. 7).
(c) Zeeman splitting of the Kramers doublets inside magnetic field B.
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addition, INS spectra of the 15–250 cm–1 region at 5 and 100 K
for 1-d4 recorded at VISION (without magnet) were given to
show the methyl torsion peak in the complex.[8b] The spectra
in this limited region were used to understand the effect of
magnetic fields on the methyl rotation in quasielastic neutron
scattering (QENS) spectra. Here, we present the following INS
spectra: (a) Variable-magnetic-field INS (0–25 cm–1) of 1-d18 at
DCS (0–10 T); (b) VT INS (0–4000 cm–1) of 1-d18 at VISION (5,
25, 50, 100 and 150 K); (c) VT INS (0–4000 cm–1) of 1-d4 at
VISION (5, 50, 100 and 150 K). The calculated phonons for the
entire 0–4000 cm–1 region are reported here in order to com-
pare with the experimental INS spectra in the current work.

Results and Discussion

The high-spin, d7 hexacoordinated CoII complex 1 (Figure 1a)
shows local symmetry approximated to D2h with the ground
electronic state of 4A2g.[7] For D > 0 and E/D ≈ 0, d metal com-
plexes in tetragonal environments such as D4h, zero-field split-
ting (ZFS) leads to two Kramers doublets (KDs): ground state
MS = ±1/2 and excited state MS = ±3/2. In non-tetragonal envi-
ronments, rhombicity (E/D ≠ 0) and mixing of the states occur,
giving four mixed states noted in Figure 1b.[8a] Although, after
the mixing, describing the two KDs as MS = ±1/2 and ±3/2 is
not precise anymore, these labels are used here for simplicity.
Inside magnetic fields, each KD splits by the Zeeman effect (Fig-
ure 1c). The two transitions probed by INS in the current work
are indicated by the blue arrows in Figure 1.

Direct- and Indirect-Geometry Spectrometers for the
Current INS Studies

There are two types of time-of-flight (TOF) instruments for INS,
direct- and indirect-geometry spectrometers (Scheme 1). Disk
Chopper Spectrometer (DCS,[11] NIST National Center for Neu-
tron Research, Gaithersburg, MD) is an example of direct geom-
etry instruments in the United States. The Vibrational Spectrom-
eter (VISION,[12] ORNL) is an example of an indirect-geometry
instrument. Each type of the spectrometers has advantages and
disadvantages as summarized below.

A direct-geometry spectrometer has a fixed incident neutron
energy Ei and the energy transfer between the neutrons and
the sample is obtained by measuring scattered intensity as a
function of Ef (Scheme 1, top-left) so as to measure the energy
transferred to and from the sample, Zω = Ei – Ef.[2a] In the case
of DCS, Ei is defined by a series of choppers that select a single
energy from an incident white beam and pulses it, with Ef of
the neutrons measured by time-of-flight (TOF).[13] There is a
large detector array at different scattering angles enabling a
wide range of momentum transfer (Q), and energy transfer (Zω)
to be measured. DCS is also flexible in the choice of incident
energy, and has two resolution modes that can be used to
maintain the ⏐Q⏐-range, while reducing the resolution by a
factor of two, at the cost of a loss of about a factor of 8
in intensity. The range in neutron energy gain is large (ca.
200 cm–1), but practically depends on the populations of higher
level states above the ground state from which the neutron can
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Scheme 1. (Top) Depiction of direct- (Left panel) and indirect-geometry (Right
panel) instrumentation. (Bottom) Representation of trajectories in (Q, ω)
space for a direct-geometry spectrometer with detectors at angles between
3° and 135° (red lines). Indirect-geometry spectrometer with scattering angles
of 45° and 135°, forward scattering and backscattering, respectively (blue
dashed lines).

gain energy. The resolution on this side of the spectrum gets
worse with increasing energy transfer. The range in neutron
energy loss is essentially determined by Ei and the resolution
on this side of the elastic line improves with increasing energy
transfer. For the low resolution, high flux setting of Ei = 200 cm–1,
the elastic line resolution 16 cm–1 improves to 8 cm–1 by Ei =
160 cm–1. With this setting, the ⏐Q⏐-range is 0.3–6.5 Å–1 allow-
ing access to small ⏐Q⏐, where the magnetic form-factor results
in maximum signal intensities. Direct geometry instruments can
easily be paired with an external magnetic field in the sample
environment. For example, DCS can reach fields up to 11.5 T.

In the current studies, approximately 2 g of 1-d18 placed in
an aluminum sample holder at 1.7 K were used for variable-
magnetic-field INS studies at DCS with a 10 T vertical magnet.
Two studies were performed: (a) Incident neutron energy of
32.6 cm–1 (wavelength = 4.5 Å) to observe the intra-KD1 [“MS =
–1/2 (φ1) → +1/2 (φ2)′′] transition at 0, 2, 4, 6, 8 and 10 T.
Results are discussed below. (b) Incident energy of 203.6 cm–1

(wavelength = 1.8 Å) at 0 and 10 T to observe the inter-KD
[”MS = ±1/2 (φ1,2) → ±3/2 (φ3,4)′′ at 0 T and “MS = –1/2 (φ1) →
+3/2 (φ4)” at 10 T[8a]] transitions. There is some evidence that
the transitions at and near 114 cm–1 are observable from DCS
data as a function of field, but the signal/noise ratio prevents a
conclusive assignment. These data are in the SI for complete-
ness.

The indirect-geometry INS spectrometers rely on a fixed Ef

by crystals or filters while Ei is measured by time-of-flight of
neutrons arriving on a small detector area (Scheme 1-Top
right).[14] VISION, as an indirect-geometry instrument, offers two
sets of analyzers/detectors corresponding to both forward (low
⏐Q⏐) and back (high ⏐Q⏐) scattering of neutrons.[12] Ef is usu-
ally specified to be small in energy (ca. 28.2 cm–1 for VISION).
This technique gives energy transfer of 0–4000 cm–1 and ⏐Q⏐
≈ 2–13 Å–1. The energy resolution of <1.5 % ΔE/E is not deter-
mined by Ei as is the case with direct geometry instru-
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ments.[12,15] While these instruments have good energy resolu-
tion, the exchange is a fixed trajectory through Q space.[14] For
most energy transfers, Ei is much larger than Ef. Thus, the mo-
mentum transfer Q is almost equal to ki irrespective of the scat-
tering angle. Therefore, the Q value is dependent on E given
by the relationship: E = 16.7⏐Q⏐2.[14] VISION has two banks of
analyzers with two different scattering angles, one at 45° (for-
ward scattering) and another at 135° (backscattering) giving
two spectra per experiment.

For the current work at VISION, samples of 1-d4 and 1-d18,
approximately 2 g each, were sealed in two aluminum contain-
ers and studied separately; 1-d4 at 5, 50, 100 and 150 K; 1-d18

at 5, 25, 50, 100 and 150 K. The INS data for 1-d4 and 1-d18 were
measured for 1 h and 2 h, respectively, at each temperature.

Intra-Ground-State KD1, “MS = –1/2 (φ1) → +1/2 (φ2)”
Transition in 1-d18 as Observed in INS

Without the application of the external field, the ground-state
Kramers doublet KD1 (Figure 1) in 1-d18 is degenerate. On the
application of the field, KD1 is split by the Zeeman effect into
the ground MS = –1/2 (φ1) and excited MS = +1/2 (φ2) states.
We have studied the transitions between the MS = –1/2 (φ1)
and MS = +1/2 (φ2) levels in a powder sample of 1-d18 at 1.7 K
with variable magnetic fields of 2.00(2) T, 4.00(4) T, 6.00(6) T,
8.00(8) T and 10.0(1) T using incident neutron energy of
32.6 cm–1.

As shown in Figure 2, the transition at the external magnetic
field of 2.00(2) T is observed at ca. 2.3(1.0) cm–1. The transition
broadens and shifts to higher energy with the increasing field
up to 10.0(1) T. The approximate positions of the peaks vs. fields
are summarized in Table 1, showing that the gap between the
MS = –1/2 (φ1) and +1/2 (φ2) states increases at ca. 1.1 cm–1/T.

Figure 2. Variable-magnetic-field INS of 1-d18 at DCS, revealing the “MS =
–1/2 (φ1) → +1/2 (φ2)” transition at 1.7 K. An alternative plot using binned
data in the x axis (energy transfer) is given in Figure S2. Resolutions of the
spectra are: (a) At energy transfer = 4 cm–1, resolution = 1 cm–1; (b) Energy
transfer = 12 cm–1, resolution = 0.8 cm–1.

Since a powder sample was used, the INS spectra are an
average of the Bx, By and Bz directions of the powders. The
Zeeman splittings of the Bx, By and Bz directions are different,
contributing to the peak widths. At higher external magnetic
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Table 1. Approximate positions of the intra-KD1 transition in 1-d18 vs. external
magnetic fields.

Magnetic field (T) 2.00(2) 4.00(4) 6.00(6) 8.00(8) 10.0(1)

Energy (cm–1) 2.3(1.0) 4.5(1.0) 6.7(1.0) 9.0(1.0) 11.2(1.0)

fields, differences among the three orientation-dependent split-
tings increase, leading to the broadening spectra.

To confirm the origin of the low energy transition due to
magnetic scattering in Figure 2, the ⏐Q⏐-dependence of the
intra-ground-state Kramers doublet (KD1) was studied. The data
in Figure 3 show a decrease of the intensity as ⏐Q⏐ increases
for the peak at 4.00(4) T, revealing its magnetic origin. A 2D
plot of Energy Transfer vs. ⏐Q⏐ at 4.00(4) T and a comparison
of the peak intensities at two different ⏐Q⏐ ranges are given in
Figure S1 in Supporting Information.

Figure 3. Change in intensity with ⏐ of the intra-ground-state (KD1) transition
at 4.00(4) T (1.7 K).

The low-temperature, low-energy spectra in Figure 2 appar-
ently reflect the angular dependence of the Zeeman splitting
of the ground-state KD1, as sketched in the inset of Figure 4.

Figure 4. Spin-Hamiltonian simulation of the powder distribution of the INS
transitions within the lowest Kramers doublet of the S = 3/2 system, arising
from angular dependence of the Zeeman splitting for a field of 2 T at 1.7 K.
Transition probabilities were obtained from the expression for ⏐Q⏐ = 0 Å–1

given in Equation 2 (red line). The simulation is obtained with the parameters
from the previous EPR and SQUID[7] analyses of 1 without any further fitting
(Table 2, Gaussian lines, FWHM = 1 cm–1). The black marks indicate the transi-
tions with the field oriented along the principal axes of the effective spin
g′-matrix, as obtained by EPR for the ground-state Kramers doublet (KD1)[7]

and reproduced by the spin-Hamiltonian.

Eur. J. Inorg. Chem. 2019, 1119–1127 www.eurjic.org © 2019 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim1122

The appearance of this peak with the application of magnetic
field confirms the sign of D is positive[7] and consistent with
Figure 1c.

The INS spectra were simulated by using the usual spin-
Hamiltonian for S = 3/2 (Equation 1) below:

(1)

where D and E/D are the axial and rhombic zero-field splitting
parameters, and g is the g matrix for the system spin S. The
Schrödinger equation was solved in the usual basis of |S,MS>
functions and the transition moments for magnetic scattering
of non-polarized neutrons by a powder sample according to
the selection rules: ΔS = 0, ±1 and ΔMS = 0, ±1 (approximated
for ⏐Q⏐ = 0 Å–1).[3g]

(2)

We note that the spin-Hamiltonian and the parameters used
[D, E/D and g (Table 2)] readily reproduce the effective g-values,
g′ (g′x = 2.65, g′y = 6.95, g′z = 1.83), obtained previously from
EPR (Ref. 7; best solution given in Supplementary Table 1 in
the paper). Since ZFS of the spin quartet is very large, these
observables (g′) practically do not depend on fields up to
10.0(1) T. In other words, the KD1-KD2 inter-doublet mixing in-
duced by the magnetic field is negligible, and alternatively the
same simulation of INS spectra could be obtained for an iso-
lated ground-state KD1, described by effective spin S′ = 1/2 and
effective g′-values only (not shown).

Table 2. Spin-Hamiltonian parameters from ref. 7 used to simulate INS spectra
[2.00(2), 4.00(4), 10.0(1) T data].

D E/D gx gy gz

57 cm–1 0.31 2.50 2.57 2.40

The relatively good match of INS simulations and experimen-
tal spectra over a wide field range (Figure 5) indicates how, in
principle, low-temperature INS spectra could be used for prob-
ing anisotropic effective spin 1/2 g′-values. The powder patterns
closely resemble those of corresponding EPR absorption spec-
tra, obtained by numerical integration of the usually recorded
derivative spectra (except that EPR spectra were recorded on a
magnetic field axis and obey somewhat different selection
rules). In both cases, the principal values of the anisotropic ef-
fective spin 1/2 g′-matrix can be estimated from the maximum
of the absorption pattern and the inflection point of the wings
of the powder distribution (tick marks in Figure 4). The assign-
ment to magnetic axes, however, can be obtained from the
spin-Hamiltonian interpretation.

Inter KD, “MS = ±1/2 (φ1,2) → ±3/2 (φ3,4)” Transition in
1-d4 and 1-d18 Probed by INS

Previous Raman and far-IR work has demonstrated the presence
of spin-phonon coupled peaks in 1-d4 and 1-d18.[8a] Because
the signal/noise ratio of DCS data prevents a conclusive assign-
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Figure 5. Comparison of the experimental and simulated INS spectra obtained
at 1.7 K with fields of 2.00(2), 4.00(4) and 10.0(1) T applied perpendicular to
the incident neutron beam. In the Figure an offset of 0.6 units was added to
the 10 T data for better overview. Error bars and values in parentheses indi-
cate one standard deviation.

ment, we focus below on studying the transition “MS = ±1/2
(φ1,2) → ±3/2 (φ3,4)” transition in 1-d4 and 1-d18 (Figure 1c) by
INS at VISION without a magnet. The mostly spin (B) and
phonon (A) peaks are present in the VT INS recorded at VISION
(Figure 6). These peaks are initially overlapping at 5 K, B
(115.4 cm–1 for 1-d4 and 112.7 cm–1 for 1-d18) decreases in
intensity with temperature increase, when the excited ZFS state
is gradually populated, confirming its dominant magnetic ori-
gin. Phonon A is revealed at 150 K (1-d4) and 25 and 50 K
(1-d18). The phonon on the right shoulder of B (≈ 120 cm–1) in
1-d4 is an Au mode.[8a] Most phonons in Figure 6 seem to sof-
ten, or decrease in energy, with increasing temperature. The
softening is generally attributed to thermal expansion.[16] Re-
duction of the phonon intensity is expected because of the

Figure 6. INS spectra at variable temperatures without external magnetic fields recorded at VISION: (a) 1-d4; (b) 1-d18. Peaks A and B are labelled.
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Debye–Waller factor, especially at high energy transfers (with
relatively high ⏐Q⏐ determined by the instrument geometry;
Figure 7–Figure 8). We note that in 1-d4 and 1-d18, the mag-
netic peaks are strong. Thus, it is straightforward to distinguish
the temperature dependences between magnetic and phonon
peaks. However, if the magnetic peak is weak and/or overlap-
ping with a phonon, it would be very difficult to use this tem-
perature-dependence method. Unlike far-IR[17] and Raman, ex-
ternal magnetic fields are not necessary to determine ZFS peaks
in INS in this case.

Additional, Bose-corrected INS spectra of 1-d4 and 1-d18 are
given in Figure 7 and Figure 8, respectively. The Bose correction
here is a numerical normalization of INS spectra measured at
different temperatures.[2b,14] The non-phonon modes, with dif-
ferent temperature dependence than the phonon modes, are
not properly normalized and thus behave differently. Thus,
these non-phonon modes are highlighted and better recog-
nized. One effect of the correction is that all spectra are brought
to about the same baseline in order to see which peak behaves
differently based on the Boltzmann statistics. From the Bose-
corrected (both forward and back scattered) spectra of 1-d4

and 1-d18, the overlapping peaks A and B near 114 cm–1 in the
spectra of both 1-d4 and 1-d18 behave differently from other
peaks. The overlapping peaks are identified to be the
spin-phonon coupled peaks A and B, carrying magnetic fea-
tures. Another observation is that, as expected, the phonon
features of 1-d18 are revealed better in the backscattering spec-
tra in Figure 8b than in the forward scattering spectra in Fig-
ure 8a.

Electrons and phonons are fermions and bosons, respec-
tively. As shown earlier in the far-IR and Raman studies of 1-d4

and 1-d18, spin-phonon coupling of peaks A and B makes both
peaks possess partial magnetic as well as phonon features.[8a]

Such spin-phonon coupling at 0 T between peaks A and B is
especially prominent in 1-d18.[8a] The coupling is expected to
affect the Bose correction of peaks A and B, but it is not clear
what the effect is. In other words, how should the spin-phonon
modes be normalized to properly consider their own tempera-
ture dependence? To our knowledge, this issue has not been
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Figure 7. Bose-corrected INS spectra of 1-d4 collected at VISION. (a) Forward scattering (low ⏐Q⏐). (b) Backscattering (high ⏐Q⏐).

Figure 8. Bose-corrected INS spectra of 1-d18 collected at VISION. (a) Forward scattering (low ⏐Q⏐). (b) Backscattering (high ⏐Q⏐).

studied theoretically or experimentally, and it deserves a sepa-
rate study.

The VT-INS spectra in the current work confirm the magni-
tude of the ZFS peak (114 cm–1) previously probed by magne-
tometry and Raman and far-IR spectroscopies. Uniquely, the INS
spectra here in Figure 6–Figure 8 exhibit both the magnetic
and phonon features of the coupled peaks, while far-IR and
Raman spectra demonstrate the magnetic and phonon por-
tions, respectively.[8a]

Non-magnetic Zn(acac)2(D2O)2 (2-d4) was studied at 5 K on
VISION. A comparison of its INS spectrum with that of
Co(acac)2(D2O)2 (1-d4) at 5 K and 150 K is given in Figure S5,
supporting the assignment of the magnetic peak at ca. 114 cm–1

in 1-d4 and the use of non-magnetic analog in assigning mag-
netic peak.

Periodic DFT Phonon Calculations and Comparison with
INS Spectra

In molecular solids, modes in which the molecules vibrate pri-
marily as a whole with little internal distortion, i.e., lattice vibra-
tions, are often characterized as external (intermolecular)
modes, whereas significant distortions of atoms that comprise a

Eur. J. Inorg. Chem. 2019, 1119–1127 www.eurjic.org © 2019 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim1124

part of the molecule with a small displacement of the molecular
center-of-mass are often characterized as internal modes (intra-
molecular).[16] In other words, if the primary features of the
mode involve significant distortions of atoms in the molecule,
it is called an internal mode. The internal modes are also known
as molecular vibrations, and they typically have much higher
frequencies than the external modes. The external modes in-
clude translational and librational modes.[18] However, the inter-
nal and external modes often couple. In other words, all modes
are essentially mixed. From the perspectives of solid-state phys-
ics, the internal and external modes originate from the same
governing equations, and have the same mathematical repre-
sentations.

For molecular crystal containing n atoms in m molecules per
unit cell, there are 3n-6m internal modes and 6m-3 external
modes, in addition to 3 acoustic modes.[16] Both internal and
external modes as well as acoustic modes in molecular crystals
are called phonons.[18] The internal and external modes are also
named optical phonons.

Before comparing the periodic DFT phonon calculations with
experiments, it is worth contrasting the features of phonons in
INS with those in far-IR and Raman. As indicated earlier, INS is
a unique technique to study phonons. Optical IR and Raman
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spectroscopies each have selection rules for phonon (vibra-
tional) transitions. Some modes may be neither IR- nor Raman-
active. INS, based on kinetic energy transfer between the inci-
dent neutrons and the sample, has no selection rules for
phonons. In other words, all phonon modes are, in principle,
active in INS.[14] This is an advantage compared with optical
spectroscopies. In addition, peak intensities in INS and optical
spectroscopies are different. Intensities of INS peaks are corre-
lated to the atomic displacements of the atoms involved in scat-
tering,[14] whereas optical intensities stem from changes in the
electronic properties of the atoms.[14] Therefore, for hydrogen-
containing samples, incoherent scattering from H atoms tends
to dominate their INS spectra. In contrast, optical techniques
are affected by the atomic displacements of electron-rich atoms
more so than electron-poor atoms. Deuteration significantly
changes the INS spectra. With deuteration, modes that involve
hydrogen scattering will shift in energy and appear weaker or
disappear from the spectrum, as D atoms have much smaller
neutron scattering cross section than H atoms. In optical IR and
Raman spectra, the energies (peak positions) of phonons are
also affected by deuteration.

As indicated earlier, results of periodic DFT phonon calcula-
tions for the 70–160 cm–1 region of 1-d4 and 1-d18, including
movies of the phonons 109.2 cm–1, 126.0 cm–1, 129.3 cm–1 and
142.7 cm–1 of 1-d4, and 116.3 cm–1 of 1-d18, have been pre-
sented in Ref. 8a (Supplementary Information) but have not
been compared with INS spectra. In addition, INS spectra of the
15–250 cm–1 region at 5 and 100 K for 1-d4 at VISION have also
been presented in Ref. 8b to show its methyl torsion peak. In
the current work, the calculated phonons for the entire 0–
4000 cm–1 region are given for comparison with the experimen-
tal INS spectra.

Full ranges of the calculated vs. the experimental INS spectra
are given in Figure 9 and Figure 10, although there are not
many features over 1000 cm–1 (Figure 10). Two questions have
been raised in analyzing the spectra: (a) How well do the calcu-
lated spectra match the experimental INS spectra? (b) How does
the higher degree of deuteration in 1-d18 affect the spectra,
beyond the expected red shifts (to lower energies) of the pho-
non peaks by heavier D atoms?

Over all, the calculated vs. the experimental INS spectra
match well, although the agreement is not perfect. The match
between the calculated vs. the experimental INS spectra of 1-
d4 in Figure 9-Top and Figure 10-Top seems to be better than
that of 1-d18 in Figure 9-Bottom and Figure 10-Bottom. Follow-
ing considerations may help answer the two questions. First,
the low-energy region (in the current case below 250 cm–1)
comprises intermolecular phonon modes whose frequencies
are very sensitive to the accuracy of the crystal structure model
and the intermolecular interactions. Compared to intramolec-
ular interactions such as covalent bonds, the intermolecular in-
teractions in molecular systems are often difficult to calculate
due to the lack of systematic and accurate methods to model
van der Waals interactions. Thus, frequency calculation of these
modes is well known to be challenging. Typically these modes
involve translational, librational, or rotational motion of mol-
ecules (or subgroup of molecules such as methyl groups here),
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Figure 9. Calculated phonons and INS intensities (aCLIMAX) and experimental
INS spectra at 5 K (backscattering data) in the 0–1000 cm–1 region: (Top)
1-d4 and (Bottom) 1-d18.

Figure 10. Calculated phonons and INS intensities (aCLIMAX) and experimen-
tal INS spectra at 5 K (backscattering data) in the 1000–4000 cm–1 region:
(Top) 1-d4 and (Bottom) 1-d18.

and have low frequencies. Second, the reported crystal struc-
ture of nondeuterated 1 at 100 K[8a] was used in the calculations
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of phonons in 1-d4 and 1-d18. H atoms were replaced by D
atoms to calculate vibrational frequencies/modes using the
mass of D atoms while keeping the structure unchanged. INS
spectra were then calculated with the neutron cross-section of
D atoms. Deuteration is known to affect intermolecular interac-
tions and crystal structures by, e.g., mimicking the pressure ef-
fect by heavier D atoms.[19] Perdeuterated 1-d18 is expected to
experience more of the deuteration effects than 1-d4. However,
such effects were not considered, as the corrections are beyond
the current DFT model. Third, peaks in the INS spectra of 1-d18

are often weaker because D atoms have a significantly smaller
neutron scattering cross section than H atoms. The H atoms (in
1-d4) have much larger incoherent scattering (than the D at-
oms). However, in INS, the incoherent scattering does not mean
high background or noise in the spectra. This is different from
neutron diffraction. For the H-containing 1-d4, the strongest
peaks are from the H atoms, and the peaks from the atomic
displacements of Co, O or C atoms are overwhelmed. When the
sample is fully deuterated (as in 1-d18), peaks due to all ele-
ments show up better in its INS spectra. This is another effect
of deuteration. If the DFT model reproduced the H-related
peaks very well, but not so well for the Co-, O- or C-dominated
peaks, the agreement between calculated and experimental INS
spectra will be better for 1-d4 (with more H atoms) than for 1-
d18. Fourth, since the scattering from the 1-d18 sample is signifi-
cantly weaker, it is more susceptible to instrument background.
Although known background has been subtracted, it is still pos-
sible that the spectrum contains unknown artifacts due to the
much smaller signal/background ratio in the spectra of 1-d18.

Conclusion
This work provides an example of using temperature-depend-
ent INS to determine the magnetic and phonon peaks for com-
plexes with large ZFS separations. Variable-field INS was also
utilized to independently determine the sign of the D parame-
ter. In addition, the phonon calculations demonstrate the feasi-
bility of accurately simulating phonons in molecular com-
pounds to compare to the experimental INS spectra and to gain
insights on the phonon environment around the ZFS peak. Indi-
rect geometry spectrometers would be greatly enhanced by the
ability to the coupled with an external magnetic field.

Experimental Section
Complexes 1-d4 and 1-d18 were prepared by the methods reported
earlier.[8a] The synthesis of Zn(acac)2(D2O)2 (2-d4) and its X-ray pow-
der diffraction pattern are given in Supporting Information.

In the variable-magnetic-field INS data at DCS,[11] the 10 T vertical
magnet with a dilution refrigerator was used in the sample environ-
ment. Approximately 2 g of 1-d18 were put on a piece of aluminum
foil, rolled into a cigar shape, and then placed inside an aluminum
sample holder. Data were measured at 1.7 K and 4.5 Å (32.6 cm–1)
for 0, 2, 4, 6, 8 and 10 T. In addition, the higher energy region was
studied at 1.7 K and 1.8 Å (203.6 cm–1) for 0 and 10 T. At DCS, a
direct geometry instrument, data were collected up to 196 cm–1. All
data processing was completed with Data Analysis and Visualization
Environment (DAVE).[20]
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For VT INS at VISION, the samples, approximately 2 g, were sealed
in an aluminum container. The INS spectra of 1-d4 were measured
at 5, 50, 100 and 150 K for 1 h at each temperature. 1-d18 was
measured at 5, 25, 50, 100 and 150 K for 2 h at each temperature.
The phonon population effect was corrected by normalizing the

INS intensity at energy transfer ω with [14]

VASP[21] calculations were conducted and are described else-
where.[8a] The aCLIMAX software[22] was used to convert the DFT
calculated phonon results to the simulated INS spectra (Figure 9-
Figure 10).
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