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1. Introduction

The Nanocalorimetry Measurements Project at the National Institute of Standards and Technology (NIST)
has been studying the design, fabrication, and calibration of nanocalorimeter sensor chips for high-rate, high-
sensitivity thermal measurements of materials properties [1-16]. The sensor commonly used in this project is 
based on a design originally proposed by Allen et al. [7, 17-27]. We recently published an exhaustive review 
of nanocalorimetry [28] that highlights past trends and future directions in the field.  

This work is intended to summarize and teach the details of our fabrication and calibration process, with 
sufficient information, including copies of our code, in the online supplemental materials to enable a reader to 
design and fabricate their own nanocalorimeters and create their own calibration system.1 

Microhotplates are similar in design to nanocalorimeters but are often used for gas-phase analysis. Despite 
the growing interest in small-scale thermal measurements, there has been limited work on calibration of 
nanocalorimeters [8, 29-37] or microhotplates [38-44], which is one reason NIST has been active in this field. 

Nanocalorimetry has been used to characterize many classes of materials. It can measure very small 
sample sizes, which is useful for samples that can be hazardous in bulk quantities, such as reactive or energetic 
materials, and samples that only exist in small scales, such as thin films and nanomaterials, among others. 
Readers interested in a thorough review of applications of nanocalorimetry should see Ref. [28].  

NIST’s efforts related to nanocalorimeters have included a focus on calibration and improvements to the 
sensor design to reduce the temperature distribution in the active area [45]. Further, we have been working on 

1 Nanocalorimeter fabrication was performed in part at the NIST Center for Nanoscale Science & Technology (CNST). 
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improvements to sample deposition and uniformity [14]. This work, though, is focused on the fabrication and 
calibration of nanocalorimeters and describes our efforts to design a nanocalorimeter sensor, develop a process 
to produce those sensors at NIST, and methods to calibrate each sensor using an automated LabVIEW2 virtual 
instrument. The supplemental materials available online include drawing files that may be used to produce 
masks for lithography, as well as the LabVIEW code used to calibrate the sensor chips. 

 
2. Design 

 
The sensor design is shown in Fig. 1. The electrical pads on the ends connect to a current loop, and the 

pads towards the sides allow for the measurement of the voltage drop across the active region of the sensor. 
The current and voltage recordings are converted to power and resistance, and the resistance values are 
converted to temperature based on a calibration described later. 

Grooves are etched in the back that define the die shape, to help with die cleavage; they are etched during 
the deep potassium hydroxide (KOH) etch step, which is used to release the membrane that defines the center 
of the sensor.  

 

 
 

Fig. 1. Illustrations of the sensor. The overall die size is 4.8 mm × 13.4 mm. The heater is 500 µm wide in the center. The spacing between 
the voltage probes (V high, V low) is 3700 µm inside-edge-to-inside-edge or 3796 µm center-to-center. The current input (I input) and 
current output (I output) are marked on the drawing. (a) AutoCAD drawing of metal layer of the mask, with units in µm. (b) Isometric 
three-dimensional (3D) Solidworks model showing the front of the die. (c) Isometric 3D Solidworks model showing the back of the die. 
(drawing files are in the supplemental materials.) 

                                                            
2 Certain commercial equipment, instruments, or materials are identified in this document. Such identification does not imply 
recommendation or endorsement by the National Institute of Standards and Technology, nor does it imply that the products identified are 
necessarily the best available for the purpose. 
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3. Fabrication Process 
 
The general strategy for the fabrication of the nanocalorimeters is to start with a standard 100 mm wafer, 

clean it thoroughly, grow 100 nm of low-stress silicon nitride on the front and back, pattern the platinum 
heater/temperature sensor on the front with a tantalum (Ta) adhesion layer, use reactive ion etching to open 
windows in the silicon nitride on the back, and then use KOH to deep etch from the back, through the silicon 
wafer, stopping at the front-side silicon nitride layer, followed by dicing, annealing, and calibration. Previous 
iterations of the design included steps where photoresist was applied to the front or back to protect the wafer 
while handling. We found this was not necessary and risked contaminating the platinum surface. The process 
details, including the tools, times, temperatures, etc., are included in the supplemental information, available 
online. This process has been used for the nanocalorimeters reported in our previous work.  

 
4. Annealing 

 
We have studied the annealing environment in detail, after discovering an anomaly in sensor performance 

that depended on the annealing furnace that was used; this anomaly was eventually attributed to the differences 
in annealing gas purity. Annealing in high-vacuum or ultrahigh-purity (UHP) inert gas leads to rapid grain 
growth and dewetting of the platinum from the surface, with progressively worse performance with subsequent 
thermal cycles. Metals deposited onto silicon nitride have poor adhesion, so a thin layer (often 10 nm) is used 
between the platinum and silicon nitride to improve adhesion. Tantalum adhesion layers perform significantly 
better than titanium adhesion layers. Annealing in air or commercial-grade inert gas (we use argon) with small 
amounts of oxygen (at least 0.1 %) produces a more stable microstructure and stable resistance with multiple 
heating cycles [15].  

Each sensor is annealed in a quartz tube furnace at 750 °C for 20 min in air, with a heating ramp of 
25 °C/min and natural cooling. Breathing-quality air (this is a commercial designation for air with limited 
carbon dioxide, carbon monoxide, particulate content, and hydrocarbon content) is used with a flow rate of 
200 mL/min, per the results of Ref. [15]. 

 
5. Calibration 

 
We have published details on the design and evaluation of the calibration instrument we developed [8]. 

The general approach is to measure and record the resistance at room temperature, followed by resistance 
measurements during several cycles from roughly 300 °C to 700 °C, followed by an additional resistance 
measurement at room temperature. This last measurement is a quality check to confirm that (1) there was no 
damage to the sensor, (2) there were no changes to the electrical contacts during the measurements, and (3) the 
sensor temperature coefficient of resistance (TCR) has stabilized. 

All electrical measurements were made using a National Instruments PXI-4130 Source Measure Unit in a 
PXI-1033 chassis, operated from a workstation running Windows 7. LabVIEW was used for data collection 
and instrument control. Details of the calibration procedure and the LabVIEW code are available in the 
supplemental materials. Thermal measurements at elevated temperatures were made with a customized fiber-
optic pyrometer (Optitherm III by the Pyrometer Instrument Company).  
 
5.1 Room-Temperature Resistance Measurements 

 
These sensors heat with very small applied currents (anything above 20 mA causes noticeable heating) 

and are therefore very sensitive to the measurement technique when measuring resistance at room temperature. 
To find the room-temperature resistance independent of self-heating and voltage offsets, we apply small 
currents, usually over the range of 1 mA to 3 mA, in 20 equal steps. Figures 2 and 3 show this approach and 
include extra measurements up to 11 mA to illustrate some of the measurement challenges. Current is applied 
to the circuit, the voltage difference across the voltage probes is measured (this a classic four-wire resistance 
measurement across the sensor), and the values at each step are recorded.  
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Fig. 2. Data from six room-temperature measurement cycles on one sensor showing resistance as a function of applied current, from 1 mA 
to 11 mA. The orange dashed line is the value extracted from the slope of Fig. 3, which is taken as the true room-temperature resistance. 
 

 
Fig. 3. Data from six room-temperature measurement cycles on one sensor (the same measurements as Fig. 2) plotted as voltage vs. 
current, where all measurements were made with currents below 11 mA. Resistance, represented as the slope of this fit, is found to be the 
best value for the room-temperature resistance, with a Coefficient of Determination (COD, R2) of 0.99997. The reported confidence 
intervals are standard error. The colors represent each of the six cycles, but the data fall very close together and cannot be distinguished, 
even with fine markers. 

 
The measurement cycle is repeated three times and recorded, followed by an additional series of 

measurements made to higher temperatures (described below). The same process is performed to measure the 
room-temperature resistance after the higher-temperature measurements to verify the stability of the sensor and 
the soundness of the electrical connections. Figures 2 and 3 illustrate the data from the six measurement cycles 
on a typical sensor and show the errors attributed to voltage offset/bias. A linear fit is performed through the 
data, as plotted in Fig. 3, and the resistance is found from the slope (voltage/current), eliminating the effect of 
the voltage offset/bias. For this set of six measurements from one sensor, the room-temperature resistance was 
9.199 ohm. The R2 value for the concatenated fit through all six data sets was 0.99997. 
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Figure 4 shows results from the same sensor, but with additional heating cycles extended to 50 mA, to 
illustrate the resistance rise seen above 20 mA, in air, due to self-heating. One can see that the resistance data 
presented in Fig. 2 and Fig. 4 provide no clear room-temperature resistance value, which is why the approach 
shown in Fig. 3 is preferable. At low currents (generally below 11 mA), the offset/bias issue dominates the 
measurement, causing an error that shifts the measurement to lower values; the intercept is found to be −3 mV, 
while it should be zero. Given that the applied voltages never exceeded 100 mV, this would be a substantial 
error if not found and corrected for.  

 

 
Fig. 4. Room-temperature resistance measurements from six measurement cycles on the same sensor as Fig. 2 and Fig. 3, but with the 
maximum current increased to 50 mA to demonstrate the self-heating effect and the erroneous rise in measured resistance at higher applied 
currents. The orange dashed line is the value derived from the slope of Fig. 3. The colors represent each of the six cycles, but the data fall 
very close together and cannot be distinguished, even with fine markers and lines. 

 
As seen in Fig. 5, at currents above 20 mA, self-heating causes the measured value to rise, resulting in an 

increase in the observed resistance; this is a real but unwanted effect. While unwanted, the measurement is not 
in error—the resistance is actually increasing as the sensor self-heats. To avoid this problem, we have to select 
conditions that avoid self-heating. These two effects create the appearance of a nonlinear relationship in Fig. 2, 
which was created to illustrate the possible measurement artifacts that can be introduced. Limiting the current 
and using the slope of the voltage-current plot as the best measure of resistance can solve both these 
measurement issues.  

This work was done in general laboratory conditions, and the calibration curves were recorded in room air 
and at ambient humidity levels, which varied seasonally. The humidity levels were not controlled but are 
expected to have a small effect on the calibration curves. Doing all the calibrations and measurements in dry 
air is likely to reduce uncertainty, but we have not explored that aspect.  
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Fig. 5. The same data as Fig. 4, plotted as voltage vs. current, with the blue line representing the slope derived from the fit shown in Fig. 3. 
Self-heating is noticeable as the deviation from the linear fit from the data in Fig. 3. 

 
5.2 Elevated-Temperature Resistance Measurements 

 
After the room-temperature measurements, the resistance is measured during heating over the range 

315 °C to 690 °C. The same calibration software is used to apply current in steps to the sensors, and the 
temperature is measured using a fiber-optic pyrometer centered over the middle of the sensor. The 
temperature-dependent emissivity of the platinum was measured independently and reported in Ref. [8]; this 
emissivity can also be deduced from measurements of the melting temperatures of reference materials, and 
then scaling the emissivity to fit that data.  

Figure 6 shows elevated-temperature resistance calibration measurements from two measurement cycles 
on each of 100 randomly selected sensors. As can be seen from the bimodal grouping of the results, a small 
subset of samples came from one production batch with an approximately 15 % thinner layer of platinum, 
which results in higher resistance values. Of course, it is easy to note that all the sensors show individual 
variation, which we attribute to differences in film thickness across each wafer and from wafer to wafer. Such 
variations are expected in microfabrication. Figure 6 illustrates the importance of calibrating each individual 
sensor, as small changes in the process can produce dramatic changes in performance.  

The data from each sensor are then used to create a calibration file that includes the room-temperature 
calibration results along with the elevated-temperature calibration results. 

 
6. Power Measurements as an Alternative Calibration 

 
Figure 7 shows the same data as were used to plot Fig. 6, but plotted as power vs. temperature, with the 

power calculated from the voltage drop across the active part of the sensor. Figure 8 through Fig. 10 are from 
the same data set and show increasing levels of detail. All the sensors (with 100 nm platinum and those with 
85 nm platinum, as mentioned previously) follow the same power-temperature relationship, providing an 
alternative method to deduce the resistance-temperature curve, with slightly higher uncertainty than the 
pyrometer method. 
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Fig. 6. Elevated-temperature calibration data for 100 randomly selected sensors. This data set falls into two groups, as one production 
batch had an inadvertently thinner layer of platinum, which resulted in approximately 15 % higher resistance than our normal process. One 
should note that both the slope and intercept vary from sensor to sensor. The intention of this figure is to show the scatter in the data and 
the importance of calibrating each nanocalorimeter individually. We have not tried to fit all these data points to a single line or curve 
because the error would be dramatic. 

 

 
Fig. 7. Power as a function of temperature for the same 100 randomly selected sensors (approximately 6300 data points) shown in Fig. 6. 
The processing differences, seen as two separate groups on the resistance-temperature graphs, are not apparent in these power-temperature 
curves. The fit was constrained to room temperature at zero power. The orange band is the 95 % confidence prediction interval. The colors 
represent each of the 100 randomly selected nanocalorimeter data sets, but the data fall very close together and cannot be distinguished, 
even with fine markers and lines. 
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Fig. 8. More detailed view of the data in Fig. 7. The orange band is the 95 % confidence prediction interval. The colors represent each of 
the 100 randomly selected nanocalorimeter data sets, but the data fall very close together and cannot be distinguished, even with fine 
markers and lines. 
 

 
Fig. 9. More detailed view of the data in Fig. 8. The orange band is the 95 % confidence prediction interval. The colors represent each of 
the 100 randomly selected nanocalorimeter data sets. 
 

Knowing the power-temperature relationship, which would vary with the type of nanocalorimeter used, 
and the gas environment, allows one to heat each empty sensor, record the voltage and current, calculate the 
power and resistance, and then deduce the sensor temperature from the power data to generate a temperature-
resistance calibration curve for each sensor.  

In addition, Fig. 7 through Fig. 10 show that all 100 of the sensors we included fell along a well-defined 
curve.  
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Fig. 10. More detailed view of the data in Fig. 9. The orange band (which fills the field of view) is the 95 % confidence prediction interval. 
The 95 % confidence interval of the fit is shown in the purple band; it is indistinguishable from the fit line in the other views. The colors 
represent each of the 100 randomly selected nanocalorimeter data sets, but the data fall very close together and cannot be distinguished, 
even with fine markers and lines. 

 
This relationship can also be used as a type of “built-in self-test” (BIST) [38, 40] to verify the device was 

fabricated and calibrated correctly. Any points or sensors that do not fall on this line should be considered 
suspect and should be retested or investigated to understand the anomaly. The polynomial fit shown in Fig. 5 
has an R2 value of 0.99993, with units of watts and degrees Celsius: 

 
                Power = −5.68 × 10−3 + 2.3966 × 10−4 × T + 4.2645 × 10−7 × T2.   (1) 

 
Confidence intervals were calculated using Origin software. The definitions of the confidence intervals 

reported below are available at https://www.originlab.com/doc/Origin-Help/Fitted_Curve_Plot_Analysis. The 
95 % confidence interval for the fit reports the range of values for the best-fit line that define the 95 % 
confidence interval. The 95 % confidence interval for the prediction is the range where 95 % of experimental 
data points are expected to fall. The 95 % confidence interval of the fit is indistinguishable from the fit line in 
most views of this data set and is shown in a purple band that can be resolved only in Fig. 10. At 190 mW, the 
95 % confidence interval of the fit is 452.30 °C to 452.43 °C (or ± 0.065 °C).  

The 95 % confidence interval for the prediction is shown in the orange band and varies with power level. 
At 50 mW, the 95 % confidence prediction interval is 167 °C to 186 °C (or ± 9.5 °C). At 150 mW, the 95 % 
confidence prediction interval is 379 °C to 392 °C (or ± 6.5 °C). At 250 mW, the 95 % confidence prediction 
interval is 537 °C to 548 °C (or ± 5.5 °C). At 350 mW, the 95 % confidence prediction interval is 670 °C to 
679 °C (or ± 4.5 °C). 
 
7. Calibration 
 
7.1 Virtual Instrument 
 

Calibration is performed on a special-built instrument, with an automated process run through a LabVIEW 
virtual instrument (VI). The VI was written at NIST for the Nanocalorimetry Measurements Project. Upon 
starting the VI, the user creates or edits a calibration recipe, as shown in Fig. 11. A typical recipe, with three 
cycles to measure the room-temperature resistance, three heating cycles, and three more cycles to confirm the 
room-temperature resistance, is shown. As can be seen in Fig. 12, the user enters the type of measurement, the 
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number of repetitions, the minimum voltage, the maximum voltage, the voltage step, and the number of 
measurements per step. The VI calculates the estimated duration based on the entered information. Figure 13 
shows the VI after running an experiment. 

Each sensor is given a unique identifier (ID), which is entered along with the operator ID. The fiber-optic 
pyrometer is aligned for each measurement, following the steps outlined below. The VI applies the voltage to 
the sensor and measures the current in the measurement loop and the voltage across the voltage pads on the 
sensor. A second VI, shown in Fig. 14, is used to calculate the TCR, which is saved into a data file to be used 
by the VI that controls the nanocalorimeter experiments. A paper log is also maintained as a redundant record 
with the sample ID and calibration coefficients. The detailed steps of the calibration procedure are included in 
the supplemental information available online. 

 

 
Fig. 11. A screen capture of the “Edit Recipe” window showing an example recipe used to calibrate the nanocalorimeter sensors. This 
recipe produces three “before” room-temperature measurements, three up-and-down temperature ramps, and three “after” room-
temperature measurements. 
 

 
Fig. 12. Screen capture of the main VI for nanocalorimeter sensor calibration, before starting a calibration. The recipe is shown in the 
upper left, and the data will populate the other windows as they are collected. The software predicts the calibration measurements and 
heating/cooling cycles for this recipe will take 14 min and 20 s. 
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Fig. 13. Screen capture of the main VI for nanocalorimeter sensor calibration, after running the measurements for a calibration. 

 

 
Fig. 14. Screen capture of the VI used to calculate the TCR values, based on the calibration recipe and data acquired as shown in Fig. 13. 
This VI imports the six room-temperature resistance scans and the three heating and cooling scans and fits them to a fourth-order 
polynomial used for the TCR. Other fits can be selected as well. 

 
7.2 Calibration Extrapolation 
 

This calibration strategy is valid for measurements within the range of the temperature measurements 
made (approximately room temperature to 700 °C). We have successfully made measurements using these 
sensors to 1200 °C, but that requires either increasing the calibration range or extrapolating the calibration 
values to temperatures outside the range of measurement, something that will rapidly expand the measurement 
uncertainty. As an example, Figs. 15 and 16 illustrate efforts to extrapolate the calibration outside the 
measurement range. In Fig. 15, each fit is plotted with and without inclusion of the room-temperature 
resistance value as a constraint. Some of the fits fail dramatically. 
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The experimentally determined melting point for gold is shown in Fig. 16, along with two fits that worked 
better and do not “blow up” outside the measurement range. Figure 16 shows a linear fit and a second-order 
polynomial fit, both including the room-temperature constraint. They are off by 96 °C and 62 °C, respectively, 
evaluated at the resistance recorded at the top of the melting peak (32.87 Ω, corresponding to a nominal 
temperature of 1064.18 °C), which was measured in air.   

Figure 17 shows the extrapolation of the power-temperature curve to the melting point of the same gold 
thin film sample. The difference between the nominal peak melting temperature and the temperature derived 
from the curve fit is 10 °C, which is much better than the error due to extrapolating the resistance-temperature 
curve. These values are enumerated to illustrate the comparison and are not meant to quantify the uncertainty. 

 

 
Fig. 15. Various fits through the calibration measurements (blue squares) that could potentially be used to extrapolate the calibration data 
to higher temperatures. The graph shows linear, 2nd order polynomial, 4th order polynomial and a fit following the form of the Callendar-
Van Dusen (CVD) equation. The divergences seen with some fits outside the data range clearly illustrates the hazard in choosing a method 
to extrapolate calibrations outside the measured range. For each, the fits were performed including the room-temperature (RT) data (pink, 
dark green, light orange, light blue) or ignoring the room-temperature data (light green, purple, dark blue, dark orange). 
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Fig. 16. Diagram showing the linear (blue line, R2 = 0.9992) and second-order polynomial (orange line, R2 = 0.9998) fits from Fig. 15, 
extrapolated to higher temperatures, along with an experimentally measured (peak) value for the melting of gold (red dot, nominal 1064.18 
°C and measured 32.87 Ω) as an example of a known melting peak at higher temperatures. The second-order polynomial fit extrapolates to 
1002 °C at 32.87 Ω, and the linear fit extrapolates to 968 °C at 32.87 Ω; compared to the nominal melting temperature of the gold thin 
film, the extrapolated fits are 62 °C to 96 °C too low. This example is given for information and is not intended as a quantification of 
uncertainty. These fits included the room-temperature data. 
 

  
Fig. 17. The same data and second-order polynomial from Fig. 7, extrapolated to higher temperatures, as another potential strategy to 
extrapolate the calibration to higher temperatures. The orange line is the fit. An experimentally determined point (blue dot) for the melting 
peak of a 65 nm layer of gold (nominal 1064.18 °C and measured 724.9 mW) is shown as an example of the error from extrapolating the 
power-temperature curve—it is off by 10 °C at 1064 °C. This example is given for information and is not intended as a quantification of 
uncertainty. As in Fig. 7 and Fig. 16, the curve fit was constrained to pass through zero power at room temperature. 
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8. Discussion 
 
This article summarizes the design and calibration of NIST nanocalorimeter sensors and presents 

calibration data and analysis from 100 randomly selected sensor chips. Calibration using a pyrometer, with the 
temperatures verified against melting point standards, remains our best calibration strategy.  

Extrapolating resistance-temperature values to higher temperatures greatly increases the measurement 
uncertainty. The power-temperature relationship can provide reasonable calibrations, without needing 
expensive equipment, and offers uncertainties (95 % confidence interval for the prediction) that range from 5 
°C to 10 °C, depending on the measurement temperature, and it provides a means to extrapolate the calibration 
to higher temperatures without dramatically changing the measurement uncertainty. 
 
9. Appendix—Detailed Fabrication and Calibration Procedures 
 

The general strategy for the fabrication of the nanocalorimeters is to start with standard 100 mm (4 inch 
nominal) wafers, clean them thoroughly, grow 100 nm of low-stress silicon nitride on the front and back, 
pattern the platinum heater/temperature sensor on the front, use reactive ion etching to open windows in the 
silicon nitride on the back, and then use potassium hydroxide (KOH) to deep etch from the back, through the 
silicon wafer, stopping at the front-side silicon nitride layer, followed by dicing, annealing, and calibration. 
 
9.1 Detailed Fabrication Process Developed for the CNST Cleanroom at NIST 
 

9.1.1 This process requires two 5 inch (12.7 cm) chrome-on-glass masks—one for the front-side and 
one for the back-side patterns. The masks were produced in AutoCAD and saved in data 
exchange format (DXF). The masks were written using a Heidelberg DWL 2000 mask writer. 
Links to the DXF files are listed in supplemental materials. 

9.1.2 The silicon wafers are P/Bo doped, 1–10 ohm-cm, 100 mm (4 in. nominal) double-side polished, 
<100> orientation, nominally 525 µm thick (the specification is given as a range of 500 µm to 
550 µm).  

9.1.3 All reagents used are microelectronics grade. All water used is deionized to cleanroom 
specifications. 

9.1.4 RCA clean 
9.1.4.1  Standard Clean (SC) 1 (SC1) (5:1:1 H2O:NH4OH:H2O2 at 80 °C) for 10 min 
9.1.4.2  Dump rinse 
9.1.4.3  1 % HF for 1 min 
9.1.4.4  Dump rinse 
9.1.4.5  SC2 (5:1:1 H2O:HCl:H2O2 at 80 °C) for 10 min 
9.1.4.6  Dump rinse 
9.1.4.7  Spin rinse dry (SRD) 

9.1.5  Silicon nitride deposition (front and back) SiNx 
9.1.5.1  Deposition is by Low Pressure Chemical Vapor Deposition (LPCVD) furnace/bank 

3_silicon nitride 
9.1.5.2  Low-stress recipe (LSTSIN.010) 
9.1.5.3  Nominal 100 nm thickness 
9.1.5.4  Calculate deposition time based on posted deposition rate (typical rate is 5.85 nm/min) 
9.1.5.5  Measure and record thickness using J. A. Woollam M-2000 DI Spectroscopic Ellipsometer 

9.1.6 Frontside metal patterning by lift-off process 
9.1.6.1 Photolithography step 
9.1.6.1.1. Hexamethyldisilazane (HMDS) prime (vapor prime at 150 °C) 
9.1.6.1.2. Spin 1 (LOR-3A photoresist, target 400 nm thickness) 

9.1.6.1.2.1.  500 rpm, 5.0 s 
9.1.6.1.2.2.  3000 rpm, 60.0 s 
9.1.6.1.2.3.  Bake at 200 °C for 5 min 
9.1.6.1.2.4.  Cool for 5 min 
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9.1.6.1.3. Spin 2 (S-1813 photoresist, target 1.3 µm) 
9.1.6.1.3.1.  500 rpm, 5.0 s 
9.1.6.1.3.2.  4000 rpm, 45.0 s 
9.1.6.1.3.3.  Bake at 115 °C for 1 min 
9.1.6.1.3.4.  Cool for 1 min 

9.1.6.1.4. Expose (Suss MA6/BA6 mask aligner) 
9.1.6.1.4.1.  Frontside metal mask 
9.1.6.1.4.2. Calculate and use exposure time based on lamp intensity (target dose 120 mJ/cm2) 

9.1.6.1.5. Develop 
9.1.6.1.5.1.  MF-319, 1 min (or until features are clear) 
9.1.6.1.5.2.  Rinse with H2O 
9.1.6.1.5.3.  Blow dry 

9.1.6.1.6. Oxygen plasma descum 
9.1.6.1.6.1. Unaxis Reactive Ion Etch (RIE) #1 
9.1.6.1.6.2. Recipe: G_DESCUM.PRC (target 75 nm/min), 1 min 

9.1.7 Metal deposition step 
9.1.7.1  E-beam evaporation (E-beam 1 or 2) 

9.1.7.1.1. Nominal 10 nm Ta at 1 Å/s (typically 100 s) 
9.1.7.1.2. Nominal 100 nm Pt at 1 Å /s (typically 1000 s) 

9.1.8 Lift-off step 
9.1.9 Remover PG at 80 °C for ≈ 15 min (Remover PG is a proprietary composition that includes 

  hexamethyldisilazane). 
9.1.10 Rinse 

9.1.10.1 Isopropyl alcohol (IPA) for 3 min 
9.1.10.2 Water for 3 min 

9.1.11 Spin rinse dry 
9.1.12 Protect front side with photoresist (more experienced users may omit) 

9.1.12.1  HMDS prime 
9.1.12.2  Spin 1 (photoresist S-1813, nominal 1.3 µm) 
9.1.12.3  500 rpm, 5.0 s 
9.1.12.4  4000 rpm, 45.0 s 
9.1.12.5  Bake at 115 °C for 1 min 
9.1.12.6  Cool for 1 min 

9.1.13 Backside nitride patterning 
9.1.13.1 Photolithography step 

9.1.13.1.1. HMDS prime 
9.1.13.1.2. Spin 1 (photoresist S-1813, nominal 1.3 µm) 

9.1.13.1.2.1. 500 rpm, 5.0 s 
9.1.13.1.2.2. 4000 rpm, 45.0 s 
9.1.13.1.2.3. Bake at 115 °C for 1 min 
9.1.13.1.2.4. Cool for 1 min 

9.1.13.1.3. Expose back side (Suss MA6/BA6 aligner) 
9.1.13.1.3.1. Back-side nitride mask 
9.1.13.1.3.2. Align with existing pattern 
9.1.13.1.3.3. Calculate exposure time based on lamp intensity (target 120 mJ/cm2) 

9.1.13.1.4. Develop 
9.1.13.1.4.1. MF-319, 1 min (or until features are clear). (MF-319 is a proprietary 

composition that includes water and tetramethylammonium hydroxide). 
9.1.13.1.4.2. Rinse with deionized water 
9.1.13.1.4.3. Blow dry 

9.1.13.2 RIE CHF3 etch (Unaxis RIE #1) 
9.1.13.2.1. Recipe “SI3N4NEW.PRC,” nominal etch rate 20 nm/min 
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9.1.13.2.2. Calculate etch time based on expected nitride thickness with 10 % 
overetch time 

9.1.13.2.3. Typical etch time is: 100 nm ÷ 20 nm/min × 1.1 = 5.5 min 

9.1.13.3 Oxygen plasma cleaning (to remove rest of photoresist, may require both sides) 
9.1.13.4 Unaxis RIE #1 
9.1.13.5 Recipe: Cleaning.PRC  
9.1.13.6 15 min 
9.1.13.7 (Note: Solvent strip with remover PG is an acceptable alternative) 

9.1.14 Back-side deep silicon KOH etch  
(Note: The wafer is very fragile during and after this step) 

   (Note: Always insert wafer into liquids on edge) 

9.1.14.1 30 % KOH (premixed bath), 90 °C 
9.1.14.1.1. (Note: Do not use old KOH baths to avoid metal contamination and photoresist 

residue left over from other users) 

9.1.14.2 Clamp wafer in protective holder (Advanced MicroMachining Tools, Single 4) and place in 
protective wafer carrier—do not use photoresist as a KOH etch mask because it is not sufficient 
AND will contaminate the bath 

9.1.14.3 No agitation 
9.1.14.4 Nominal rate is 2.25 µm/min for 30 % KOH at 90 °C 
9.1.14.5 Nominal etch time: 230 min (it will not be this exactly—check, and continue until features 

are clear) 
9.1.14.6 Avoid over etching 
9.1.14.7 Acid dip (note: Do not let KOH residue dry) 
9.1.14.8 Rinse with wafer still in holder: 

9.1.14.8.1. Warm water for 1 min 
9.1.14.8.2. Over flow water for 5 min 
9.1.14.8.3. Water dunk (membranes up) 
9.1.14.8.4. Gentle dry with wipe around edge of holder 

9.1.14.9 Remove wafer from holder 
9.1.15 Cleave by hand into individual die with a diamond scribe (note: other users have reported 

using photoresist to attach the wafer to a handle wafer and using a die saw to separate the die; the 
membranes will not survive the vacuum chuck on the die saw without some approach like this; we 
choose just to cleave by hand) 

9.1.16  Anneal 
 
9.2 Calibration Procedure 
 

9.2.1  Turn on the instruments and let them warm up for at least half an hour to stabilize if they 
were turned off 
9.2.1.1 OPTITHERM III Pyrometer 
9.2.1.2 National Instruments PXI Chassis and PXI Sourcemeter PXI-1033 
9.2.1.3 Dell personal computer (PC) 
9.2.1.4 Water circulator (if being used to stabilize room temperature) 

9.2.2  Load two nanocalorimeter sensors in the aluminum holder and secure the top of the holder 
with four screws; the electrical connections are made with spring pins in the top of the holder 

9.2.3 On the PC, open the LabVIEW calibration VI “Calibrate Nanocalorimeter Chip.vi” 
9.2.3.1 Enter user ID 

9.2.4 Confirm settings within the VI  
9.2.4.1 Source Measure Unit (SMU) location = PXI1Slot2 (this would vary by instrument) 
9.2.4.2 Sensor type = remote 
9.2.4.3 Pyrometer port = COM7 
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9.2.4.4 Current limit = 300 mA 
9.2.4.5 Ambient temperature = 23 °C 

9.2.5  Create or load a saved recipe (an example is given in Fig. 6) 
9.2.6  Turn the screw on the manual stage to move the pyrometer head forward and above the 

sensor to be calibrated 
9.2.7  Align the pyrometer 

9.2.7.1 Enable SMU 
9.2.7.2 Enable pyrometer 
9.2.7.3 Increase voltage to 1.8 V (a typical value), so the sensor heats enough to generate a signal on 

the pyrometer 
9.2.7.4 Move the pyrometer head in forward and backward to find the maximum reported 

temperature value (which is taken to be the center) 
9.2.7.5 Set the voltage range for the calibration 

9.2.7.5.1. In the VI, decrease the applied voltage to find the minimum voltage where the 
pyrometer can make a measurement (about 1.45 V, which corresponds to a temperature of 
about 320 °C on this sensor) 

9.2.7.5.2. Disable SMU and pyrometer 
9.2.7.5.3. Set the minimum voltage for a sweep to the minimum plus 0.01 V (1.50 V is 

common) 
9.2.7.5.4. Set the maximum voltage based on the temperature range over which you wish to 

calibrate (3.1 volts at the SMU is common, with roughly 1.5 volts differential across the 
sensor and a maximum temperature of 675 °C) 

9.2.8  Calibration  
9.2.8.1 Start calibration by clicking on the “start calibration” button 
9.2.8.2 Enter a calibration file name and location 
9.2.8.3 Enter the results in the paper log as a redundant record 
9.2.8.4 When completed, calibrate the second sensor if desired 

9.2.8.4.1. Shift the pyrometer to the second sensor location 
9.2.8.4.2. Turn the sensor switch to the other sensor 
9.2.8.4.3. Enter the new sensor ID 
9.2.8.4.4. Repeat the procedure from the alignment step (see Sec. 8.2.7) 
9.2.8.4.5.  Move the pyrometer head out of the way and unload the samples, storing them in 

numbered locations 

9.2.9  Click the “exit” button to close the VI 
9.2.10  Calculate the TCR values 

9.2.10.1 Open the VI “TCR analysis-mod-071511.vi” 
9.2.10.2 Select each of the data files to use in the analysis and click “cancel” to return to the VI 
9.2.10.3 Run the VI to calculate the TCR values 
9.2.10.4 Examine the fit and reported uncertainties as a quality check 
9.2.10.5 Save the results as a “.tcr” file format 
9.2.10.6 Record the TCR values in the paper log 
9.2.10.7 Exit 

 
Supplemental Materials 
 

• DOI: https://doi.org/10.18434/M32113 
o AutoCAD drawing files for the front and back 5 inch (12.7 cm) masks needed to pattern 100 mm 

(4 inch [10.1 cm]) wafers. Files are in both AutoCAD DWG format and DXF format. The 
drawing for the back-side mask has been mirrored as is appropriate for lithography using a 
contact aligner. 

• DOI: https://doi.org/10.18434/M32114 
o 3D solid model of a single nanocalorimeter as a Solidworks assembly drawing, with individual 

layers as Solidworks part drawings. 
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• DOI: https://doi.org/10.18434/M32117 
o Compressed archive of LabVIEW VIs for calibration and TCR calculation. 

• DOI: https://doi.org/10.18434/M32115 
o Calibration data for room-temperature measurements shown in Fig. 2 through Fig 5. 
o Calibration data for elevated-temperature measurements on 100 randomly selected 

nanocalorimeters shown in Fig. 6 through Fig. 10. 
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