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Revealing excitonic processes and chemical bonding in MoS2 by x-ray spectroscopy
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Electron core-hole processes at absorption edges sport several signatures, primarily in the form of bound states
and/or excitonic enhancement. Through analysis of the resonant-Raman Auger effect for the two-dimensional
transition-metal dichalcogenide MoS2, we demonstrate that these effects have significant manifestations at the
S K edge. We characterize two asymmetric excitonically enhanced edges: one at the fundamental band edge
and one several electron volts above it following a second band gap that lies entirely within the unoccupied
states, with the latter revealing an anomalous postcollision interaction effect. Our interpretation is supported by
comparison of both the photoemission valence-band spectrum and the S K-edge x-ray-absorption spectrum with
electronic structure calculations and an ab initio solution of the Bethe-Salpeter equation that accurately accounts
for the electron-core-hole interaction.
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I. INTRODUCTION

Since the discovery of its two-hexagonal prismatic struc-
ture by Dickinson and Pauling in 1923 [1], the transition-
metal dichalcogenide MoS2 has received significant atten-
tion because of its unique optical, electronic, lubricating,
photoactive, and catalytic applications [2–6]. Many of the
unique properties of this compound stem from its quasi-
two-dimensional (2D) crystal structure in addition to its D3h

molecular point group that is atypical for sixfold coordinated
transition-metal compounds that usually crystallize with octa-
hedral or distorted octahedral symmetry [7]. Recent discovery
of a tunable band gap (the bulk or quasi-2D band gap of MoS2

is 1.29 eV [8]) and the growth of single MoS2 monolayers
[9,10] has stimulated further effort concerning its electronic
and optical properties [11–23]. X-ray-absorption near-edge
structure (XANES) is a direct experimental probe of the
unoccupied density of states of a material; coupled with its
intrinsic angular dependence and chemical specificity, it is
a powerful method to study chemical bonding in addition
to being able to validate calculations of both ground- and
excited-state electronic structures.

The goal of our paper is fourfold. First, we present
polarization-dependent S K-edge XANES data of MoS2.
Second, we explore the electronic structure and electron-
core-hole contributions to the XANES via solution of the
Bethe-Salpeter equation (BSE) [24]. We find that the S K
edge consists of two S 1s → 3p ionization thresholds, with
the second edge following a second band gap that lies en-
tirely within the MoS2 unoccupied states. The fact that the
calculations so closely agree with the measured absorption
spectra firmly establishes the validity of density functional

theory (DFT) and the BSE in predicting the ground- and
excited-state electronic structures of MoS2. It has been stated
that an accurate band structure is a prerequisite for an accurate
BSE treatment [13], and here we go a step further and prove
this a posteriori by comparing our DFT densities of states
to the high-energy valence-band photoemission spectra of
MoS2. Photoemission is not sensitive to the same core-hole
effects as x-ray absorption, and it therefore directly measures a
material’s ground-state electronic structure more closely.
Third, we utilize the resonant-Raman Auger effect to ex-
perimentally probe the screening and localization of the x-
ray excited states that include the S 1s core hole and the
photoelectron in the MoS2 conduction band. The energet-
ics associated with these transitions are consistent with the
solution of the BSE for the S K edge of MoS2. Unique
to our measurements is the discovery of the postcollision
interaction (PCI) Auger effect, i.e., the electronic screening of
the core hole by the photoelectron during the Auger decay.
Due to its small (or nonexistent) excitonic binding energy,
the PCI effect is observed for energies below the S 1s →
3p ionization threshold for the second band gap. Lastly, we
detail the symmetry aspects of the D3h point group of MoS2

and explain how it affects both the electronic structure and
the polarization dependence of the x-ray-absorption and the
valence-photoelectron emission spectra.

II. EXPERIMENTAL

Commercially obtained MoS2 crystals were mounted on
carbon tape and cleaved prior to introduction into the vacuum
chamber by the “scotch-tape method” exposing the MoS2
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c axis and basal planes. Data were collected at the National
Synchrotron Light Source (I and II), Brookhaven National
Laboratory, beamlines X24A and SST-2 of the National In-
stitute of Standards and Technology. Additional data were
collected at the Galaxies beamline, Synchrotron SOLEIL.
XANES spectra were obtained by scanning a Si(111)
double-crystal monochromator through the S K edge (∼2470-
eV photon energy) and recording the sample drain current as a
function of photon energy and flux. Auger electron-emission
spectra were collected as a function of photon energy around
the S K edge by setting the photon energy and scanning
the voltage of a hemispherical electron analyzer over the
kinetic-energy region of the S K-L2,3L2,3 Auger-electron
transition (∼2116-eV kinetic energy). S 2p photoelectron
spectra were recorded prior to each Auger measurement to
firmly establish the photon energy. Valence-photoemission
spectra were recorded with photon energy hν = 2000 eV.
All spectra were recorded at near-glancing and near-normal
incidence, although we only present the Auger data recorded
at near-glancing incidence. For the electron measurements,
the cone of the hemispherical electron analyzer was oriented
parallel to the polarization vector of the synchrotron x-ray
beam and the beam was p polarized.

III. RESULTS AND DISCUSSION

Figure 1(a) shows the normalized S K-edge XANES spec-
tra recorded with the synchrotron beam aligned at near-
glancing (80°) and near-normal (20°) incidence relative to
the MoS2 basal planes, as indicated in the inset of the figure.
The data have been normalized following standard procedure
utilizing the Athena data-analysis software package [25].
They are consistent with those reported in the literature for
MoS2 [26,27], but with higher resolution afforded by our use
of a Si(111) double-crystal monochromator. Clear from the
data is the sharp rise at threshold for the spectra recorded
at near-normal incidence and the suppression of the same
feature at near-glancing incidence. This transition is attributed
to dipole allowed S 1s → 3p transitions, and it is worth
noting that its polarization dependence is directly opposite to
what is found for the C 1s absorption edge in graphite [28].
There, the first absorption feature is an excitonically enhanced
C 1s → π∗ transition that has its C 2p lobes oriented nor-
mal to the plane of the hexagonal C rings, and the second
feature is an excitonically enhanced C 1s to σ* transition
that has its C hybridized sp2 lobes oriented within the plane
of the rings [29]. Also discernible in our S K-edge spectra
is the presence of a second band gap that lies entirely within
the unoccupied density of states of MoS2; it exhibits near-zero
x-ray absorption beginning at approximately 5 eV above the
first x-ray edge. We also note that the turn on of its absorption
(the second band edge) has opposite polarization dependence
to the first and again it is opposite to what is found for
graphite. This observation will be addressed further below.

Figure 1(a) compares the data to theoretical calcula-
tions of the S K-edge XANES for MoS2 using the exper-
imental crystal structure [30]. The x-ray near-edge extinc-
tion coefficient, μ(ε) = −Im〈0|O†[ε + iγ (ε) − H ]−1O|0〉,
involves the ground state |0〉, light-matter interaction O, and
core-excited Hamiltonian H. H includes electron dynamics

FIG. 1. (a) S K-edge x-ray-absorption near-edge spectra for
MoS2. Top: Theory. Bottom: Experiment. (b) Theoretical S K-edge
x-ray-absorption near-edge spectra for MoS2 calculated with (top)
and without (bottom) the electron-core-hole interaction. The orienta-
tion of the polarization vector e of the synchrotron radiation relative
to the MoS2 c direction is indicated.

(through the band structure), the core-level binding energy,
and electron core-hole excitonic effects. We calculated μ(ε)
using a Bethe-Salpeter treatment [31]. The broadening γ (ε)
simulated experimental resolution [the monochromator reso-
lution that was estimated to be 0.22 eV for the Si(111) double-
crystal monochromator at the S K edge], electron-damping
effects [32], and the core-hole lifetime damping of 0.59 eV
[33]. We used norm-conserving pseudopotentials with a Ne-
like S core, an [Ar]3d10-like Mo core, and a 100-Ry plane-
wave cutoff. Following a standard DFT self-consistent-field
calculation, we sampled the full Brillouin zone at 20 × 20
× 2 k points, which was well converged, and included 94
conduction bands for six-atom unit cells, which was ample
for the spectral region presented. Excellent agreement with
experiment is found, with only minor differences of oscillator
strengths and energies between the primary features and the
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signature edge, and it should be emphasized that this agree-
ment has been achieved with no adjustable parameters.

To theoretically determine the excitonic contributions to
the absorption spectra, the calculations were repeated, but
with the electron-core-hole interaction turned off. Similar pro-
cedure has proven effective for determining the electron-core-
hole interaction effect in SrTiO3 [34] that possesses Oh sym-
metry. It is clear from the interacting versus noninteracting
calculations shown in Fig. 1(b) that the onsets of both edges,
i.e., at the first and at the second band gaps, exhibit significant
excitonic enhancement. Considerable redistribution of oscil-
lator strength should always be observed because of the core
hole, but it is only in the case of a bound exciton that energy
shifts are observed [35], and we note the significant shift of the
first but not of the second edge with and without the core-hole
interaction included.

To experimentally probe the creation of these excitonically
enhanced states, we turn to our resonant S K-L2,3L2,3 Auger
data. The resonant-Raman Auger effect [36] is a powerful
method to study such phenomena, because it is sensitive to
the localization and screening of the S 1s photoelectron when
it is excited into the conduction band. Although originally
studied in noble gases [37], it has found significant utility in
solid-state physics, having been employed to study excitonic
effects in graphite [29] and other crystalline solids [38–41],
including MoS2 [42].

Figure 2 shows the S 1D2(K-L2,3L2,3) Auger deexcitation
spectra for photon energies around the S 1s → 3p transition.
In particular, Fig. 2(a) shows the Auger spectra for photon
energies below and increasing up to the maximum of the res-
onance, whereas Fig. 2(b) shows the Auger spectra for photon
energies above it. The resonance energy (hν = 2470.1 eV)
was determined by taking many spectra around the absorption
threshold and assigning it to the photon energy that produced
the narrowest and most intense resonant peak. Its energy
corresponds to the inflection point of the rise of the first edge
in Fig. 1(a) (and not to the maximum of absorption); this result
indicates that the edge itself has several excitation channels.

Note the classic resonant-Raman shift [36] of the
S 1D2(K-L2,3L2,3) line with photon energy around the
S 1s → 3p transition that confirms the localized nature of
the final state achieved by this transition. Around threshold,
the Auger peak sharpens, and it disperses linearly with
photon energy due to the conservation of energy between the
incident photon, the photoelectron in its excited 3p excitonic
bound state, and the Auger electron in the vacuum. At its
maximum intensity and narrowest width, the center of the
S 1D2(K-L2,3L2,3) transition occurs at 2115.8-eV kinetic
energy.

To explore more fully the dynamics as the photoelectron
transits into the continuum, Fig. 3(a) shows the Auger spectra
for a subset of the photon energies studied in Fig. 2(b), but
on an expanded energy scale. As the resonant-Raman Auger
peak disperses with kinetic energy above the main Auger line,
the main or diagram Auger line asymptotically shifts to lower
kinetic energy until it reaches its final value of 2115.5 eV.
This observation is due to the well-known PCI effect [43]
that is classically described by the kinetic-energy gain of the
Auger electron as it passes the slowly moving photoelectron.
For gases, this effect can be as much as 1 eV, but, due to the

FIG. 2. (a) S 1D2(K-L2,3L2,3) Auger spectra as a function of
photon energy below and up to the first S 1s → 3p resonance. (b)
S 1D2(K-L2,3L2,3) Auger spectra as a function of photon energy
above the first S 1s → 3p resonance. The resonant-Raman Auger
peak, indicated by arrows, may be seen dispersing to higher kinetic
energy with increasing photon energy. Note the turn on of the
diagram Auger line at 2115.6-eV kinetic energy.

greater screening in solids, the effect is reduced by nearly an
order of magnitude and consequently often not observed [41].

To explore the electron dynamics occurring at the second
absorption edge, Fig. 3(b) shows data for a subset of the
photon energies studied in Fig. 2(b), but again on an expanded
energy scale. A second resonant-Raman Auger peak associ-
ated with the second band edge is observed, albeit with a
greatly reduced amplitude compared to the first. In fact, the
main Auger line and the resonant Auger peak of the first edge
are still visible as the second resonant-Raman peak disperses
into the main Auger line with increasing photon energy. Also
observed is the PCI effect of the second edge, but in this
case the main Auger peak shifts to higher kinetic energy
with increasing photon energy. This unique observation of
both pre-threshold PCI and post-threshold PCI is due to the
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FIG. 3. (a) S 1D2(K-L2,3L2,3) Auger spectra for photon energy
above the first S 1s → 3p resonance. Note the shift of the diagram
or main Auger line to lower kinetic energy with increasing photon
energy illustrating the PCI effect for the first edge. The arrows
mark the resonant-Raman Auger peak corresponding to the first
S 1s → 3p resonance. (b) S 1D2(K-L2,3L2,3) Auger spectra for
photon energy above the second S 1s → 3p resonance. Note the
shift of the diagram or main Auger line to higher kinetic energy
with increasing photon energy illustrating the PCI effect for the
second edge. The small arrows mark the resonant-Raman Auger peak
corresponding to the first S 1s → 3p resonance, and the large arrows
mark the resonant-Raman Auger peak corresponding to the second S
1s → 3p resonance. The spectra have been normalized to have equal
peak heights.

presence of the second band gap and its reduced excitonic
binding energy that is known to scale with the energy of the
gap for either two-dimensional or three-dimensional struc-
tures [44]. Our data therefore give a full description of the
Auger process through the transition region from the pho-
toelectron being in its bound versus continuum final state:
The main or diagram Auger line shifts to higher kinetic-

FIG. 4. S 1D2(K-L2,3L2,3) resonant-Raman Auger peak
recorded at the resonant photon energies of the first and of the
second edges compared to the main or diagram Auger line recorded
with photon energy ∼20 eV above the first edge. The kinetic-energy
shift of the Auger peak at the first resonance is ∼0.4 eV, whereas the
shift at the second resonance is not measurable (∼0 eV). The spectra
have been normalized to have equal peak heights.

energy preresonance, and it shifts back to lower kinetic-energy
postresonance.

It may seem surprising that the PCI effect is evident and
in fact as strong for the second edge as it is for the first
edge, despite its diminished contribution to the x-ray spectra.
This result indicates that the magnitude of the PCI effect is
not largely affected by either the excitonic binding energy
or the amplitude of the resonant-Raman peak. This paradox
may be resolved by considering the classical spherical-wave
description of the PCI effect as the Auger electron passes
the photoelectron. When the Auger electron overtakes the
photoelectron at a distance R from the nucleus, the potential
(in natural units) felt by the Auger electron changes from
−2e/R to −e/R, causing an energy shift of the Auger electron
by +e/R [45]. Realizing that the PCI effect extends as far as
100 eV above the absorption edge in Ar gas [46], i.e., well
above the threshold for the excited photoelectron to be in a
bound state, the effect should still be observable even for an
excited electron that is only weakly localized on the absorbing
atom. We also note that the screened potential of a core hole
felt by an electron is reduced by a factor of the dielectric
constant at long distances.

To quantify the binding-energy assignments of the first and
second edges, Fig. 4 compares the resonant-Raman Auger
peaks of the first and second edges recorded at the photon en-
ergy of their peak resonances to the Auger peak recorded with
the photon energy set ∼20 eV above the first resonance. At
this relatively high photon energy, the Auger decay is largely
decoupled from the initial core ionization, and the energy
differences observed give a measure of the excitonic binding
energies associated with each edge: ε − ε0

A = Iφ , which is the
energy required to liberate the “excited electron” from the
final ionic state [36]. The shift of the resonant-Raman Auger
peak of the first edge from the main or normal diagram Auger
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line is approximately 0.4 eV, whereas no shift is observable
at the second edge. These observations are consistent with the
BSE solution of Fig. 1 in addition to the excitonic binding
energy of 0.44 eV found at the first band edge of MoS2 by
optical valence-band excitations [20]. For comparison, the
resonant-Raman shift observed at the Ti K edge of SrTiO3 is
∼2 eV [47], and this significantly larger shift is also consistent
with the XANES calculations [34]. Note that the band gap of
SrTiO3 is much larger than the band gap of MoS2: 3.2 eV for
SrTiO3 [35] and 1.29 eV for MoS2 [8].

We now turn our attention to the chemical bonding in MoS2

and our valence-band spectra. In the D3h site symmetry of the
Mo ion, the metal 4d orbitals can be organized in three sets:
the 4d3z2−r2 (A′

1 representation), the two partner orbitals 4dxy

and 4dx2−y2 (E′ representation), and the two partner orbitals
4dxz and 4dyz (E′′ representation). We mention these orbitals
in order of ascending energy in molecular-orbital theory due
to their electrostatic interaction with the doubly anionic S
ligands [48]. Simple electron counting gives Mo a formal +4
ionic charge leading to Mo4+ 4d2 and S2− 3p6 configurations.

Figure 5 shows the calculated densities of states centered
on both the Mo and S atoms. The densities of states for each
have been decomposed according to their group representa-
tions, i.e., A′

1, E′, and E′′ on the Mo site, and A1 and E on
the S site, the latter of which we treat in the site symmetry
C3v [7]. The reversal of the ordering of the magnitude of the
sulfur A1 and E 3p densities of states [Fig. 5(c)] above the
first and second band gaps together with the dipole selection
rule explains the reversed polarization dependence of the
absorption spectrum above the first and second band edges.

It is found that nearly complete mixing of all the ligand and
metal states occurs across both the valence and conduction
bands. Clearly, this is a solid-state effect due to the long-range
periodicity of the crystalline lattice, and it differs significantly
from the simplified molecular-orbital description that assigns
the top of the valence band to the occupied bonding Mo
4d3z2−r2 orbitals and the bottom of the conduction band to the
unoccupied antibonding Mo 4dx2−y2 and 4dxy orbitals of the
Mo d2 ion [49,50].

Surprisingly, the calculations also find that there is a rela-
tively small amount of S 3s-3p contribution to the σ orbitals.
However, as stated by Mulliken, a little hybridization goes a
long way in stabilizing a chemical bond [51], and one can
see from Figs. 5(b) and 5(c) that the contribution from the
S 3s orbital tracks most closely the contribution from the S
3pz orbital (C3v site symmetry formally allows both sp2 and
p3 hybridization). We also note that the higher-energy Mo 5s

orbital accounts for a large fraction of the unoccupied density
of states above the second band gap.

Intuitively, the strongest Mo-S bonding should involve a
mixture of the S 3px , 3py , and 3pz orbitals that points toward
one of the Mo species, because σ bonding is generally much
stronger than π bonding. We now consider an S atom in an
S plane above the Mo plane, such that its y coordinate is
smaller than that of the Mo, but its z coordinate (with the
c axis being along the z direction) is larger than that of the
Mo. The x coordinates of both atoms are equal. The mixed S
3p orbital pointing toward the Mo we designate by 3p′, and
we choose a sign convention so that the lobe of this orbital

FIG. 5. (a) Mo 4d partial densities of states. (b) Mo 5s and
S 3s partial densities of states. (c) S 3p partial density of states.
When there is more than one group representation in a panel, the
symmetries of different orbitals are indicated for the symmetry group
of each site.
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FIG. 6. Boxcar averaged products of the mixing coefficients of
the S 3p′ and neighboring Mo 4d orbitals belonging to different
representations of the group of the Mo site symmetry.

that is directed toward the Mo is positive. By symmetry, it
will not mix significantly in Bloch states with either the E′
Mo 4dxy orbital or the E′′ Mo 4dxz orbital. However, it should
mix with the E′′ Mo 4dyz orbital, preferably with oppositely
signed coefficients below the band gap and similarly signed
coefficients above the band gap, in an attempt to realize a
bonding-antibonding splitting as much as can be achieved
on the average for any given bond in a solid. It should also
mix with the E′ Mo 4dx2−y2 orbital with analogously signed
coefficients above and below the band gap. Finally, the A′

1 Mo
4d orbital with symmetry that is 3z2 − r2 = 2z2 − x2 − y2 =
(z2 − x2) + (z2 − y2) will mix with the 3p′ state presumably
as follows: Because the S-Mo bond is about 40° out of the Mo
plane, the closeness of this to 45° argues against the (z2 − y2)
part of the A′

1 Mo 4d orbital contributing significantly to ad-
mixing, whereas the (z2 − x2) part has a positive lobe near the
S atom that favors admixing with similarly signed coefficients
below the band gap and oppositely signed coefficients above
the band gap.

In Fig. 6 we present averages over all states of the products
of the coefficients of 3p′ and each of the Mo 4d orbitals
indicated by its group representation. For this calculation, we
used boxcar averaging with a 1-eV-wide window and an 8 ×
8 × 3 k-point grid in the full Brillouin zone. It is interesting
to find that the A′

1, E′, and E′′ Mo 4d states are mixed with the
3p′ orbital so that there is an antinode along the bond axis. As
already noted above, complete bonding-antibonding cannot be
achieved in a crystal because of the periodicity and conse-
quent band structure. On the other hand, the overall signage
of the products of the coefficients is completely consistent
with our previously stated expectations: The coefficients have
either like signs below the band gap and opposite signs above
the band gap or vice versa.

To further test the validity of our ground-state DFT calcu-
lations and their relevance to the MoS2 electronic structure,
Fig. 7 shows the valence-band photoelectron spectra recorded
at near-glancing (85°) and near-normal incidence (25°) rel-
ative to the MoS2 basal planes, as indicated in the inset of

FIG. 7. Valence-band photoemission spectra of MoS2 recorded
with photon energy hν = 2000 eV. (a) Experiment. (b) Theory. The
orientation of the polarization vector e of the synchrotron radiation
relative to the MoS2 c direction is indicated.

the figure. The data have been referenced to the valence-
band maximum (VBM), and a Shirley background [52] has
been removed. They are consistent with previous report for
MoS2 [53], with differences attributable to the photon-energy
dependence of the S and Mo photoionization cross sections
[54]. The splitting and strong polarization dependence of the
valence features further identifies the anisotropic bonding
in MoS2. The data are compared to the weighted sums of
the partial densities of states shown in Fig. 5 following the
description given in Ref. [55], with the exception that the
present calculation explicitly considers the angular depen-
dence of the matrix elements [56], while treating lifetime
broadening effects in the same way as for the XANES. The
agreement between the photoemission data and the calculated
spectra directly supports the validity of our ground-state DFT
calculation for the electronic structure of MoS2, which itself
underpins the BSE calculations of the XANES.
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In conclusion, we have studied the S K-edge XANES and
the photoemission valence band of MoS2. Agreement is found
between calculations utilizing a DFT solution of the ground-
state electronic structure followed by solution of the Bethe-
Salpeter equation for the excitation spectrum, with the latter
being shown to accurately account for the electron-core-hole
interaction. Careful analysis of the resonant-Raman Auger
effect for this system experimentally confirms the excitonic
contributions suggested by the BSE for the two MoS2 band
gaps, the second of which resides completely within the MoS2

unoccupied density of states. Our calculations of the Mo and S
partial densities of states explain the polarization dependence
of both the x-ray and photoemission spectra in addition to
details of the solid-state chemical bonding between Mo and
S such as the nature of the occupied and unoccupied states.

Both band edges are found to exhibit postcollision interaction
effects, with the second revealing the Coulomb interaction of
the Auger electron and the photoelectron below its ionization
threshold, i.e., the continuum onset for the electron–two-core-
hole final state.
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