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Abstract

Efficient estimation of the enthalpies of formation for closed-shell organic compounds

via atom-equivalent-type computational schemes and with the use of different local

coupled-cluster with single, double, and perturbative triple excitations (CCSD(T)) ap-

proximations was investigated. Detailed analysis of established sources of uncertainty,

inclusive of contributions beyond frozen-core CCSD(T) and errors due to local CCSD(T)

approximations and zero-point energy anharmonicity, suggests the lower limit of about

2 kJ⋅mol−1 for the expanded uncertainty of the proposed estimation framework. Among

the tested computational schemes, the best-performing cases demonstrate expanded un-

certainty of about 2.5 kJ⋅mol−1, based on the analysis against 44 critically-evaluated

experimental values. Computational efficiency, accuracy commensurable with that of

a typical experiment, and absence of the need for auxiliary reactions and additional

experimental data offer unprecedented advantages for practical use, such as prompt val-

idation of existing measurements and estimation of missing values, as well as resolution
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of experimental conflicts. The utility of the proposed methodology was demonstrated

using a representative sample of the most recent experimental measurements.

1 Introduction

Enthalpy of formation is one of the most widely used properties in science and engineer-

ing. Historically, enthalpies of formation for organic species were estimated and validated

with empirical group-contribution schemes.1 Currently, quantum-chemical calculations have

found their use in thermochemistry to validate measured values, resolve experimental con-

flicts, and provide estimates of values unavailable from experiments.2 Practical and effective

computational approaches need to meet two criteria: (1) the accuracy must be comparable

with that of the experimental measurement (typically, a few kJ⋅mol−1); (2) the turnaround

time for a typical calculation should be reasonably short, allowing processing of dozens of

compounds on a scale of days.

In our previous study,3 we introduced an efficient atom-equivalent-type procedure able

to predict enthalpies of formation of closed-shell organic compounds directly (i.e., without

the use of auxiliary reaction schemes requiring additional experimental data4) and with the

accuracy competitive with that of typical calorimetric measurements. The efficiency was

primarily achieved by using the local coupled-cluster with single, double, and perturbative

triple excitations (CCSD(T)) approximation, DLPNO-CCSD(T).5,6 In this work, we further

explore this approach by systematically analyzing the sources of potential shortcomings

due to approximations taken, thus identifying the method limitations as well as the most

beneficial strategies for its improvement. In addition, we consider the performance of other

efficient local coupled-cluster approximations that became available recently.7,8

As described previously,3 the enthalpies of formation are evaluated as

∆fH
○ = E + ZPVE +∆T

0H − ∑
types

nihi, (1)
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where E is the total electronic energy, ZPVE is the zero-point vibrational energy, and ∆T
0H

is the thermal correction from 0 to 298.15 K. The summation in the last term of Eq. 1 is

performed over all atomic types present in the compound; ni is the ith type count, and hi

is the type-specific constant. In our previous study, the atomic types were equivalent to the

elements considered (C, H, O, and N). The constants hi are determined empirically via regres-

sion against critically-evaluated experimental data. Evaluation of three non-empirical terms,

E, ZPVE, and ∆T
0H, obviously requires approximations. However, the errors introduced by

these approximations contribute to the final result only if they deviate from the additivity

scheme defined by the assigned atom types. In other words, any unaccounted-for terms or

deviations of the included terms from their “true values” contribute to the uncertainty of the

method as deviations from the additivity defined by the last term in Eq. 1. Neglected contri-

butions that do follow this additivity are implicitly included via the empirical hi coefficients.

In the following sections, we systematically assess the main approximations (i.e., neglected

contributions) with respect to their departures from the atom-equivalent additivity. Based

on the obtained results, we perform an evaluation of different local CCSD(T) methods and

recommend improved protocols for ∆fH○ estimation. As previously, we limit the scope of

the present study to organic closed-shell compounds composed of C, H, O, and N using the

set of compounds and the associated critically-evaluated data from our previous study.3

2 Methods

The calculations used a range of Density Functional Theory (DFT) methods for vibra-

tional analysis, density-fitted (resolution-of-identity) second-order Møller-Plesset perturba-

tion theory (DF-MP2) for geometry optimization, and canonical CCSD(T) and three local

coupled-cluster methods (DLPNO-CCSD(T),5,6 FNO-CCSD(T) in density-fitted formula-

tion,7 and LCCSD(T) implementation of Kállay et al.8–10) for single-point energy calcula-

tions. The “def2”-series Karlsruhe11 and correlation-consistent Dunning12,13 basis sets were
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utilized. Limited tests for DFT were also done with the polarization-consistent basis sets

of Jensen.14,15 The low-cost approach using the N12 functional16 in conjunction with the 6-

31G(d) basis set recently shown to exhibit good performance for thermochemical properties

associated with the vibrational frequencies17 was also considered. The frozen-core approxi-

mation was applied in all correlated calculations. All DFT calculations were performed with

Gaussian 09,18 canonical CCSD(T) and LCCSD(T) were carried out with MRCC (release

of September 25, 2017),10 and DF-MP2 and FNO-CCSD(T) were done with Psi4 v1.1.19

DLPNO-CCSD(T) energies were computed with ORCA v.3.0.3.20 The choice of computa-

tional tools was primarily dictated by the availability of the methods tested as well as their

performance on the hardware used in calculations.

3 Results and Discussion

3.1 Uncertainty Budget

We start with evaluating the uncertainties of the protocol defined by Eq. 1 that are intro-

duced by accepted approximations. As described above, the uncertainty due to neglected

contribution ∆EX propagates to the final result in a form of a departure from the atom-

equivalent additivity approximation,

∆EX
add = ∑

types

niei, (2)

where, as in Eq. 1, ni is atomic type count and ei is an empirical constant obtained from

regression against ∆EX data. The superscript “X” in the above notations is a placeholder

used to distinguish the sources of contributions. The dominant sources considered in this

study include energy contributions beyond frozen-core CCSD(T) (“higher-order contribu-

tions”) ∆Ehoc, contributions due to local CCSD(T) approximations ∆Eloc, and contribu-

tions due to errors in ZPVE, ∆EZPVE. In the following sections, we evaluate the statistics
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of (∆EX
add −∆EX) using a combination of data available from the literature and generated

in this study. The regression coefficients in Eq. 2 for all considered ∆EX contributions are

given in Supporting Information.

3.1.1 Energy contributions beyond frozen-core CCSD(T), ∆Ehoc

In addition to the CCSD(T) energy, other contributions may need to be considered to obtain

an accuracy of a few kJ⋅mol−1 for the enthalpy of formation. For closed-shell molecules, those

include post-CCSD(T) correlation terms, typically considering higher-order connected exci-

tations (non-perturbative triple, quadruple, and quintuple), core-valence correlation, scalar

relativistic effects, and diagonal Born-Oppenheimer corrections.21,22 Atomic spin-orbit split-

ting should also be considered for the enthalpy of atomization, which is often explicitly

calculated prior to the enthalpy of formation. The accumulation of these contributions to

atomization energies, ∆Ehoc, has been taken from published W4, W3.2, or HEAT results23–26

for a subset of molecules within the scope of this study. These results are compiled in Ta-

ble 1. The calculations required to obtain these values are very expensive and their extension

to a larger set of compounds is beyond the scope of the present study. The resulting set

contains 17 compounds with limited diversity with respect to molecular size and compo-

sition. Consequently, the objective of statistical analysis conducted here is to obtain the

scale of the error introduced by excluding explicit evaluation of the ∆Ehoc contributions.

The deviations between the benchmark contributions ∆Ehoc and their approximations with

the atom-equivalent fit, ∆Ehoc
add, are also given in Table 1. The largest negative deviation

(-1.5 kJ⋅mol−1) is observed for ethyne, while methanal demonstrates the largest positive

deviation of 0.7 kJ⋅mol−1. The standard deviation for the entire set is 0.6 kJ⋅mol−1, sug-

gesting reasonable expectations of more general additivity for ∆Ehoc contributions recently

demonstrated for medium-sized normal alkanes.27 In general, post-CCSD(T) contributions

dominate (∆Ehoc
add −∆Ehoc) for the compounds in this set.
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Table 1: Contributions to atomization energy beyond frozen-core CCSD(T) (∆Ehoc)23–26
and their deviations from the atom-equivalent additivity (∆Ehoc

add)

compound protocol ∆Ehoc/kJ⋅mol−1 (∆Ehoc
add −∆Ehoc)/kJ⋅mol−1

methane W4 4.6 −0.6
ethane W3.2 8.2 −0.3
propane W3.2 11.8 0.0
butane W3.2 15.6 0.1
isobutane W3.2 15.7 0.1
pentane W3.2 19.3 0.4
neopentane W3.2 19.2 0.5
ethylene W4 8.4 −0.5
isobutene W3.2 16.6 −0.9
ethyne W4 9.2 −1.5
benzene W4, HEAT 22.9 0.5
water W4 0.0 −0.1
carbon dioxide W4 3.6 −0.1
methanal W4 3.1 0.7
N2 W4 4.3 0.4
ammonia W4 2.4 0.0
N2O W4 4.9 −0.4

standard deviation 0.6

3.1.2 Deviations of local methods from the canonical CCSD(T), ∆Eloc

Another source of uncertainties are the errors associated with local CCSD(T) approxima-

tions. To assess the magnitude of this error, direct comparisons were conducted in this work.

The test set of compounds was mainly compiled from the one used in our previous work.3

Because expensive canonical CCSD(T) calculations were required for comparison, molecular

sizes were limited to 4 heavy atoms (with the exception of benzene for which the symmetry

can be exploited for efficient calculations). The resulting set contains 31 compounds and is

listed in Table 2. Prior to single-point CCSD(T) energy calculations, all geometries were

optimized at the DF-MP2/aug-cc-pVQZ level. All coupled-cluster calculations were also

performed with the aug-cc-pVQZ basis set. As mentioned earlier, we consider three local

methods: DLPNO-CCSD(T), LCCSD(T), and FNO-CCSD(T). The accuracy of local meth-

ods and the total energy strongly depend on set thresholds, normally chosen as a compromise
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Table 2: Deviations of local CCSD(T) methods from canonical valuesa

∆Eloc = E(local) −E(canonical)/kJ⋅mol−1

compound E(canonical)/Hartree DLPNO-CCSD(T) LCCSD(T) FNO-CCSD(T)
methane −40.451 694 0.0 −0.8 −3.8
ethane −79.700 479 0.8 −1.4 −6.0
propane −118.952 680 1.7 −1.9 −8.4
butane −158.205 022 2.8 −2.5 −10.7
isobutane −158.207 365 2.9 −2.3 −10.9
ethylene −78.463 545 1.7 −1.3 −4.6
propene −117.719 868 2.8 −1.9 −7.0
(E )-2-butene −156.975 526 4.0 −2.4 −9.2
(Z )-2-butene −156.973 808 4.1 −2.4 −9.2
isobutene −156.969 706 4.1 −2.5 −9.2
1,3-butadiene −155.744 460 5.4 −2.5 −7.7
ethyne −77.210 980 2.1 −0.9 −2.9
propyne −116.471 453 3.1 −1.6 −5.3
1-butyne −155.723 100 4.2 −2.0 −7.7
benzene −231.877 470 10.7 −3.3 −9.0
water −76.363 587 0.6 −0.6 −1.9
carbon dioxide −188.389 542 6.7 −1.0 −2.0
methanol −115.593 162 1.6 −1.2 −4.3
ethanol −154.850 028 2.6 −1.7 −6.5
2-propanol −194.108 105 3.9 −2.1 −8.9
dimethyl ether −154.830 590 2.9 −1.7 −6.7
methanal −114.372 369 2.8 −1.2 −2.9
ethanal −153.637 717 4.0 −1.6 −5.1
propanone −192.900 927 5.4 −2.0 −7.4
formic acid −189.567 679 5.2 −1.2 −3.3
acetic acid −228.831 260 6.5 −1.5 −5.5
N2 −109.406 974 3.3 −0.6 −1.6
N2O −184.465 762 9.0 −1.6 −2.3
ammonia −56.495 715 0.4 −0.8 −2.9
acetonitrile −132.568 787 3.9 −1.4 −4.5
urea −225.017 088 6.2 −1.5 −5.5
aall calculations were done with aug-cc-pVQZ basis set

between the accuracy and the computational time. Here, we used recommended “tightPNO”

settings28 for DLPNO-CCSD(T), “tight” (localcc=2016, lcorthr=tight) settings for MRCC’s

LCCSD(T), and occ_tolerance = 1 × 10−5 for Psi4’s FNO-CCSD(T).

The differences between the results of the local methods and the canonical values, ∆Eloc,
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are given in Table 2. The statistical distributions of ∆Eloc are presented, in a form of box-

and-wisker diagrams, on the top panel of Fig. 1. As seen, DLPNO-CCSD(T) systematically

overpredicts the canonical values, while the other two methods systematically underpredict

them. Overall, LCCSD(T) appears to perform somewhat better than the rest: its deviations

from the canonical values remain within 3.3 kJ⋅mol−1, while absolute deviations in excess of

10 kJ⋅mol−1 are seen for both DLPNO-CCSD(T) and FNO-CCSD(T). For the purposes of

this study, however, it is of more interest whether these deviations follow the atom-equivalent

additivity, Eq. 2. These results are presented in Table 3 and on the bottom panel of Fig. 1.

Clearly, the additivity correction vastly improves the performance of all local methods. For

LCCSD(T) and FNO-CCSD(T), the deviations from canonical values closely follow atom-

equivalent additivity with standard deviations under 0.2 kJ⋅mol−1. Deviations from the

canonical values for DLPNO-CCSD(T) are somewhat worse in terms of their additivity

compliance as compared to the other two methods and, as seen in Fig. 1, the distribution of

(∆Eloc
add−∆Eloc) is skewed with several outliers present. The outliers are mainly represented

by compounds with triple bonds and benzene (the only aromatic compound in the set).

Nevertheless, even in this case, the additivity correction yields a substantial improvement

with the standard deviation for (∆Eloc
add −∆Eloc) of about 0.7 kJ⋅mol−1. It should be noted

that, for compatibility with the previous work, we are using the 2013 version of DLPNO-

CCSD(T),5,6 while the newer, the 2016 implementation,29 was suggested to reproduce the

canonical values more closely.

3.1.3 Vibrational Contributions

Vibrational frequencies contribute to ZPVE and the thermal correction, ∆T
0H. To calculate

∆T
0H, in most cases, it is sufficient to know the fundamentals, which can be obtained from

the gas-phase experimental spectra or computed using known empirical frequency scaling

factors.30 Based on our previous results,3 the contribution of errors due to ∆T
0H is small,

on the order of 0.1-0.2 kJ⋅mol−1, provided that no significant anharmonicity due to internal
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Table 3: Deviations from additivity, (∆Eloc
add −∆Eloc), for local CCSD(T) methodsa

(∆Eloc
add −∆Eloc)/kJ⋅mol−1

compound DLPNO-CCSD(T) LCCSD(T) FNO-CCSD(T)
methane −0.3 0.1 0.0
ethane −0.1 0.1 −0.1
propane −0.1 0.0 0.0
butane −0.2 −0.1 0.0
isobutane −0.3 −0.2 0.3
ethylene 0.2 0.1 0.0
propene 0.1 0.1 0.1
(E )-2-butene −0.1 0.0 0.0
(Z )-2-butene −0.2 0.0 0.0
isobutene −0.3 0.2 0.0
1,3-butadiene −0.3 0.2 0.1
ethyne 1.1 −0.1 −0.1
propyne 1.1 0.0 0.0
1-butyne 0.9 −0.3 0.0
benzene −1.1 0.2 −0.2
water 0.3 0.2 −0.1
carbon dioxide 0.0 0.0 0.2
methanol 0.4 0.1 0.0
ethanol 0.3 0.0 −0.1
2-propanol −0.1 −0.1 0.0
dimethyl ether 0.0 0.1 0.1
methanal 0.4 0.2 0.1
ethanal 0.2 0.1 0.0
propanone −0.2 −0.1 0.0
formic acid 0.2 0.0 0.0
acetic acid 0.0 −0.3 −0.1
N2 1.3 −0.2 0.1
N2O −2.1 0.5 0.3
ammonia 0.0 0.2 −0.1
acetonitrile 1.0 −0.1 0.0
urea 0.3 −0.3 −0.3

standard deviation 0.7 0.2 0.1
abased on ∆Eloc given in Table 2

rotations is observed below room temperature. Consequently, the main source of uncertainty

due to vibrational contributions is expected to be errors in ZPVE. Because of anharmonicity,

accurate calculation of ZPVE is a challenging task. The equation for anharmonic ZPVE in-
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cludes cross-terms,31 which are available from experiment or high-level ab initio calculations

for about a dozen of molecules that are within the scope of this study.25,31–33 Anharmonic

ZPVE is typically computed with the vibrational second-order perturbation theory (VPT2)

approximation34,35 which remains a computationally intensive problem, prohibitive for large

molecules. A much faster though less accurate alternative is a group-contribution scheme,36

albeit subject to group value availability. Therefore, the only feasible general approach for

evaluation of anharmonic ZPVE for large-scale applications with reasonable turnaround time

remains the scaling of harmonic ZPVE,37 and one would have to accept the errors associated

with this approximation.

Practical evaluation of harmonic ZPVE requires geometry optimization performed using

the same methods as those subsequently used for vibrational analysis. It also greatly ben-

efits from availability of implemented analytical second derivatives with respect to nuclear

coordinates. These factors restrict choices mainly to DFT-based methods. Previously,3

we used B3LYP-D3(BJ) with the def2-TZVP basis set for vibrational analysis. Here, we

extend our tests to other approaches suggested for ZPVE in the recent literature. Specif-

ically, we test B3LYP with Jensen’s polarization-consistent triple-ζ basis set (pc-2)14 used

in the W3.2lite scheme24 as well as with its augmented version (aug-pc-2).15 In addition,

several double-hybrid functionals that recently demonstrated good performance for ZPVE

predictions37 were considered. Finally, the N12/6-31G(d) combination recently suggested

as a low-cost approach with good performance17 was also tested. The full list of methods

tested is given in Table 4. As in the case of contributions beyond frozen-core CCSD(T),

the following statistical analysis for ZPVE predictions should be viewed as an estimate due

to the small size of the data set. The selected set contains 15 compounds listed in Table 5

along with the ZPVE data and their sources. The scaling factors for vibrational frequencies

optimized against the ZPVE data are given in Table 4. The obtained values are comparable

to the recent results of Kesharwani et al. 37 and the result for N12/6-31G(d) is identical

to that reported by Chan.17 The deviations of scaled ZPVEs from the experimental val-
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Table 4: Theory levels and frequency scaling factors for ZPVE

theory level scaling factora
I B3LYP-D3(BJ)/def2-TZVP 0.990 ± 0.005
II B3LYP/pc-2 0.988 ± 0.006
III B3LYP/aug-pc-2 0.989 ± 0.006
IV B2PLYP-D3(BJ)/def2-TZVP 0.984 ± 0.004
V DSD-PBEP86-D3(BJ)/def2-TZVP 0.985 ± 0.004
VI DSD-PBEP86-D3(BJ)/cc-pVTZ 0.984 ± 0.004
VII N12/6-31G(d) 0.984 ± 0.003
aexpanded uncertainties for a 0.95 level of confidence are given

Table 5: Canonical ZPVEs and their deviations from scaled harmonic approximationa,b,c

ZPVE(can)/ ∆EZPVE = (ZPVE(can) - ZPVE(calc))/kJ⋅mol−1

compound kJ⋅mol−1 Ref. I II III IV V VI VII
methane 116.1 32 −0.2 −0.3 −0.3 0.3 0.0 −0.2 −0.8
ethane 193.7 32 −0.3 −0.6 −0.6 0.4 0.4 0.1 −0.6
propane 267.9d 32 0.0 −0.5 −0.5 0.8 1.0 0.5 −0.7
ethylene 132.2 32 0.1 0.0 0.1 0.3 0.0 −0.2 0.3
ethyne 68.9 32 0.8 1.3 1.3 0.1 0.1 0.4 1.4
benzene 260.0d 25 0.2 0.7 0.8 −0.7 −0.7 0.0 0.6
H2 26.0 31 0.2 0.1 0.1 0.4 0.2 0.1 −0.2
water 55.5 32 −0.5 −0.2 −0.2 −0.4 −0.4 0.0 −0.1
carbon dioxide 30.3 32 0.1 0.0 0.0 −0.4 −0.4 −0.4 0.5
methanal 69.2 32 −0.2 −0.3 −0.3 −0.1 −0.2 −0.3 0.3
furan 181.6d 32 −0.2 0.0 −0.2 −0.6 −0.5 −0.5 1.0
N2 14.1 31 0.5 0.4 0.4 −0.2 −0.3 −0.4 −0.1
ammonia 89.2 32 −0.4 −0.3 −0.5 −0.2 −0.3 −0.1 −0.9
HCN 41.6 31 0.3 0.9 0.8 0.2 0.1 0.0 −0.3
N2O 28.5 32 0.6 0.5 0.5 −0.4 −0.3 −0.3 −0.1

standard deviation 0.4 0.6 0.6 0.4 0.4 0.3 0.7
aunless specified, canonical ZPVEs are derived from experimental data; btheory level labels (Roman numerals)
are defined in Table 4; cZPVE(calc) was scaled using values from Table 4; dhigh-level ab initio result

ues, ∆EZPVE, and the corresponding standard deviations are given in Table 5. Based on

the listed standard deviations, the best performer for ZPVE, in agreement with findings

of Kesharwani et al.,37 is a double-hybrid, DSD-PBEP86-D3(BJ)/cc-pVTZ (0.3 kJ⋅mol−1),

followed by B2PLYP/D3(BJ)/def2-TZVP, DSD-PBEP86-D3(BJ)/def2-TZVP, and the pre-

viously used3 B3LYP-D3(BJ)/def2-TZVP (all 0.4 kJ⋅mol−1). The double-hybrids involve a
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Table 6: Deviations from additivity, (∆EZPVE
add −∆EZPVE), for scaled harmonic ZPVEa,b

(∆EZPVE
add −∆EZPVE)/kJ⋅mol−1

compound I II III IV V VI VII
methane 0.0 0.1 0.2 −0.1 −0.3 −0.3 0.4
ethane −0.1 −0.1 −0.1 0.0 0.1 −0.1 0.0
propane 0.3 0.0 0.1 0.3 0.6 0.4 0.1
ethylene 0.2 0.1 0.2 0.1 −0.1 −0.2 −0.4
ethyne 0.7 1.0 1.0 0.2 0.2 0.4 −1.0
benzene −0.2 −0.2 −0.1 −0.3 −0.3 0.0 0.4
H2 0.2 0.1 0.1 0.4 0.2 0.1 −0.2
water −0.3 0.1 0.1 −0.3 −0.2 0.2 −0.2
carbon dioxide 0.2 0.1 0.2 0.2 0.2 0.0 0.2
methanal −0.1 0.0 0.0 0.0 −0.1 −0.1 −0.2
furan −0.3 −0.4 −0.6 −0.2 −0.1 −0.2 −0.2
N2 0.0 −0.2 −0.2 0.0 −0.1 −0.2 −0.2
ammonia −0.4 0.0 −0.2 −0.5 −0.5 −0.1 0.1
HCN −0.1 0.4 0.3 0.4 0.3 0.1 0.3
N2O 0.3 0.1 0.1 0.1 0.2 0.1 0.0

standard deviation 0.3 0.4 0.4 0.3 0.3 0.2 0.4
atheory level labels (Roman numerals) are defined in Table 4; bbased on ∆EZPVE values
from Table 5

MP2 step that is substantially more computationally expensive than B3LYP, and B3LYP-

D3(BJ)/def2-TZVP appears to represent an attractive budget alternative.

As with the previously discussed contributions, it is of interest to assess the extent to

which ∆EZPVE from Table 5 can be further corrected with the atom-equivalent approxi-

mation, Eq. 2. The results are presented in Table 6. As seen, the standard deviations for

(∆EZPVE
add − ∆EZPVE) appear much more uniform across different methods as compared to

those for ∆EZPVE itself. The rankings according to the standard deviations are not likely

to be statistically-significant at this point, and B3LYP-D3(BJ)/def2-TZVP (I) approach re-

mains a sensible compromise between the computational cost and accuracy expectations for

more complex cases. The standard deviation of about 0.3 kJ⋅mol−1 appears to be a scale of

ZPVE uncertainty attainable with a scaled harmonic approximation in the atom-equivalent

formulation (2).
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3.1.4 Combined Uncertainty

The analysis presented in the previous sections provides a basis for estimating the combined

uncertainty of ∆fH○ obtained with local coupled-cluster methods based on Eq. 1. More

specifically, we can discuss the lower limit of uncertainty based on known contributions as-

sumed to be uncorrelated. Combining standard deviations for beyond frozen-core CCSD(T)

contributions (Table 1), deviations from canonical CCSD(T) (Table 3), and ZPVE (Table 6)

and applying a coverage factor of 2 (to approximate 0.95 confidence level), we obtain un-

certainty values in the range of 1.5-2 kJ⋅mol−1. This is consistent with the value of about

3 kJ⋅mol−1 derived from the data analysis in our previous study.3 This result, on one hand,

gives a conclusive indication that uncertainty below ∼2 kJ⋅mol−1 is unattainable with the

budget computational methods based on CCSD(T), even with empirical corrections and

within the limited scope of organic compounds considered here. On the other hand, the

potentially attainable accuracy is sufficient for many practical uses and is competitive with

that typical of experimental calorimetric measurements.

3.2 Comparison of local methods

The data set of enthalpies of formation critically-evaluated in our previous study3 was used

with one modification. Originally,3 we included phenol with the value of (−95.7±1.1) kJ⋅mol−1

obtained from analysis of experimental data. The predicted ∆fH○ was about 2.8 kJ⋅mol−1

higher across several proposed computational schemes, yet it was still within the estimated

expanded uncertainty of computational methods used (∼3 kJ⋅mol−1). Extensive tests con-

ducted in this work confirmed the systematic nature of this deviation, also across multiple

computational schemes based on three independent local CCSD(T) methods. The results

given in Supporting Information yield differences between the predicted values and the exper-

imental evaluation that span from 2.7 kJ⋅mol−1 to 4.6 kJ⋅mol−1. This is also consistent with

the computational study of Dorofeeva and Ryzhova 38 based on isodesmic and isogyric reac-

tions; they recommend a value that is 3.9 kJ⋅mol−1 higher than our experimental evaluation.
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Table 7: Computational schemes testeda

scheme geometry E scalingb typesc

L4origd DF-MP2/def2-QZVP DLPNO-CCSD(T)/def2-QZVP 1 4
L4 DF-MP2/def2-QZVP DLPNO-CCSD(T)/def2-QZVP 2 4
aL4 DF-MP2/aug-cc-pVQZ DLPNO-CCSD(T)/aug-cc-pVQZ 2 4
aLL4 DF-MP2/aug-cc-pVQZ LCCSD(T)/aug-cc-pVQZ 2 4
aLFNO4 DF-MP2/aug-cc-pVQZ FNO-CCSD(T)/aug-cc-pVQZ 2 4

L5 DF-MP2/def2-QZVP DLPNO-CCSD(T)/def2-QZVP 2 5
aL5 DF-MP2/aug-cc-pVQZ DLPNO-CCSD(T)/aug-cc-pVQZ 2 5
aLL5 DF-MP2/aug-cc-pVQZ LCCSD(T)/aug-cc-pVQZ 2 5
aLFNO5 DF-MP2/aug-cc-pVQZ FNO-CCSD(T)/aug-cc-pVQZ 2 5
aLL5/5z DF-MP2/aug-cc-pVQZ LCCSD(T)/aug-cc-pV5Z 2 5
avibrational analysis was done with B3LYP-D3(BJ)/def2-TZVP for all schemes; bscaling model used for
vibrational contributions: 1 - single scaling model for both ∆T

0 H and ZPVE from Ref. 3, 2 - additional
(separate) scaling factor for ZPVE given in Table 4; cnumber of atomic types in Eq. 1; doriginal “large”
scheme from Ref. 3

However, no such trends were observed for other alcohols, including the structurally-similar

1-naphthol. The above considerations raise questions regarding the reliability of this ex-

perimental value and/or its uncertainty, and we excluded phenol from the data set. With

phenol excluded, the data set used in this study included 44 compounds, and their evaluated

experimental ∆fH○ remain unchanged from our previous work.

The computational schemes tested are listed in Table 7. All schemes use B3LYP-

D3(BJ)/def2-TZVP for vibrational analysis, per discussion in section 3.1.3 above. The first

scheme, labeled as “L4orig”, is the same as the “large” scheme from our previous study3 and

is used here for reference. A single vibrational frequency scaling model was used in “L4orig”

to evaluate both ∆T
0H and ZPVE (scaling factors of 0.96 for hydrogen stretches and 0.985

for all other modes). All the remaining schemes also used this scaling model for ∆T
0H, while

ZPVE was computed by applying a single scaling factor of 0.990 obtained in this study

(Table 4).

The corresponding unweighted regression results of experimental ∆fH○ via Eq. 1 using

different computational schemes are given in Table 8 (deviations for individual compounds

and standard deviations), Fig. 2 (deviation distributions), and Table 9 (regression coeffi-

cients). Regression covariance matrices (to be used for estimation of prediction uncertain-
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Table 8: List of compounds and deviations between experiment and calculationsa,b,c

(∆fH
○, exp −∆fH

○, calc)/kJ⋅mol−1
compound formula L4orig L4 aL4 aLL4 aLFNO4 L5 aL5 aLL5 aLFNO5 aLL5/5z
methane CH4 −1.7 −1.6 −1.7 −0.7 −0.9 −1.1 −1.2 −0.9 −1.2 −0.8
ethane C2H6 −0.3 −0.2 −0.4 0.4 0.2 0.1 −0.1 0.0 −0.2 0.2
propane C3H8 0.2 0.2 0.1 0.8 0.7 0.4 0.3 0.2 0.1 0.4
butane C4H10 0.4 0.4 0.5 1.1 1.1 0.4 0.5 0.4 0.4 0.4
isobutane C4H10 −1.5 −1.5 −1.5 −0.8 −0.5 −1.5 −1.5 −1.5 −1.2 −1.5
neopentane C5H12 −1.6 −1.6 −1.5 −0.5 0.0 −1.8 −1.6 −1.4 −0.9 −1.6
cyclohexane C6H12 0.2 0.2 0.2 −0.2 0.0 −0.8 −0.8 −1.1 −0.8 −1.3
ethylene C2H4 0.3 0.3 −0.1 −0.3 −0.4 1.1 0.7 1.2 1.0 1.1
propene C3H6 0.3 0.3 0.1 −0.1 −0.1 0.9 0.7 1.3 1.2 1.3
(E)-2-butene C4H8 −0.6 −0.6 −0.7 −0.8 −0.8 −0.1 −0.2 0.4 0.4 0.5
(Z )-2-butene C4H8 −1.9 −1.8 −1.9 −2.0 −1.9 −1.4 −1.4 −0.8 −0.8 −0.6
cyclohexene C6H10 0.4 0.4 0.2 −1.0 −0.8 −0.1 −0.4 0.0 0.2 0.1
norbornene C7H10 2.6 2.5 2.4 1.5 1.7 1.2 1.0 2.4 2.7 2.3
1,3-butadiene C4H6 −1.7 −1.7 −2.0 −2.5 −2.6 −0.8 −1.0 0.6 0.5 0.4
ethyne C2H2 0.8 0.8 0.0 −2.0 −1.9 0.9 0.2 −0.4 −0.4 −0.5
propyne C3H4 0.2 0.2 −0.3 −2.3 −2.2 0.1 −0.3 −0.8 −0.8 −1.0
1-butyne C4H6 −0.7 −0.7 −1.1 −3.2 −2.9 −0.9 −1.3 −1.9 −1.6 −2.1
benzene C6H6 1.0 0.8 0.4 −0.9 −1.0 1.3 0.8 −1.4 −1.5 −0.4
styrene C8H8 −1.4 −1.6 −1.6 −1.9 −2.0 −1.0 −1.0 −0.8 −1.0 −0.8
naphthalene C10H8 1.0 0.8 0.8 1.7 1.3 0.9 0.9 1.0 0.6 1.0
biphenyl C12H10 0.9 0.6 0.7 1.3 0.7 0.9 1.0 0.4 −0.2 0.3
water H2O −0.3 −0.5 −0.2 0.1 −0.4 0.0 0.3 −0.1 −0.6 0.0
carbon dioxide CO2 1.5 1.5 −0.5 −1.8 −1.7 0.9 −1.0 −1.1 −1.1 −0.9
methanol CH4O 1.0 0.9 1.2 1.4 1.0 1.3 1.6 1.0 0.6 1.2
ethanol C2H6O 1.0 0.9 1.2 1.3 0.9 1.1 1.4 0.8 0.4 0.9
2-propanol C3H8O 0.8 0.7 1.0 1.2 1.1 0.7 1.0 0.6 0.5 0.5
2-methylpropan-2-ol C4H10O −0.2 −0.3 0.1 0.6 0.9 −0.5 −0.1 −0.3 0.1 −0.7
1-naphthol C10H8O −1.7 −2.0 −1.5 −0.3 −0.3 −2.0 −1.6 −1.2 −1.1 −1.1
dimethyl ether C2H6O 0.7 0.7 1.1 1.5 1.2 0.9 1.2 0.9 0.7 1.1
anisole C7H8O −0.4 −0.5 −0.2 0.0 0.0 −0.4 0.0 −0.7 −0.7 −0.7
methanal CH2O 2.1 2.2 1.5 1.1 0.8 2.4 1.8 1.7 1.4 1.6
ethanal C2H4O 0.8 0.8 0.6 0.2 −0.1 0.9 0.7 0.7 0.4 0.7
propanone C3H6O 0.2 0.2 0.3 0.0 0.0 0.1 0.3 0.4 0.3 0.3
formic acid CH2O2 1.3 1.1 0.5 −0.2 −0.5 1.3 0.7 0.3 0.0 0.6
acetic acid C2H4O2 −1.4 −1.6 −1.7 −2.6 −2.7 −1.6 −1.8 −2.2 −2.3 −1.9
benzoic acid C7H6O2 1.6 1.3 1.3 0.4 0.7 1.2 1.3 0.5 0.8 0.6
ammonia H3N −0.1 −0.1 0.0 0.9 0.6 0.5 0.7 0.8 0.4 0.7
acetonitrile C2H3N 2.4 2.6 1.6 −0.3 −0.2 2.2 1.2 0.4 0.5 0.0
urea CH4N2O −2.0 −2.1 −2.0 −3.0 −3.1 −1.8 −1.8 −2.3 −2.5 −1.8
piperidine C5H11N 2.6 2.7 2.8 2.7 2.7 1.9 1.9 2.0 2.0 1.9
pyridine C5H5N 2.0 2.1 1.3 1.2 0.8 2.1 1.3 0.8 0.5 1.1
aniline C6H7N 0.7 0.6 0.4 0.3 0.1 1.0 0.9 −0.2 −0.4 0.2
nitrobenzene C6H5NO2 −1.8 −1.9 −0.3 3.2 4.2 −2.3 −0.8 2.6 3.6 1.7
benzamide C7H7NO −1.7 −1.9 −1.7 −2.2 −1.9 −1.8 −1.6 −1.9 −1.7 −1.9
standard deviation 1.4 1.4 1.2 1.6 1.6 1.3 1.2 1.3 1.3 1.2
aexperimental data are given in Ref. 3; bscheme labels are defined in Table 7; cthe vertical line separates 4- and 5-parameter
schemes

ties3) are given in Supplementary information.

3.2.1 4-parameter (atomic type) schemes

The first five schemes listed in Table 7 use the four atomic types in Eq. 1, corresponding to

four elements: C, H, O, and N. Among them, the first two, “L4orig” and “L4”, are based on

DLPNO-CCSD(T)/def2-QZVP energies computed using DF-MP2/def2-QZVP geometries.
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Table 9: Regression coefficients in Eq. 1 for different computational schemesa,b

−hi/kJ⋅mol−1

scheme C H O N
saturated aromatic unsaturatedc

L4orig 99 904.58 1525.78 197 129.66 143 605.53
L4 99 904.51 1525.18 197 129.65 143 605.30
aL4 99 906.82 1525.10 197 135.15 143 609.36
aLL4 99 910.30 1524.17 197 137.95 143 612.39
aLFNO4 99 910.53 1524.91 197 138.29 143 612.73

L5 99 905.32 99 904.76 1524.86 197 129.78 143 605.62
aL5 99 907.67 99 907.08 1524.77 197 135.28 143 609.70

aLL5 99 910.32 99 909.44 1524.23 197 138.05 143 612.32
aLFNO5 99 910.56 99 909.68 1524.97 197 138.39 143 612.66
aLL5/5z 99 917.56 99 916.63 1524.73 197 155.27 143 623.73
ascheme labels are defined in Table 7; bshaded areas indicate single atom type for multiple columns;
cother than aromatic

The only difference between them is the treatment of the ZPVE term: as discussed above,

“L4” utilizes a separate frequency scaling factor. Clearly, in the context of atom-equivalent

additivity (1), this does not result in noticeable changes either in standard deviation (Ta-

ble 8) or in deviation distribution (Fig. 2). The next scheme, “aL4”, replaces def2-QZVP

(used for geometry and single-point energy calculations in “L4”) with a larger and augmented

basis set, aug-cc-pVQZ. This leads to an appreciable improvement: the standard deviation is

reduced from 1.4 to 1.2 kJ⋅mol−1 and values for some compounds improved dramatically (e.g.,

nitrobenzene, carbon dioxide). This is the best result obtained with 4-atomic-types scheme.

Turning to other local CCSD(T) methods (LCCSD(T) and FNO-CCSD(T)) with the same

basis set appears somewhat disappointing. Both LCCSD(T)-based (“aLL4”) and FNO-

CCSD(T)-based (“aLFNO4”) schemes produced standard deviations that are 0.3-0.4 kJ⋅mol−1

higher then those for all DLPNO-CCSD(T)-based schemes. This seems counter-intuitive:

the evidence presented earlier (e.g., Fig. 1) suggests that FNO-CCSD(T) and LCCSD(T)

are able to reproduce the canonical CCSD(T) values more closely than DLPNO-CCSD(T),

especially in the atom-equivalent additivity context of Eq. 1. This strongly implies a can-

cellation of errors occurring in DLPNO-CCSD(T)-based schemes; in other words, the errors
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discussed previously are not truly uncorrelated in those cases. As an illustrative example,

one can consider the case of ethyne. It shows the largest deviation from additivity for con-

tributions beyond frozen-core CCSD(T) (-1.5 kJ⋅mol−1), albeit among the members of very

small data set (Table 1). However, ethyne’s (∆Eloc
add −∆Eloc) for DLPNO-CCSD(T) is also

among the largest (1.1 kJ⋅mol−1) and has an opposite sign (Table 3). Consequently, these

two contributions nearly compensate each other, and ∆fH○ for ethyne is well-predicted by

DLPNO-CCSD(T)-based methods. At the same time, (∆Eloc
add −∆Eloc) for both LCCSD(T)

and FNO-CCSD(T) is only -0.1 kJ⋅mol−1, the error cancellation does not occur, and ethyne’s

∆fH○ is overpredicted by about 2 kJ⋅mol−1 by the schemes based on these methods (“aLL4”

and “aLFNO4”). Furthermore, removal of all alkynes from the data set leads to increase

in standard deviations for the DLPNO-CCSD(T)-based schemes and to decrease for those

based on LCCSD(T) or FNO-CCSD(T). On the other hand, for methanal which exhibits

largest positive deviation for contributions beyond frozen-core CCSD(T) (Table 1), the errors

are not compensated by any local method considered.

Based on the available evidence, we can suggest that even the use of canonical CCSD(T),

without any approximations, would not result in much improved performance as compared

to that shown by LCCSD(T) or FNO-CCSD(T) given the present set of experimental data.

However, any significant extension of this set, as discussed previously,3 is firmly constrained

by the lack of experimental data of sufficient accuracy. The extent to which the error

cancellation in DLPNO-CCSD(T)-based schemes can be generalized is not clear.

3.2.2 5-parameter (atomic type) schemes

Further attempts to improve the 4-parameter scheme without additional high-level calcula-

tions would require introducing more empirical parameters. The extent of further improve-

ments was explored by including an additional, fifth parameter in the scheme; designing

more elaborate empirical schemes is not statistically justifiable.

Composite Gaussian methods introduced an empirical “higher level correction” (HLC)
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with the main goal to address the slow convergence of correlation energy between two spin-

paired electrons with the basis set.39 For closed-shell systems, this correction is proportional

to the number of valence β-electrons (nβ) in the system and does not depend on atomic

types explicitly, thus presenting a (potentially general) new parameter candidate. The HLC-

type corrections were also reported to be beneficial in other composite methods (e.g., Ref.

40). However, within the scope of compounds considered here, nβ is reduced to a linear

combination of atomic counts, nβ = 2 × nC + (1/2) × nH + 3 × nO + (5/2) × nN, where nC, nH,

nO, and nN are the counts of C, H, O, and N atoms, respectively, in the system. Therefore,

addition of such a term would not be useful in a context of the atom-equivalent approach,

Eq. 1.

The other, although less general, possibility is to introduce atom subtypes. Among the

heavy atoms considered, only carbon has representative statistical diversity in the data set.

Consequently, splitting the C-atom type into two subtypes (thus increasing the total num-

ber of parameters to 5) is the only meaningful choice for this route. For each scheme, we

started with four atomic subtypes for the carbon atom: saturated, aromatic, double-, and

triple-bonded. The reduction of the number of subtypes was done iteratively, by merging

the parameters with insignificant differences. The resulting final subtypes are defined in

Table 9. For the DLPNO-CCSD(T)-based methods, the two subtypes remaining were “sat-

urated” and “unsaturated” (including aromatic). For LCCSD(T) and FNO-CCSD(T), the

subtype split was “saturated and aromatic” and “unsaturated” (other than aromatic). As

previously, the results are presented in Table 8 (deviations for individual compounds and

standard deviations), Fig. 2 (deviation distributions), and Table 9 (regression coefficients).

The four 5-parameter schemes, “L5”, “aL5”, “aLL5”, and “aLFNO5”, are identical to their

4-parameter counterparts, with the exception of the additional regression parameter. Intro-

duction of the additional parameter has relatively minor effect on the standard deviation

for DLPNO-CCSD(T)-based methods. The span of the deviations, on the other hand, is

reduced, especially for “aL5” (Fig. 2), mainly because of substantially improved values for
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piperidine, norbornene, and 1,3-butadiene. Formally, “aL5” is the best-performing scheme

for the current data set. LCCSD(T)- and FNO-CCSD(T)-based schemes show dramatic

improvement over the corresponding 4-parameter schemes, “aLL4’ and “aLFNO4”, respec-

tively: the standard deviations for both methods were reduced from 1.6 to 1.3 kJ⋅mol−1.

Introduction of the fifth parameter clearly compensates for the lack of error cancellation

exhibited by the DLPNO-CCSD(T)-based schemes and it brings these approaches to the

performance comparable with that of the DLPNO-CCSD(T)-based methods. “aLFNO4”,

however, exhibits two outliers, nitrobenzene and norbornene.

3.2.3 Basis set effects

Extrapolation toward complete basis set is generally considered a standard part of accurate

models for thermochemical applications.22 We did not include it in our our schemes for

efficiency considerations, as it requires at least one additional coupled-cluster calculation.

Also, additional uncertainties associated with functional forms used for extrapolation21 and

noise introduced by local approximations may overwhelm the advantages of considering this

correction. To quantify the effect of using a finite basis set (aug-cc-pVQZ) in coupled-cluster

calculations for the proposed schemes, we tested the “aLL5/5z” scheme with the single-point

energy computed with the larger, aug-cc-pV5Z basis set. As seen in Table 8, the basis set

upgrade does lead to a minor improvement: the standard deviation decreases from 1.3 to

1.2 kJ⋅mol−1, mainly due to better results for benzene and nitrobenzene. However, further

increase in the basis set is not likely to result in significant accuracy gains.

3.2.4 Expanded uncertainty

Based on covariance matrix analysis from our previous study, the uncertainty of predicted

values is dominated by the standard deviation term for the range of molecular sizes con-

sidered here. Therefore, the expected expanded uncertainty can be estimated as twice the

standard deviation given in Table 8. For the 5-parameter schemes discussed above, this
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results in about 2.5 kJ⋅mol−1. This is likely close to the limit of what can be achieved with

the budget semi-empirical approaches discussed in this work and the accuracy of available

experimental data used for regression. Further improvements would require either compu-

tationally efficient post-CCSD(T) methods (approximations) or more empirical corrections

that necessitate (presently lacking) sufficiently accurate experimental data for a set of com-

pounds of greater diversity. For larger compounds, the errors in ZPVE are expected to

become a significant contributor and efficient and accurate anharmonic ZPVE algorithms

will be required to maintain the accuracy of the method.

3.2.5 Efficiency considerations

Algorithmically, all local methods considered here are comparable in computational perfor-

mance, especially when set against the canonical CCSD(T) calculation. Specific performance

differences are defined by the hardware configuration used and implementation preferences

(MPI or OpenMP parallelization, balance between the use of memory and disk scratch space,

etc.), and direct timing comparisons would be neither fair nor particularly informative. For

our targeted systems (medium-sized compounds) and hardware platforms (single node with

multi-core CPU, 64-1000 GB of memory, solid-state or mechanical RAID disk storage),

MRCC compiled with OpenMP exhibited the best performance. The LCCSD(T)/aug-cc-

pV5Z single-point energy run for the largest compound in the set, biphenyl (C12H10), took

about 9 hours on 14 Intel Xeon E5-2697A cores with 400 GB of RAM.

3.3 Practical application

To demonstrate the utility of the proposed methodology for practical applications beyond

the reference data set, we collected all new measurements of the enthalpy of formation that

appeared in the most recent literature between January and July of 2018 and are within the

scope of this study. This selection, although somewhat arbitrary, represents a real-life sample

free of intentional bias and allows the demonstration of new data validation and resolution
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of experimental conflicts.

The resulting test data set includes 20 compounds and is listed in Table 10 along with

the experimental ∆fH○ and the authors’-estimated expanded uncertainties. The reported

uncertainties combine contributions from the condensed-state enthalpy of formation and the

enthalpy of sublimation or vaporization. The set is fairly diverse with respect to molecu-

lar structural features and includes all chemical elements considered. The compounds, on

average, are also larger than those included in the reference set (Table 8). It should be

pointed out that one of the selection criteria for the reference set was a lack of conforma-

tional ambiguity. For the test sample, it is not the case, and the majority of compounds

listed in Table 10 exhibit multiple conformations that need to be considered. Here, we adopt

the model that assumes the ideal-gas equilibrium mixture of individual conformers with the

entropy component of the Gibbs energy computed using the same rigid rotor-harmonic os-

cillator model as was used for ∆T
0H terms. Enthalpy of formation for a given compound was

computed as the Gibbs-energy average for the conformer population.

The generation of conformers was performed with the procedure used previously.54–57

An initial pool of conformer candidates was produced via systematic search using molecular

mechanics based on MMFF94 force field.58 The resulting conformer candidates were further

optimized with B3LYP/def2-TZVP-D3(BJ) and their vibrational spectra were computed

at the same level. The final set of conformers was established by eliminating duplicated

structures and transition states identified from the vibrational analysis. The rotational

symmetry numbers needed for the entropy evaluation were obtained using libmsym library.59

For this test, ∆fH○ calculations were performed using only one representative (and the most

efficient for our computational resources) method, the “aLL5” protocol.

The resulting number of conformers (nconf), the lowest ∆fH○ among all conformers, and

the Gibbs-energy averaged ∆fH○ are also listed in Table 10. For the majority of compounds

in the test set, taking into account multiple conformations leads to under 1 kJ⋅mol−1 differ-

ence in ∆fH○ as compared to the corresponding value for the most stable conformer. For four
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compounds, however, this difference exceeds 2 kJ⋅mol−1 (up to 5.5 kJ⋅mol−1 for highly flexi-

ble 3-morpholinopropan-1-amine). The deviations between the experimental and computed

∆fH○ are shown in Fig. 3. Overall, the predictions are in excellent agreement with the exper-

imental data, and, for the majority of compounds in the data set, the deviations are within

the uncertainty. For two compounds, diphenyl ether and vanillin, there are independent

measurements from different groups. For vanillin, the measurements of Maksimuk et al. 52

and Almeida et al. 53 are in agreement with each other and the present computational result.

For diphenyl ether, our calculations are in agreement with the results of Lukyanova et al.,44

while the value reported by Emel’yanenko et al. 45 is about 4 kJ⋅mol−1 lower and slightly

outside of the uncertainty bounds. A similar deviation (3.2 to 5.7 kJ⋅mol−1) is observed for

nitrobenzamides studied in the same laboratory,49 although the experimental uncertainties

in that case are higher.

In spite of the overall very good agreement between the experiment and the computa-

tions, there are two prominent outliers in the data set: 2-morpholinoethan-1-amine and 4-(2-

hydroxyethyl)benzene-1,2-diol. Both compounds are highly hygroscopic, and the observed

deviations may be attributed to a common problem associated with the presence of water in

the studied samples that was not accounted for in data analysis. For these two compounds,

the condensed-phase ∆fH○ was determined from their energies of combustion measured in

bomb calorimeters. In addition, the enthalpy of vaporization (for 2-morpholinoethan-1-

amine) and sublimation (for 4-(2-hydroxyethyl)benzene-1,2-diol) were measured, also calori-

metrically, to obtain the gas-phase ∆fH○ from the condensed-phase ∆fH○. The presence

of water affects both the condensed-phase ∆fH○ (decrease) and the enthalpy of vaporiza-

tion/sublimation (increase). The effect of water on the condensed-phase ∆fH○ typically

dominates the resulting value of the gas-phase ∆fH○.

For 2-morpholinoethan-1-amine, the average CO2 yield in the combustion products is

0.984 of the theoretical value,47 which was attributed to the presence of water. Notably,

for a similar compound studied in the same work, 3-morpholinopropan-1-amine, CO2 yield
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was much closer to 1 (0.9954), and the reported experimental value is in agreement with

the computations within the uncertainty. In the original analysis,47 the traces of water were

taken into account for the energy of combustion, but were not considered in derivation of

the enthalpy of vaporization. Consequently, the resulting gas-phase ∆fH○ is expected to be

overestimated due to increased enthalpy of vaporization, in consistence with the observed

deviation from the calculations (Fig. 3). Including a rough estimate of the effect of water

on the enthalpy of vaporization (assuming ideal solution behavior of the components) leads

to substantially improved agreement with the computations for 2-morpholinoethan-1-amine

and 3-morpholinopropan-1-amine (Table 10).

For 4-(2-hydroxyethyl)benzene-1,2-diol, the water content was not determined50 and was

not considered in the data analysis. Therefore, if water was indeed present in the sample,

one would expect the gas-phase ∆fH○ to be underestimated due to the main effect of water

on the condensed-phase ∆fH○. This is, again, consistent with our calculations (Fig. 3). To

explain the observed deviation between the experiment and the calculations, the sample

should have a water content of several mole percent. This level of impurities, in turn, is

supported by Differential Scanning Calorimetry (DSC) curves reported in Fig. S1 of the

original publication:50 the pre-melting of 4-(2-hydroxyethyl)benzene-1,2-diol sample starts

at about 50 K below its melting temperature.

4 Conclusions

Building upon the encouraging performance of the atom-equivalent-type schemes based on

a local CCSD(T) approximation for prediction of the enthalpies of formation for closed-shell

organic compounds demonstrated in our previous study,3 we presented a further investiga-

tion of this idea, systematically exploring its limitations and possibilities for improvement.

Analysis of neglected energy contributions beyond frozen-core CCSD(T) and errors intro-

duced by the local CCSD(T) and scaled harmonic ZPVE approximations demonstrates that
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the expanded uncertainty of the proposed approach is generally limited to about 2 kJ⋅mol−1.

Investigation of three local CCSD(T) methods, DLPNO-CCSD(T), LCCSD(T), and FNO-

CCSD(T), shows that, with atom-equivalent-type corrections, they are able to reproduce the

canonical CCSD(T) values with standard deviations of 0.7, 0.2, and 0.1 kJ⋅mol−1, respec-

tively. The 4-parameter computational scheme based on DLPNO-CCSD(T)/aug-cc-pVQZ

energies predicts the enthalpies of formation with an estimated expanded uncertainty of

about 2.4 kJ⋅mol−1. Further analysis suggests that this accuracy is achieved by the can-

cellation of errors due to neglect of post-CCSD(T) contributions and deviation from the

canonical CCSD(T) for some problematic compounds, which is not observed for the other

local methods. Extended, 5-parameter schemes exhibit similar performance across all three

local CCSD(T) methods with an estimated expanded uncertainty of about 2.5 kJ⋅mol−1, ap-

proaching the levels of the most accurate calorimetric measurements and improving upon the

previous results.3 A combination of computational efficiency and accuracy offers unprece-

dented advantages for practical applications, including large-scale evaluations and resolution

of long-standing experimental conflicts. This was further demonstrated using a test data

set collected from the most recent literature. Extensions of the proposed schemes to other

elements of practical interest, such as sulfur and halogens, are planned in the future.
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Table 10: Comparison of recent experimental ∆fH○ with the aLL5 scheme predictionsa,b

CAS experimental calculated
name registry structure Ref. ∆fH

○ nconf ∆fH
○(lowest) ∆fH

○(mixture)

6-methyl-1-indanone 24623-20-9

O

41 −95.1 ± 2.8 1 −93.0 −93.0

6-methoxy-1-indanone 13623-25-1

O

O

41 −216.0 ± 3.4 2 −215.6 −214.9

5,6-dimethoxy-1-indanone 2107-69-9

O

O

O 41 −356.7 ± 3.4 7 −361.9 −359.5

2-oxopropanoic acid 127-17-3 O

OH

O

42 −535.2 ± 2.3 3 −534.3 −533.8

methyl 2-oxopropanoate 600-22-6 O

O

O

42 −506.4 ± 1.6 3 −506.3 −506.3

(S)-2-hydroxy-2-phenylacetic acid 17199-29-0

O

OH

OH 43 −469.0 ± 3.0 8 −471.8 −471.5

diphenyl ether 101-84-8

O

44 53.2 ± 2.4 2 54.9 54.9
45 50.9 ± 1.4

methyl 2-hydroxybenzoate 119-36-8

O

O

OH 46 −476.1 ± 2.8 4 −475.9 −475.8

methyl 3-hydroxybenzoate 19438-10-9

O

O

HO

46 −452.6 ± 2.7 12 −451.6 −450.4

methyl 4-hydroxybenzoate 99-76-3

O

O

HO 46 −454.3 ± 4.2 6 −454.2 −454.0

2-morpholinoethan-1-amine 2038-03-1 NH2

O

N

47 −144.6 ± 4.9 78 −155.9 −154.9
c −148.6 ± 4.9

3-morpholinopropan-1-amine 123-00-2 N

O

NH2 47 −170.1 ± 5.1 59,d −179.3 −173.8
c −171.4 ± 5.1

(S)-nicotine 54-11-5

N

N

48 131.8 ± 3.0 12 132.1 132.8

2-nitrobenzamide 610-15-1 O

NH2

N+

O

O-

49 −99.1 ± 4.1 4 −94.7 −94.2

3-nitrobenzamide 645-09-0

O

NH2

N+

O

-O

49 −120.8 ± 4.0 4 −115.8 −115.1

4-nitrobenzamide 619-80-7 O

NH2

N+

O

-O

49 −117.0 ± 4.2 1 −113.8 −113.8

4-(2-hydroxyethyl)phenol 501-94-0

HO

OH 50 −302.4 ± 3.4 18 −300.0 −297.3

4-(2-hydroxyethyl)benzene-1,2-diol 10597-60-1

HO

HO OH 50 −486.3 ± 4.1 28 −478.5 −475.5

2-methylindole 95-20-5

H
N

51 123.3 ± 1.9 1 125.2 125.2

vanillin 121-33-5

HO

O

O 52,e −375.9 ± 1.5 8 −378.4 −377.7
53 −378.7 ± 2.0

aunits are kJ⋅mol−1; bexpanded uncertainties (0.95 level of confidence) estimated by authors are given; cwith vaporization enthalpy
corrected for water content (see text); dtruncated value based on mixture ∆fH

○ convergence (the full list contains in excess of 200
conformers); eusing the enthalpy of sublimation from Ref. 53
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