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Abstract 21 

One of the challenges in using in vitro data to understand the potential risks of engineered nanomaterials 22 

(ENMs) is that results often differ or are even contradictory among studies. While it is recognized that 23 

numerous factors can influence results produced by nanobioassays, there has not yet been a consistently 24 

used conceptual framework to identify key sources of variability in these assays. In this paper, we use 25 

cause-and-effect analysis to systematically describe sources of variability in four key in vitro 26 

nanobioassays: the DCF (2',7'-dichlorofluorescein) assay, an enzyme-linked immunosorbent assay (ELISA) 27 

for measuring interleukin-8, a flow cytometry assay (Annexin V/Propidium Iodide), and the Comet assay. 28 

These assays measure endpoints that can occur in cells impacted by ENMs through oxidative stress, a 29 

principle mechanism for ENM toxicity. The results from this analysis identify control measurements to test 30 

for potential artifacts or biases that could occur during conduct of these assays with ENMs. Cause-and-31 

effect analysis also reveal additional measurements that could be performed either in preliminary 32 

experiments or each time the assay is run to increase confidence in the assay results and their 33 

reproducibility within and among laboratories. The approach applied here with these four assays can be 34 

used the support the development of a broad range of nanobioassays. 35 

 36 

  37 
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Introduction  38 

 Engineered nanomaterials (ENMs) often have unique or enhanced properties such as high surface 39 

reactivity and quantum confinement compared to bulk materials of the same elemental composition. 40 

These properties can be utilized in a broad range of commercial applications such as environmental 41 

remediation, biomedical application, textiles, and renewable energy.1-5 However, ENMs may also pose 42 

potential risks to human health or the environment as a result of these same properties since a fraction 43 

of the ENMs will be intentionally or unintentionally released during the production and life cycle of these 44 

products.6-15 Many assays used to assess biological effects of dissolved chemicals may require 45 

modifications prior to use with ENMs because these materials often behave differently in the test media 46 

(e.g., agglomeration or dissolution) and may cause artifacts in the test results.16-22  47 

 The most frequently used tests to assess the potential hazards of ENMs are in vitro toxicity 48 

assays.17 They have the advantage of enabling higher throughput testing which is not possible when 49 

conducting tests with larger and more complex organisms (e.g., rats or fish). High throughput testing can 50 

be used to develop categories for ENMs based on results from these assays, the ENM composition, and 51 

physicochemical properties.23-26 In some cases, there is evidence that in vitro assay results might also be 52 

used to estimate the toxicity observed with more complex organisms such as pulmonary toxicity with 53 

rats.27,28 In addition, in vitro tests such as cytotoxicity assays can be used in a tiered testing system to 54 

assess potential hazards caused by ENMs. This can support the prioritization of additional testing using 55 

larger organisms thus reducing the number of animals used.27-29  56 

 One of the most substantial limitations for in vitro testing with ENMs is a lack of robust, 57 

“validated” methods for these materials.27,30-33 The challenges of assessing ENMs with existing test 58 

methods has also been recognized by the test guideline program of the Organization for Economic Co-59 

operation and Development (OECD). The OECD launched the testing program of ENMs in 2007 to ensure 60 

that the approaches for hazard, exposure, and risk assessment for ENMs are science based and 61 

internationally harmonized.34 One objective of this program is to explore the potential application of 62 

alternative methods for testing of ENMs. Validated methods have been developed for dissolved chemical 63 

substances, yet additional work is needed in some cases to adapt these methods for use with ENMs given 64 

their different behaviors in the assay system. For example, there is a possibility for ENMs to cause artifacts 65 

in these assays such as by adsorbing reagents of the test system,35-38 damaging biomolecules after a cell 66 

assay has concluded (e.g., ENM induced photoactivity as a result of laboratory lighting),21,39 or producing 67 

a signal (e.g., fluorescence or absorbance) similar to the measurand for the assay.19,20 Biases caused by 68 

these artifacts and other important, yet often uncontrolled, aspects of the assay such as cell-seeding 69 

density may be the source of contradictory results on the toxicity of various ENMs. Another complication 70 

for the development of robust assays for ENMs is the dispersion protocol, which, if not standardized, may 71 

lead to different ENM suspensions even when using the same starting material.17,18,40-42 Testing the ENMs 72 

with same composition but from different manufacturers may generate different results, hindering 73 

comparison among in vitro assay results even within a single laboratory.43 74 

 One approach that we have used previously to comprehensively evaluate potential sources of 75 

uncertainty for the 3-(4,5-dimethylthiazol-2-yl)-5-(3-carboxymethoxyphenyl)-2-(4-sulfophenyl)-2H-76 
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tetrazolium (MTS) cell viability assay is cause-and-effect (C&E) analysis.15 C&E analysis is an approach, 77 

originally utilized in quality manufacturing and propagation of measurement error in analytical 78 

chemistry.44 It highlights through C&E diagrams, prepared based on expert judgment, aspects of the assay 79 

anticipated to most strongly influence the variability of the assay result. C&E diagrams, in particular, 80 

provide a graphical representation of potential sources of variability in assays. These diagrams can then 81 

be used to add process control measurements to an assay protocol to track key potential sources of 82 

variability.15 Understanding these sources of variability and the robustness of the assay to minor, 83 

unintended changes in the protocol (e.g., temperature, stability of reagents, time range for incubation) 84 

enables scientifically informed, instead of ad hoc, choices about components of the assay to monitor, and 85 

allowable ranges for different steps of the assay (e.g., temperature or incubation duration). This supports 86 

reducing interlaboratory variability during interlaboratory testing and eventual approval for usage in 87 

regulatory testing.45 For example, during sensitivity testing of the MTS assay, we determined that the cell 88 

pipetting caused the highest variability in the assay result.15 These findings and the use of process control 89 

measurements supported successful interlaboratory testing of the protocol where outlier results from 90 

one laboratory could be traced to a different interpretation of a single assay step and corrected by revising 91 

the procedure.46 However, it was unclear from this case study about how to apply this approach to other 92 

nanocytotoxicity assays and if the same control measurements would be sufficient to capture the most 93 

important steps in these assays, particularly if the assays required more complex steps than the relatively 94 

straightforward MTS assay.  95 

 To address this topic, a workshop took place in St. Gallen, Switzerland, during June 2015 entitled 96 

“Cause-and-effect analysis: A new approach for developing robust nanobioassays” with 17 participants 97 

from 4 countries. During the workshop, the application of C&E analysis was evaluated on four additional 98 

cell-based assays, selected by the workshop participants, for use with ENMs: the DCF (2',7'-99 

dichlorofluorescein) assay, an enzyme-linked immunosorbent assay (ELISA) for measuring interleukin-8 100 

(IL-8), a flow cytometry assay (Annexin V/Propidium Iodide (PI)), and the Comet assay. These assays can 101 

be used to measure a possible cascade of events that can occur in cells impacted by ENMs through 102 

oxidative stress, a condition in which the amount of intracellular ROS produced overwhelms the cells’ 103 

antioxidant defense capacities.47,48 Oxidative stress has been shown in numerous nanotoxicity studies to 104 

be the principal mechanism causing toxicity given the potential for a broad range of ENMs to produce 105 

reactive oxygen species (ROS) or activate redox reactions. Because of this, reactivity is among the most 106 

promising intrinsic ENM properties used in ENM hazard categorization.47,49-52 Given that it is not yet clear 107 

which combination of assays measuring oxidative stress is most predictive to estimate in vivo effects,47 108 

the previously mentioned four assays were evaluated: the DCF assay which directly measures intracellular 109 

ROS, the ELISA which measures the increase in cytokines indicative of inflammation, the flow cytometry 110 

assay which measures the mechanism of cell death which can be caused if the cells are exposed to 111 

sustained oxidative stress, and the Comet assay which measures DNA damage, another potential outcome 112 

of increased intracellular ROS levels. However, it should be noted that positive responses with these 113 

assays can also be caused by mechanisms other than oxidative stress. For each assay, we performed a 114 

C&E analysis and designed control measurements to assess for ENM interference with the assay. The 115 

extent to which data from positive chemical control samples can provide insights into how well the assay 116 

is functioning is also discussed. Lastly, next steps are described that could be taken with these assays to 117 

more fully evaluate different expected sources of variability.  118 
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 119 

Overview of commonly used in vitro-based cytotoxicity assays 120 

 An overview for each of the four assays investigated during the workshop is provided in Table 1 121 

and each assay will be briefly described. The full protocols for each assay are provided in the Supporting 122 

Information (SI). Flow charts which describe each step of the assay are shown in Figure 1. More detailed 123 

descriptions and protocols for each of these assays are available in the SI. The DCF assay is designed to 124 

measure production of reactive oxygen species (ROS) by ENMs, one of the most common mechanisms of 125 

ENM toxicity. The assay works by assessing the rate at which a non-fluorescent dye is chemically reduced 126 

by ROS to form a fluorescent dye. This assay can be conducted under acellular or cellular conditions. In 127 

the acellular version of the assay, there are additional steps to remove the diacetate moiety while 128 

deacetylation occurs intracellularly in the cellular version of the assay. In the ELISA, the release of 129 

cytokines, molecules that are indicative of inflammatory reactions, is quantified. The production of a 130 

specific cytokine, in this example interleukin-8 (IL-8), is measured using the sandwich ELISA method which 131 

works as follows: 1) adsorbing a primary antibody onto the surface of a high-affinity binding microwell 132 

plate, 2) having the antibody bind the protein of interest in the cell culture supernatant, 3) adding a second 133 

antibody to bind to the same protein of interest but at a different epitope, 4) adding horseradish 134 

peroxidase linked to avidin to initiate an enzymatic reaction with tetramethylbenzidine (TMB) as the 135 

substrate, and 5) quantifying the TMB using absorbance on a plate reader. In the third assay, flow 136 

cytometry can be used to evaluate the quantity of apoptotic and necrotic cells. Cells are treated with 137 

markers to distinguish between (i) viable cells, (ii) cells which are not viable but have the membrane intact 138 

(apoptotic cells), and (iii) cells which are not viable and also have undergone membrane disintegration 139 

(necrotic cells). The cells are subsequently analyzed using flow cytometry. In contrast to the in vivo 140 

situation, apoptotic cells cannot be removed by tissue macrophages in vitro. Their membranes start to 141 

disintegrate and cells stain double-positive for both markers (late apoptotic cells). Lastly, the purpose of 142 

the Comet assay is to assess the potential genotoxicity of a compound through measuring the degree of 143 

DNA damage that has occurred. The DNA integrity of cells is evaluated after gel electrophoresis, and the 144 

length and quantity of DNA in the Comet tail relates to the extent of DNA damage.  145 

  146 

Control charting data 147 

Control charting data of the positive and negative control results (i.e., results for these control 148 

measurements from assays performed on multiple different days) from the four assays obtained at Empa 149 

using A549 cells are provided in Figures S1 through S4. The control charting data was also evaluated to 150 

assess if there was a statistically significant correlation among the control charting data for different 151 

components of data in the control charts (e.g., the negative control data and the positive control data) 152 

(e.g., Figures S5 and S6). The nonparametric Spearman's rank test (GraphPad Prism) was applied to the 153 

data to determine if there was a trend in the rank of data, and in some cases a linear regression was used. 154 

Discussion of these results is provided in the SI. 155 
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Overall, these results indicate that all of these assays could benefit from decreasing their 156 

variability and increasing the within-laboratory reproducibility. Therefore, the assays were evaluated in 157 

greater detail in subsequent sections to discuss possible options for improving their reproducibility and 158 

for enabling their use with ENMs. 159 

Evaluation of sources of variability in the assays 160 

 Only two steps are similar among all of the assays: the initial cell seeding step and the step related 161 

to treating the cells with the ENM and positive chemical controls (see Figure 1), although the ENMs are 162 

dispersed in different media among the assays prior to cell treatment. To assess the ENM dispersion, it is 163 

important to characterize, preferably using orthogonal techniques, the suspended ENMs such as the 164 

extent to which they have agglomerated and their interactions with serum proteins (if in the media). It is 165 

important to note though that these measurements are challenging and the results may vary among 166 

analytical techniques. Overall, improvements in the repeatability for the ENM dispersion, cell seeding, and 167 

dosing steps could help improve the precision of all of the assays. However, the extent that the variability 168 

would be decreased would depend on the relative contribution of these steps to the total variability for 169 

each assay. It is also evident when viewing the flow charts that there are substantial differences in the 170 

number of steps in the assays with the Comet assay and the ELISA method containing the highest number. 171 

The instrument used to obtain the final assay readout also varies with two of the assays requiring 172 

absorbance measurements, while the other assays utilize flow cytometry, fluorescence or microscopic 173 

analysis.  174 

 The C&E diagrams showed similar sources of variability among assays and key differences (Figures 175 

2 through 6). The aspects of the branch colored in orange are designed to highlight differences compared 176 

to the previously published C&E diagram for using the MTS assay with ENMs (Figure 2). For all of the assays 177 

except for the MTS assay, the positive chemical control to be used to elicit a similar response as the 178 

potential impact of the ENM was a significant source of variability. Therefore, this topic will be discussed 179 

in depth in subsequent sections.  180 

These C&E diagrams were created based upon the specific protocols available in the SI. While 181 

there are factors such as the media used or the serum percentage that vary among protocols, these factors 182 

are not discussed in depth here since these experimental details are specified in the protocols. Similarly, 183 

the use of high throughput testing may help minimize variability in assay results comparing different ENMs 184 

if the suspensions are tested at the same time,53 but that is not possible using the protocols described 185 

here. In addition, the branches for the C&E diagrams were determined by expert judgement and can be 186 

refined based upon robustness testing of the assays54 since some of the expected sources of variability 187 

may not have a substantial contribution. These sources of variability focus on unintended deviations from 188 

the assay protocol (e.g., random variability from pipetting cells among multiple pipetting ejections, or 189 

misinterpreting a step of the protocol such as cell rinsing during the MTS assay46). The C&E diagrams do 190 

not cover mistakes performing the assay protocol (e.g., pipetting double the intended volume or if the 191 

cells are contaminated such as with mycoplasma), which should be avoided through a laboratory’s quality 192 

control system. In other words, to the best of his or her knowledge, the operator executes the protocol 193 

correctly, but nevertheless, unnoticed or unavoidable sources of variability lead to varying assay results. 194 
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To address the sources of uncertainty revealed during the C&E analysis, sensitivity testing can be 195 

conducted to quantify the amount of variability from these different sources and control experiments can 196 

be performed to evaluate potential artifacts from ENM testing. Overall, potential artifacts from ENM 197 

testing depend upon the individual steps in an assay and also the analytical instrument (e.g., plate reader) 198 

used to perform the measurement. Thus, there are not overarching control experiments that would be 199 

relevant for all four assays. Nevertheless, the conceptual process for identifying control experiments 200 

related to artifacts from ENM exposure for these four assays is similar with three primary questions: 1) Is 201 

the ENM able to process or modify probe molecule in the absence of cells? 2) Is the ENM fluorescent or 202 

absorbent by itself? 3) Is the ENM reducing or increasing an existing signal? These considerations and 203 

insights from the C&E diagrams were used to delineate control measurements for each assay several of 204 

which are shown in Tables 2 through 5 and are discussed for each assay in the following sections.  205 

It is valuable to note that there are key control measurements for instrument performance 206 

specific to the instruments used for each of the assays. For example, it is important to ensure that the 207 

plate reader is calibrated and to confirm that it provides a linear response for the conditions being used 208 

in the assay (e.g., for the fluorescent DCF molecule for the DCF assay). For older plate readers, there is 209 

typically only a limited number of settings available, and thus the specific suggested excitation and 210 

emission wavelengths for a dye may not be available. Therefore, it is often necessary to determine the 211 

optimal settings for each system. It should be noted though that differences in the excitation/emission 212 

settings for plate readers can be a source of increased variability among laboratories. There are similar 213 

considerations that are relevant for a fluorescent microscope (e.g., linearity, benchmarking) and the flow 214 

cytometer (e.g., potential for spillover for the dyes used and assessment of the size of the cells to be 215 

tested by measuring their side and forward scattering to determine the binning). Since these aspects of 216 

instrument maintenance and calibration are not specific to these assays, they will not be discussed in 217 

additional detail in the subsequent sections.  218 

In the following sections, each assay will be separately discussed in depth including a general 219 

discussion of results from the C&E analysis, control measurements identified from the C&E analysis for 220 

the assay (including ENM-specific measurements), and strategies to improve the quality of each assay. It 221 

is also important to note that some of these control measurements can be conducted in preliminary 222 

experiments such as to identify optimal instrument settings to refine the protocol or to assess for the 223 

potential of ENM-induced artifacts. If such artifacts are observed and the impact is substantial, this may 224 

indicate that modifications to the protocol are needed or that the assay cannot be used with this ENM. In 225 

other cases, modest ENM-induced artifacts may be corrected for using process control measurements, 226 

measurements that are made each time the assay is conducted such as the performance of the positive 227 

chemical control to provide evidence that the assay is functioning as expected. For example, it may be 228 

possible to correct for bias from ENM settling during the MTS assay by performing background subtraction 229 

using wells dosed with the same ENM concentration but without cells which undergo all subsequent assay 230 

steps.46 231 

Detection of reactive oxygen species by H2DCF-DA assay (DCF assay) 232 
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For the DCF assay, a main source of variability relates to the chemical reactivity of the 233 

independent positive chemical control (Figure 3). There are no known positive chemical controls for 234 

generating consistent quantities of ROS species in this assay, thus hindering the comparability of results 235 

with the DCF assay among laboratories or across time in a single laboratory.14 What is needed is a control 236 

substance that can produce a consistent amount of ROS within the cells, is readily available, not cytotoxic, 237 

and can be quantified in solution.14 A positive chemical control that fulfills these criteria could be used as 238 

a calibrator in a concentration series to allow the comparability of results across time and space by 239 

comparing a response from this positive chemical control such as an EC50 value. Given the inability to find 240 

a positive chemical control that can yield a consistent amount of ROS in this assay, the results from this 241 

assay are not quantitative and cannot be readily compared across experiments or laboratories. Other 242 

unique sources of variability in this assay relate to the instability of the H2DCF-DA reagent with time and 243 

as a result of its potential to be degraded by laboratory light (unpublished results). This can result in 244 

variability in the assay results that are challenging to quantify since a positive chemical control capable of 245 

generating a consistent quantity of ROS species is not available. 246 

There are several key control measurements for the DCF assay in addition to positive chemical 247 

control measurements and assessments of potential biases or artifacts from testing ENMs. These control 248 

measurements can be assessed during preliminary experiments to assess the robustness of the assay. It 249 

is valuable to assess whether loading the dye in the light or dark would influence the assay results, 250 

although the H2DCF-DA molecule, which is first added to the assay, is more stable than the highly light-251 

sensitive fluorescent DCF molecule, which is measured by the assay. In addition, it is also possible to 252 

compare the results among H2DCF-DA provided by different manufacturers to assess to what extent the 253 

source of this assay reagent impacts the results. Another consideration is the potential impact of repeated 254 

freeze/thaw cycles on the H2DCF-DA molecules. For each of these topics, it is necessary to keep other 255 

factors (e.g., cell handling) as constant as possible or to use cell-free control measurements to assess 256 

changes in the H2DCF-DA molecule. For example, if repeated freeze-thaw cycles are to be tested, one 257 

needs to make sure that apparent differences in the H2DCF-DA with time are not due to changes in the 258 

chemical (e.g., Sin-1) that was used to induce ROS which may itself change during storage. As a result of 259 

the high Sin-1 reactivity, it is possible that the pipetting time needed to aliquot Sin-1 throughout a whole 260 

96-well plate could be sufficiently long to result in changes from the first to the last wells to which Sin-1 261 

was added. This can hinder determining if changes in the signal measured are from the Sin-1 or changes 262 

to the H2DCF-DA molecule. 263 

There are also several key ENM-specific control experiments for the DCF assay that should be 264 

evaluated during preliminary experiments. It is valuable to assess the time needed for ENMs to contact 265 

the cells. While the H2DCF-DA molecule is first allowed to enter the cell after which point the cells cleave 266 

the DA and then the excess dye is washed away prior to ENM addition, the time points after the ENM 267 

addition should allow sufficient time for the ENM to have contacted the cell before measuring the assay 268 

output. It is possible though that the ENMs can produce ROS and impact the deacetylated H2DCF in the 269 

absence of cells, thereby causing a false positive signal. This can be assessed by performing an acellular 270 

experiment with the dispersed ENMs and the deacetylated H2DCF molecule. A positive signal in this 271 

acellular control experiment indicates that the ENM can produce ROS extracellularly or that the reactive 272 
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surface of the ENM can process the dye although not necessarily through the production of ROS. If a 273 

positive result in this acellular assay is obtained, a positive response in the cellular assay should be 274 

interpreted with caution and additional measurements such as antioxidant biomarkers (e.g., vitamin C or 275 

N-acetyl-cysteine) should also be performed before concluding that the ENM causes intracellular ROS. It 276 

is also important to assess the extent to which ENMs in the absence of cells and assay reagents can 277 

produce results similar to the DCF signal (namely excitation at a wavelength of 485 nm and emission at a 278 

wavelength of 528 nm) or can quench the existing fluorescent signal from the DCF molecule 55,56. These 279 

potential biases can be tested by measuring the fluorescent signal for the dispersed ENMs by themselves 280 

or by incubating the fluorescent DCF molecule with dispersed ENMs at a range of ENM concentrations 281 

and assessing if there is a change in the fluorescent signal. 282 

 Numerous steps can be undertaken to further improve the quality of the DCF assay results such 283 

as comparing results obtained using reagents from different manufacturers, assessing the impact of 284 

freeze-thaw cycles on the H2DCF-DA, and conducting the ENM related control experiments described 285 

above. These ENM related control experiments are critical for proving that the results have not been 286 

biased. However, there are limitations regarding the extent to which this assay can be improved given its 287 

challenges related to the instability of positive chemical controls which induce ROS thus hindering the 288 

ability of results from this assay for different experiments to be compared.14 Given the sources of 289 

uncertainty in this assay, it will be challenging to comprehensively determine that an ENM does not 290 

produce ROS above a threshold since the results are currently not comparable among measurements. For 291 

example, if ROS is not detected and it is determined that this is not an artifactual result, this finding could 292 

stem from multiple factors: insufficient ENM contact with the cells at the time point that ROS is measured 293 

given that an increasing fraction of the delivered ENM dose contacts with the cell at longer time points, a 294 

lack of ROS production at the time the assay is conducted if the cells have increased their antioxidant to 295 

counteract ROS generated by contact with ENMs, the increase in intracellular ROS being too low to detect, 296 

or that the ENM does not have the capacity to produce ROS. The highest possible quality for this assay is 297 

for there to be grouping of the ROS generating potential perhaps into no detectable ROS generation, weak 298 

ROS generation, and strong ROS generation.  299 

In addition, this assay is typically conducted in the absence of serum, because the serum can 300 

contain esterases which can cleave DA from H2DCF-DA leaving the molecule vulnerable to extracellular 301 

ROS attack thereby producing a false positive signal.14,57 Therefore, the results may be challenging to 302 

compare to other assays which do use serum because the serum could change the surface of the ENM by 303 

producing a protein corona which can impact the ENM interactions with cells, agglomeration behaviors, 304 

and in vitro dosimetry.46,58,59 Nevertheless, it may be possible though to rank the ROS generation of ENMs 305 

within a single laboratory if the ENMs are tested during the same experiment or if the results are shown 306 

to be comparable across multiple experiments. This assay can also be conducted in two distinct 307 

approaches: load the cells with H2DCF-DA and then apply the ENMs or apply the ENM and then later add 308 

the dye. These two approaches can be used to analyze different types of ROS production. If the dye is 309 

added first, it is possible to test for an increase in ROS after the first ENM internalization or contact. If the 310 

ENM is added first, the initial increase in ROS is not detected, but a longer-term increase in ROS can be 311 

measured. However, both of these approaches are very sensitive to kinetics, because the time that the 312 
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initial increase in ROS occurs depends upon the rate at which the ENMs contact the cells, while longer-313 

term ROS can be mitigated through cellular antioxidant mechanisms. Overall, a positive response from 314 

this assay does provide a general indication that ROS are being produced within cells which can be 315 

evaluated in more depth if needed with other assays such as more complicated and expensive techniques 316 

for acellular measurements (e.g., electron paramagnetic resonance).  317 

Detection of the production and excretion of the pro-inflammatory cytokine IL-8 by ELISA 318 

 The ELISA method has several distinct differences from the other assays (Figure 4). For example, 319 

it is challenging to assess the purity of the TNF-α positive chemical control. This recombinant protein 320 

initiates a cell signaling cascade that results in the cellular production and excretion of IL-8. However, it is 321 

not straightforward to assess the purity of TNF-α, and the reagent quality may differ among 322 

manufacturers (additional discussion of the positive chemical control is provided in the SI). In addition, 323 

other factors such as the quality of the high binding plates can also influence assay results. Similarly, there 324 

is substantial variability in the quality of the antibodies used in the assay, but there is not a single 325 

universally accepted method for assessing antibody quality.60 Antibodies are complex biomolecules that 326 

are challenging to fully characterize. Thus, differences among antibodies produced by different 327 

manufacturers could influence the assay results. Given that the ELISA protocol requires 22 washing steps, 328 

the variability caused by each washing step has the potential to be additive and substantially increase the 329 

variability of the assay results. The impact of manual versus automated washing on the variability of assay 330 

results can be evaluated during preliminary experiments. 331 

One key consideration for this assay is whether to use a commercial kit directly as specified or to 332 

titrate antibodies to try to achieve a better sensitivity. For both approaches, it is important to perform a 333 

dose-response curve, often known as a standard curve, to evaluate the signal obtained in wells with a 334 

known quantity of the cytokine added. The standard curve is needed to assess the performance of the 335 

ELISA procedure during that specific experiment (e.g., is the response linear and is the sensitivity 336 

sufficient) and to quantify the protein mass in the supernatant of the control and ENM exposed cells. The 337 

information from the standard curve can also be used for control charting to evaluate the assay 338 

performance across time. It is important to add that the substrate used in the assay (e.g., TMB: 339 

tetramethylbenzidine; OPD: o-Phenylenediamine dihydrochloride; or ABTS: Azinobis-340 

ethylbenzothiazoline-6-sulfonic acid-diammonium salt for HRP activation) could result in different 341 

sensitivities for the same kit. Several other factors can also impact the assay results including the time 342 

allowed for the enzyme-substrate reaction, whether the enzymatic reaction is chemically stopped and the 343 

HRP activity (which can change among lots and suppliers and with storage time).   344 

 Comparable to the DCF assay, it is possible that the ENMs could give a signal similar to the 345 

measurand of interest (e.g., absorbance at 630 nm for the measurement of IL-8) or that the ENMs could 346 

interact with the assay reagents and decrease the signal strength. This can be evaluated during 347 

preliminary experiments for each ENM to be tested. It is possible to conduct acellular control experiments 348 

to assess the extent to which ENMs at the cell media concentrations used in the assay provide an 349 

absorbance signal at 630 nm. In addition, it is possible to expose the cells to the positive chemical control 350 

(typically LPS) for a set exposure duration, remove the supernatant, add ENMs to the supernatant, and 351 
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then perform the ELISA procedure to assess if the presence of ENMs could cause a bias in the ELISA 352 

procedure. Unlike for the DCF assay, another potential bias is for the ENMs to adsorb the IL-8 produced 353 

by the cells during the course of the cell exposure, thereby decreasing the measured IL-8 concentration.55 354 

This can be evaluated by conducting adsorption experiments in the cell media with ENMs at the highest 355 

concentration of ENMs to be tested and with a known concentration or range of concentrations for the 356 

IL-8 cytokine and then performing the ELISA assay to assess the IL-8 recovery. 357 

 For ELISA, there have been varying degrees of agreement among the laboratories in the two 358 

interlaboratory comparison studies conducted with ENMs.24,61 One study showed that all seven 359 

laboratories observed significantly increased cytokine levels after cellular exposure to the highest 360 

concentration of TiO2 ENMs as compared to the control samples but the cytokine concentration after TiO2 361 

ENM exposure varied by roughly an order of magnitude.24 In addition, these laboratories showed 362 

inconsistent findings about the capacity for certain types of multiwall carbon nanotubes to increase the 363 

cytokine concentration. In a second interlaboratory comparison, there were mixed results with two 364 

laboratories showing a significantly increased cytokine concentration and two other laboratories showing 365 

no effect for cells exposed to silver ENMs.61 It was unclear why the absolute cytokine concentration varied 366 

substantially among laboratories or why there was not better interlaboratory agreement for the second 367 

study. However, this variability among laboratories in the absolute cytokine concentration is similar to the 368 

intralaboratory variability shown in Figure S2. These findings suggest that the ELISA can potentially yield 369 

qualitative interlaboratory agreement (e.g., “yes” or “no” for an increased cytokine concentration 370 

compared to the positive chemical control), but it is unclear if this assay can be refined to yield a 371 

quantitative agreement. Additional experiments to more carefully evaluate the impact of different 372 

sources of variability could be used to further refine the assay and reveal process control measurements 373 

to include in the ELISA method to quantify sources of variability more thoroughly during each experiment. 374 

However, it is currently unclear which combination of process control measurements would help improve 375 

the comparability of results across experiments within a laboratory and among laboratories. It is possible 376 

that improving the experimental protocol to decrease the variability in the negative control data could 377 

lead to improved comparability, but given the lack of a correlation between the negative and positive 378 

control values, it is unclear to what degree this would improve the reproducibility of the assay. Evaluating 379 

the robustness of the dose-response relationship for the positive chemical control to changes in the assay 380 

protocol may be more valuable.  381 

Detection of cell death mechanism by an Annexin V/PI flow cytometry assay 382 

   383 

Unlike the ELISA and DCF assay, there are substantially more sources of significant uncertainty in 384 

the “instrument performance” branch, largely as a result of challenges related to achieving interlaboratory 385 

comparability among flow cytometry results. These challenges are not unique to ENMs. It is challenging 386 

with flow cytometry to develop benchmarks to enable comparability among instruments for multiple 387 

reasons: it is challenging to develop an absolute calibration; it is challenging to assess the instrument’s 388 

linear range of operation; background debris, which is produced by dead cells as they are degraded, may 389 

influence the results especially for assays with ENMs, which may have optical properties similar to the 390 
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dyes used to stain the cells; and ENMs may have unexpected interactions with the cell debris causing 391 

measurements potentially similar to apoptotic or necrotic cells. Multiple components of the assay 392 

protocol branch may also contribute to the overall uncertainty in the assay results such as the procedure 393 

used for preparation of the cells for the flow cytometry analysis including cell harvesting and resuspending 394 

the cell pellet, and the quality of the PI and Annexin V reagents given that the Annexin V is only stable in 395 

a special buffer. One key step is to determine the gating strategy to be used for all experiments that will 396 

be directly compared. The gating strategy and compensation procedures will be especially important for 397 

comparisons of results among laboratories. Determining a standardized strategy for gating and 398 

compensation is a topic of ongoing research.62,63 399 

ENMs may impact specific fluorophores preferentially resulting in either enhanced (false positive) 400 

or quenched (false negative) fluorescence signals. For example, Annexin V can be obtained with different 401 

fluorophores such as FITC or PE, and "simply" changing the fluorophore may prevent interference 402 

reactions. Similar observations have been made for the DNA intercalating dye PI. Changing the "necrosis 403 

specific" dye to 7-aminoactinomycin D (7-AAD) eliminated the interference reaction of SiO2 particles with 404 

PI.64 The potential for interference of the ENM on the dyes can be evaluated during preliminary 405 

experiments. Furthermore, the overall viability status of the cells used for flow cytometry should be 406 

assessed by a second independent method such as the trypan blue exclusion assay. This can be conducted 407 

each time the assay is performed if feasible. A massive PI signal in flow cytometry without any trypan blue 408 

positive cells under the microscope within the same sample indicates ENM interference in at least one of 409 

the assays, thereby necessitating further investigations. 410 

One important control experiment for this assay is to evaluate if the cell harvesting procedure 411 

may produce debris that could then interact with ENMs and hinder the quantification of the apoptotic, or 412 

the late apoptotic and necrotic cells. This could be evaluated by a 0 h control experiment in which the 413 

cells are immediately harvested after ENM addition and the assay performed. It is possible that ENM 414 

agglomeration, ENM interactions with cell debris, or ENM interactions with stained or unstained cells 415 

could impact gating choices and subsequent analyses.55  416 

There have not been any interlaboratory comparisons conducted with flow cytometry to assess 417 

necrotic and apoptotic cells after ENM exposure to our knowledge. Nevertheless, several potential topics 418 

to refine this assay have been discussed in this manuscript, all of which could support the successful 419 

conduct of an interlaboratory comparison. Some of the topics described would be relevant for a range of 420 

flow cytometry measurements (e.g., gating), while most of the control experiments relate to ENM-421 

relevant issues such as interference between the ENM signal and that of the measurand. In addition, it is 422 

possible to spike in ENMs to the cells obtained during control experiments prior to flow cytometry analysis 423 

to evaluate if the presence of ENMs enhances or quenches the signal for apoptotic or necrotic cells.64 424 

Detection of cellular DNA damage by the Comet assay 425 

 There are numerous components in the “Assay protocol” branch (Branch 5) of the Comet assay 426 

C&E diagram that can contribute to uncertainty in assay results (see Figure 6). While some of these are 427 

similar to sources of variability determined for other assays (e.g., the cell harvesting step is shared with 428 
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the flow cytometry assay), many of them relate to the unique aspects of this assay such as the alkaline 429 

cell lysis step in the protocol. In addition, the instrument used to perform the gel electrophoresis differs 430 

from the instruments used in the other assays. Similar to the other assays, the effectiveness of the positive 431 

chemical control is also a major source of variability for the Comet assay. 432 

 There are numerous control measurements that can be performed to assess the performance of 433 

specific aspects of the Comet assay each time the assay is run. There are some commercially available 434 

control cells with variable amounts of DNA damage (e.g., leukocytes treated with etoposide65 from 435 

Trevigen). While these controls are different from positive chemical controls conducted by exposing cells 436 

to chemicals during the assay itself, they can provide information about the consistency of the 437 

performance of other steps in the assay protocol (e.g., the electrophoresis step). In addition, different 438 

dyes to stain DNA after electrophoresis can be utilized. It is important to choose a dye that intercalates 439 

into double- and single-stranded DNA and to maintain consistency among the dyes within a study since 440 

different dyes may yield varying results. 441 

 The equipment used to perform the gel electrophoresis can also impact the assay results. For 442 

example, it is possible that there is a change in temperature during this step of the assay or that there is 443 

heterogeneity in the voltage across the gel. Control measurements could be conducted to evaluate the 444 

heterogeneity in the voltage in the gel electrophoresis step by placing slides of control samples at different 445 

locations in the tank to see if similar results are achieved. It may also be possible to take steps to control 446 

the temperature and pH of the test setup or to measure them before and after the assay is performed to 447 

assess if there was a change. These measurements can be performed during preliminary experiments. It 448 

may also be helpful to measure the temperature during the gel electrophoresis step each time the 449 

experiment is performed to ensure it is consistent among experiments. 450 

Another key set of control measurements relates to the microscopic analysis of the comets.66 For 451 

example, microscopic settings such as the focus and camera exposure time can cause variations in 452 

percentage DNA in the tail by up to 40 % although there are steps that can be taken to improve the 453 

reproducibility of this component of the assay.66 Selection of the comets can also impact the results 454 

especially if the slides are not scored blindly (i.e., without knowing which sample the operator is scoring). 455 

One approach to minimize this source of variability is to automate the comet selection. It is also possible 456 

to analyze the same sample multiple times and potentially using multiple approaches (e.g., manually or 457 

with automation, or with using different Comet selection parameters for the automated Comet selection) 458 

to assess the variability of this step.   459 

 There are several relevant potential mechanisms through which ENMs may cause artifacts or 460 

biases in the Comet assay: 1) the presence of ENMs may influence the DNA migration rate during the gel 461 

electrophoresis step, 2) ENMs may associate with the nucleus, migrate themselves during the gel 462 

electrophoresis step, and be misinterpreted as damaged DNA or DNA in the Comet head during the 463 

microscopic analysis, and 3) reactive ENMs may damage DNA during the processing steps after the cell 464 

exposure (for example through photoactive ENMs being activated by laboratory light during the cell 465 

processing steps and causing DNA damage) and then this damage is misinterpreted as having occurred 466 

during the cell exposure.21,68,69 There are several control measurements that could be performed to 467 
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evaluate the extent to which these biases or artifacts have occurred. First, a 0-h control experiment could 468 

be performed in which ENMs are added to the cells followed by immediate processing of the cells.70,71 If 469 

there is an increase in apparent DNA damage for the cells with ENMs as compared to untreated cells, this 470 

indicates that the ENMs have caused an artifact. It may be possible to wash the nuclei after the treatment 471 

process to remove ENMs, but this approach has only recently been tested.72 Second, the Comet tail could 472 

be analyzed microscopically such as with hyperspectral imaging analysis to evaluate the extent to which 473 

ENMs are present in the tail (e.g., using hyperspectral imaging analysis) and the extent to which they could 474 

cause apparent DNA damage.73 Third, for potentially photoactive ENMs, it is possible to treat a large 475 

number of replicates and then conduct the cell processing for some samples under laboratory light 476 

conditions and for other samples with lighting that has a narrow spectrum or reduced light intensity 477 

designed to minimize photoactivation.21,68,74 478 

One of the main approaches that could be used to improve the quality of the Comet assay is the 479 

use of cells with carefully controlled DNA damage such as through irradiation to investigate the impact of 480 

different aspects of the assay. The intrinsic variability of biological samples (i.e., cells within a single 481 

replicate) typically yields a broad dispersion of results for each replicate. Sample-to-sample variability may 482 

also be substantial. Therefore, a batch of frozen, single-use aliquots of consistent cell samples ("reference 483 

cells") could, for example, be used to evaluate the impact of different factors with regards to the gel 484 

electrophoresis step such as the impact of voltage, temperature, time for unwinding and electrophoresis, 485 

and low melting agarose concentration. It could further be used to improve the automation and reliability 486 

of the microscopy steps which could produce similar results regardless of the sample operator.  487 

A range of potential biases or artifacts have been identified in the Comet assay when used with 488 

testing ENMs, but these control experiments and how to handle artifacts when observed can be better 489 

elucidated. The extent to which these can be mitigated such as through washing the DNA after the 490 

exposure prior to the gel electrophoresis step should be further examined. It is also unclear if it is possible 491 

to correct for biases from the ENMs if they are observed or if an alternative genotoxicity assay should be 492 

utilized instead. Additional analysis of Comet assay slides with ENMs in the tails could be evaluated as 493 

described above to assess the impact of ENMs in the Comet assay. In interlaboratory results from the 494 

Comet assay with ENM exposure, there have been mixed results with some laboratories showing non-495 

comparable results.75 496 

Conclusions 497 

The steps described in this paper outline a process of evaluating the quality of in vitro toxicological 498 

assays for use with ENMs using C&E diagrams and describe specific measurements that can be taken to 499 

improve the quality of each of the four assays. Producing a C&E diagram is a key step that can be utilized 500 

in the development of any robust toxicological assay. The C&E diagram can then guide subsequent 501 

robustness testing to quantify different sources of uncertainty. Based on this information, it is possible to 502 

design a protocol that includes preliminary control experiments which may need to be performed with 503 

each ENM to, for example, identify if potential artifacts are observed, and also process control 504 

measurements which yield information about the assay performance each time it is performed.  It is 505 

important to note that many of the branches in the C&E diagrams are similar among the different assays 506 
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and were the same as for the MTS assay.15 Therefore, it may be easier to prepare C&E diagrams for 507 

additional assays once it has been conducted for one. In addition, improvements in the precision for 508 

shared steps among the assays can result in improvements for all of the assays.  509 

The degree to which the precision and robustness of the assay for use with ENMs needs to be 510 

improved for a specific application depends upon ensuring that the assay is fit for purpose. For example, 511 

assays used for screening purposes may require less precise output and qualitative answers (e.g., yes or 512 

no) may be sufficient. For use in quantitative risk assessment or for replacement of in vivo assays, the 513 

quality of the assay may need to be substantially higher. A promising overall strategy is for some 514 

combination of these assays to be used in an integrated approach for testing and assessment (IATA) for 515 

use in screening ENMs for additional testing using in vivo assays (e.g., for inhalation exposure) or to predict 516 

results from in vivo assays. It is unlikely that any individual assay will be able to fulfill either of these 517 

purposes, but combinations of assays for use in IATAs are more promising. Therefore, it is challenging to 518 

predict a priori which of these assays will be most helpful for these purposes in the absence of test results 519 

and comparisons to a specific set of in vivo results.  520 

In general, the use of orthogonal methods such as testing cytotoxicity with different approaches 521 

is highly valuable for nanocytotoxicity studies and can help identify artifactual results. Nevertheless, 522 

increasing the number of assays does also increase the cost and resources required for each ENM to be 523 

tested. In addition, it is impossible given the broad range of ENMs that can be synthesized and their 524 

variable behaviors and properties to provide descriptive information about which potential biases or 525 

artifacts will be the most important for each assay. Previously published results for ENMs with similar 526 

properties will likely give guidance about the likelihood of a certain ENM to cause a certain artifact but 527 

control experiments need to be conducted on a case-by-case basis. Another key topic for developing 528 

assays is their statistical robustness and design to minimize the frequency of false positive and false 529 

negative results. Different statistical methods can be utilized for qualitative (e.g., high, low, or no effect) 530 

as compared to quantitative results (e.g., an EC50 value with a defined uncertainty) to ensure the assay’s 531 

statistical robustness.76,77 The approach described in this paper can also inform the evaluation of other 532 

biological assays for use with ENMs and support their refinement and eventual validation.  533 
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Figures 787 

 788 

Figure 1: Flow charts illustrating steps for MTS, DCF, ELISA, flow cytometry, and Comet assays.  789 

 790 
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 791 

Figure 2: Cause-and-effect diagram of MTS assay. Modified and reprinted with permission from the 792 

American Chemical Society.15 793 

 794 

Figure 3: Cause-and-effect diagram of the DCF assay. Parts of the diagram in orange font indicate differ 795 

from the cause-and-effect diagram for the MTS assay. 796 
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 797 

Figure 4: Cause-and-effect diagram of the ELISA for analyzing IL-8. Parts of the diagram in orange font 798 

indicate differ from the cause-and-effect diagram for the MTS assay.  799 

 800 

Figure 5: Cause-and-effect diagram for the flow cytometry for measuring necrotic and apoptotic cells. 801 

Parts of the diagram in orange font indicate differ from the cause-and-effect diagram for the MTS assay. 802 
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 803 

Figure 6: Cause-and-effect for analyzing DNA damage of cells exposed to ENMs with the Comet assay. 804 

Parts of the diagram in orange font indicate differ from the cause-and-effect diagram for the MTS assay. 805 

  806 
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Table 1: Overview for each of the five assays 807 

  808 

Assay Assay purpose What is measured 

MTS assay Measures metabolical 
activity as an indirect 
estimate of the amount of 
living cells 

The amount of metabolically active cells (i.e., 
living/healthy cells) is estimated by 
spectrophotometrically quantifying the amount of 
MTS reagent metabolized 

DCF Measures reactive oxygen 
species in cellular systems 

A cell-permeable, non-fluorescent dye is added to 
cells, the cells cleave off the diacetate moiety, the 
dye is reduced by ROS, and the reduced dye is 
detected using fluorescence 

ELISA Method 
with IL-8 

Measures the cellular release 
of the cytokine Interleukin-8 
(IL-8) 

After cellular exposure to a potential stimulus (e.g., 
ENM), the supernatant is removed and added to a 
plate which has an antibody attached surface; a 
second biotinylated antibody is then added to bind to 
the same cytokine but at a different epitope, and 
lastly the cytokine concentration is measured 
spectrophotometrically after horseradish peroxidase 
linked to avidin reacts using tetramethylbenzidine as 
the substrate reacts with the biotinylated antibody 

Annexin V/ 
Propidium 
Iodide Flow 
Cytometry 

Measures cell viability and 
necrotic/apoptotic cells 

Dyes are added to distinguish between viable, 
necrotic, and apoptotic cells and the cells are 
measured using flow cytometry 

Comet assay Measures DNA damage After cell lysis and single cell gel electrophoresis the 

addition of a DNA-intercalating dye and microscopic 

imaging allow quantifying DNA breaks in each cell; 

the relative fluorescence intensity in the tail (% DNA 

in tail), the tail length as well as the tail moment 

(taking tail intensity as well as tail length into 

consideration) are accepted metrics for DNA damage 

quantification 
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Table 2: Control preliminary experiments to assess sources of variability and bias for the DCF assay with 809 

ENMs 810 

Source of variability/bias 
Step 

# Potential control measurements 

Positive chemical control 5 Evaluate potential positive chemical controls ideally to find a 
compound that always induces the same amount of ROS 

Time dependency 17 Perform kinetic measurement because only a small fraction of 
ENMs may have reached the cells at the bottom of the test plate 
at early time points (e.g., 4 h). However, it is also valuable to 
obtain data about the amount of ROS produced shortly after 
ENM exposure with cells to try to measure the initial release of 
ROS. It is also possible to quantify ENM uptake in separate 
experiments prior to the DCF assay (although in practice this may 
be challenging to measure for some ENMs). 

False positive results 
from extracellular 
production of ROS 
 

5 Cleave the DA from H2DCF-DA in an acellular experiment and 
then investigate for potential production of DCF signal during 
incubation with ENMs as a result of extracellular ROS 
production. If this is observed, there could be a false positive 
signal in cellular assays if both extracellular deacetylation and 
ROS production occur. In addition, if such a signal is observed it 
could further indicate, that the ENM's reactive surface processes 
the H2DCF dye without production of ROS.  

 811 

  812 
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Table 3: Control preliminary experiments to assess sources of variability and bias for the ELISA protocol 813 

to quantify IL-8 with ENMs 814 

Source of 
variability/bias 

Step # Potential control measurements 

Large number of 
pipetting/washing steps 
may increase variability 

9, 11, 12, 
15 

Perform experiments where the washing steps are 
performed manually or if this step is automated to 
evaluate the improvement in performance of the 
assay (e.g., decreased variability of negative control 
cells and cells exposed to the positive chemical 
control). 

ENM interference with 
the assay through 
inherent ENM 
absorbance or 
adsorption of assay 
components 

5 Spike ENM into different steps of the assay procedure 
in the presence and absence of the antigen (used for 
standard curve preparation) according to SOP on 
DaNa webpage (V.I.G.O. (2014) “NM interference in an 
enzyme-linked immunosorbent assay (ELISA) v1.0”) 67 
and evaluate the impact.78 

The kinetics of the color 
reaction may require 
optimization 

17 Take data at several points after substrate application 
(5, 10, 15, or 20 min) to determine the optimal 
protocol parameters  

Instrument Performance 17 Absorbance standards to characterize function of the 
instrument; measure with an alternative instrument 
for comparison 

Adsorption of cytokines 
onto ENMs decreases 
response 

5 A control experiment could be performed to assess 
adsorption of cytokines by the test ENM. This would 
consist of incubating the ENMs with a known 
concentration of IL-8 for a certain interval and then 
conducting the ELISA method to assess the IL-8 
recovery.  

Batch to batch 
variability of ELISA 
reagents 

Not 
applicable 

Run ELISA on the same plate with old and new 
reagents (standard curve only) 

 815 

 816 

  817 
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Table 4: Control preliminary experiments to assess sources of variability and bias for the Annexin PI flow 818 

cytometry assay with ENMs 819 

Source of 
variability/bias 

Step 
# Potential control measurements 

Identify a 
concentration and 
exposure duration of 
the positive chemical 
control to produce a 
reproducible amount 
of apoptosis and 
necrosis cells 

5 Conduct preliminary experiments to assess several concentrations 
and time points. It would be helpful also to test a reference 
material with a reproducible number of apoptotic and necrotic 
cells for benchmarking assay performance and comparing to test 
results. 

Interference of ENMs 
with instrument 
detection 

17 Conduct the following pre-experiments; 1) flow cytometric analysis 
of cell-free samples (i.e. ENM only) to assess ENMs presence and 
their interaction with staining solutions; 2) flow cytometric analysis 
of untreated control cells  with ENMs spiked in to assess if ENMs 
alter the detection of unstained/stained cells or interact with cell 
debris even if the ENMs are not detected themselves; 3) use other 
approach to detect fluorescence spectrum of ENMs and ENMs with 
staining reagents (e.g., test with a plate reader or during 
physicochemical characterization of the ENMs) 

 820 

  821 
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Table 5: Control preliminary experiments to assess sources of variability and bias for the Comet assay 822 

with ENMs 823 

Source of variability/bias Step 
# 

Potential control measurements 

ENM interference with 
DNA migration 

5 Add ENM after cell lysis and assess if there is a change in the 
Comet size; analyze the Comet tail to assess if ENMs are present 
such as using electron microscopy or hyperspectral imaging. 
Assess if washing or separation procedures can be used to 
minimize ENM concentration in the Comet tail.  

Variable voltage during 
electrophoresis within 
the plate could influence 
DNA migration 

11 Rotate the slides of control samples to assess if there are 
differences. 

Artifactual light damage 
after conclusion of cell 
experiment from 
photoactive ENMs 

5 Conduct the cell exposure as usual and then conduct the 
remaining steps of the assay with some samples processed with 
laboratory light and others processed in the dark. Assess if there 
is a difference between samples processed in the light or dark. 

 824 
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