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using Time−Temperature Superposition for a Cross-
linked Epoxy Network 
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ABSTRACT: For glass-forming polymers, direct quantitative 
comparison of atomistically detailed molecular dynamics 
simulations with thermomechanical experiments is hindered by 
the vast mismatch between the accessible timescales. Recently, 
we demonstrated the successful application of the time-
temperature superposition (TTS) principle to perform such a 
comparison for the volumetric properties of an epoxy network. 
Here, we follow-up and study the local translational dynamics of 
the same network computationally. The mean squared 
displacement (MSD) and time-scaling exponent trends of select 
atoms of the network are calculated over a temperature range 
that spans the glass transition. Using TTS, both trends collapse 

onto master curves that relate the reduced MSD and time-scaling exponent to the reduced time at a 
reference temperature. Because the reduced time of these computational master curves extends to 
109 s, they can be directly compared with experimental creep compliance for the same material from 
the literature. A quantitative comparison of the three master curves is performed to provide an 
integrated view that relates atomic-level dynamics with macroscopic thermomechanics. The time-
shift factors needed for TTS in simulation show excellent agreement with experiment in the literature, 
further establishing the veracity of our approach. 

1. Introduction 
There is a sustained interest in the use of molecular 

dynamics (MD) simulations of cross-linked epoxy and 
other network polymers for materials research.[1] How-
ever, the timescales accessible by MD simulations and 
thermomechanical experiments are vastly mismatched. 
This mismatch is exacerbated for viscoelastic polymers 
where the rate-dependence of their properties are an es-
sential aspect of their physics. This rate effect further in-
creases the computational workload by necessitating 
simulations not only at multiple rates but also at slower 
rates. The integration of the computational and experi-
mental approaches of research is thus hindered.[2] 

Here, we are specifically interested in atomistically de-
tailed MD (atomistic MD) simulations of all-atom models 
of cross-linked epoxy. Such all-atom models explicitly ac-
count for specific chemical interactions such as hydrogen 
bonding, that have a significant impact on the thermome-
chanical properties of such systems.[3, 4] The creation of 
realistic all-atom model structures of cross-linked epoxy 
is non-trivial,[5] and two successful strategies have been 
developed to address the associated challenges: (1) the 
simulated annealing method[6-9] and (2) the directed dif-
fusion method.[5, 9] 

After the creation of the model structures, the most 
common method of characterizing such systems is to ob-
tain the glass transition temperature (Tg) by cooling the 
model from the rubbery to the glassy state and then by 
analyzing the resulting specific volume-temperature 
(vsp-T) trend for the characteristic kink of the glass tran-
sition. However, because of the timescale limitations of 
atomistic MD simulations, the computational cooling 
rates (qcool's) are vastly higher than the experimental 
rates. The use of such high rates in simulations has the 
effect of drastically elevating the Tg’s and significantly re-
ducing the densities of the glass compared to experi-
ments.[10] Further, such high qcool values broaden the 
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glass transition and make it difficult to determine the Tg 
values computationally.[11] 

Recently,[9] we studied an atomistic model for a cross-
linked epoxy network formed by the epoxy monomer 
Epon 1001F[12, 13] and the cross-linker 4,4’-diaminodi-
phenyl sulfone (4,4’-DDS) using MD simulations. We re-
fer to this network as the Epon 1001F/4,4’-DDS system. 
We obtained five computational vsp-T trends by varying 
the qcool value that was used to cool the model from the 
rubbery to the glassy state. We then showed that a com-
parison of these trends enabled a more objective identi-
fication of the rubbery and the glassy states. Because the 
vsp-T trend in the rubbery state is cooling rate-independ-
ent, the computationally obtained rubbery trend could 
be extrapolated to lower temperatures and then directly 
compared with the experimental values in the literature. 
This protocol, which is called the specific volume-cooling 
rate (vsp-qcool) analysis, also enabled a determination of 
the computational Tg-qcool trend.  

Using TTS, the computational time-shift factors (aT’s) 
can be calculated for comparison with experiment. 
Plazek and co-workers[14-16] have provided the experi-
mental aT-T trend from their study of volume-rate de-
pendent processes and creep compliance measurements 
for the same system. Thus, we could successfully com-
pare the aT-T trends from the experiment, simulation, 
and the William-Landel-Ferry (WLF) equation using the 
material-specific WLF parameters. Since the use of TTS 
hinges on the assumption of thermorheological simplic-
ity, this assumption appears to be empirically valid for 
this network in the context of bridging the mismatch be-
tween the timescales of the computational and experi-
mental approaches.[17]  

The TTS principle was also invoked by Sirk et al.[18] to 
compare the Young’s modulus obtained using atomistic 
MD simulations of cross-linked epoxy with experimental 
data. Specifically, the Young’s modulus was obtained by 
simulating the deformation of the network using four dif-
ferent strain rates at temperatures spanning the Tg. It 
was found that the Young’s modulus could be collapsed 
onto a master curve. The resulting computational master 
curve shows reasonable agreement with the experi-
mental master curve of the storage modulus.[18] Further, 
the computational and experimental aT-T trends show 
excellent agreement. However, Young’s modulus and 
other quantities that rely on the virial stress tensor are 
subject to large statistical fluctuations, and hence, a rela-
tively high degree of uncertainty.[1]  

Conversely, microscopic quantities, such as the mean 
squared displacement (MSD) of the atoms, can be accu-
rately calculated using atomistic MD simulations with far 
less uncertainty. Nevertheless, in the available literature 
on atomistic MD simulations, reports of such MSD trends 

in a cross-linked epoxy network that extend beyond one 
nanosecond are rare.[3, 4, 19] Specifically, Lin and 
R. Khare[19] have provided a detailed analysis of the local 
translational dynamics of select atoms across the Tg.  

Using their approach as a base, in this work, we have 
characterized the dynamics of our model[9] for the 
Epon 1001F/4,4’-DDS system. Our model is more than 
25 times larger than theirs[19] because of advances in the 
available computational power over the last decade. Ad-
ditionally, our system has been extensively character-
ized experimentally.[14-16, 20] These two factors have ena-
bled us to characterize the local translational dynamics 
of the system with less uncertainty and at significantly 
longer timescales which proves advantageous for inte-
grating our findings with experiment. 

The remainder of the paper is organized into four sec-
tions. In Section 2, we describe the relevant details of 
the methods that were used here. Specifically, we pre-
sent details about the chemistry of the polymer network, 
the molecular model for the epoxy network, and the sim-
ulation and analysis techniques. While all the necessary 
details are included here, the context provided by our re-
cent work[9] would likely be useful to the reader. The re-
sults and discussion in this work involve two principal 
findings. For their effective presentation, the two find-
ings are presented and discussed separately in Sec-
tions 3 and 4.  

In Section 3, we focus on the results and discussion of 
the local translational dynamics from the atomistic MD 
simulations. We discuss the temperature trends of the 
MSD and the time-scaling exponent. These trends are 
then comparatively analyzed with the volumetric behav-
ior from our recent simulation work.[9] In Section 4, we 
present the superposition of the MSD and the exponent 
trends, and then make a quantitative comparison of the 
resulting computational master curves with the experi-
mental creep compliance from the literature. Finally, we 
summarize our findings in Section 5. 

2. Methods 
2.1 Network Chemistry  

The Epon 1001F/4,4’-DDS system studied here is 
formed by the polycondensation of epoxy monomers and 
aromatic diamine cross-linkers in the stoichiometric ra-
tio of 2:1. The monomer is Epon 1001F,[12, 13] and the 
cross-linker is 4,4’-diaminodiphenyl sulfone (4,4’-DDS). 
(see Figure 1) This network chemistry was chosen due 
to the availability of experimental data in the litera-
ture[14-16, 20]. The experimental values of Tg range from 
399.3 K to 407.3 K,[15, 16] while the computational values 
range from 489 K to 556 K.[9] Both experimental and 

 
Figure 1. Chemical Structure of (a) Epon 1001F and (b) 4,4’-DDS units in the network. We selected two sets of atoms for analysis: (i) central C 

atoms and (ii) cross-link N atoms, which are highlighted by red- and blue-colored circles, respectively. 
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computational values show a strong dependence on 
qcool.[9] 
2.2 Force-Field and Simulation Parameters 

All simulations were performed using the Large-scale 
Atomic/Molecular Massively Parallel Simulator 
(LAMMPS) simulation package.[21] The molecular models 
were described by the all-atom general AMBER force 
field (gAff).[22-24] The partial charges on atoms were cal-
culated by the Austin Model 1 with bond charge correc-
tion (AM1-BCC) method.[25-27] The van der Waals (vdW) 
interactions were truncated at 9 Å, and the residual was 
accounted for using tail corrections.[28] The short-range 
pairwise Coulombic interactions were directly calcu-
lated up to 9 Å, and the long-range interactions were cal-
culated using the particle-particle particle-mesh (pppm) 
method.[29] Isothermal-isobaric conditions were main-
tained using the Nosé-Hoover[30-32] thermostat and bar-
ostat. The pressure was maintained at 5 MPa. This value 
of pressure was used during the vsp-qcool analysis[9] to 
match experimental conditions,[15] and we have main-
tained the same pressure here. Bonds and angles con-
taining hydrogen atoms were constrained by the 
RATTLE algorithm.[33, 34] A time step of 1 fs was used 
throughout the simulations. These details are identical to 
recent work[9] and are also similar to previous works on 
cross-linked epoxy networks in the literature.[3-5, 8, 9, 18, 19, 

35-38] 
2.3 Model Structures of the Network 

We used the model structures that were prepared in 
our recent work.[9] We briefly recapitulate some of the 
relevant details for the sake of completeness. Five inde-
pendent replicas, each containing about 212 139 atoms, 
were prepared.[9] The preparation strategy started with 
a model of an equilibrated reaction mixture that con-
tained a stoichiometric mixture of the epoxy monomer 
(1458 molecules) and the cross-linker (729 molecules) 
in a simulation box. The typical experimental time-
scale[14, 39] of network formation (curing) by the conden-
sation polymerization of the reactants is inaccessible by 
simulations. Hence, the network formation for the mod-
els was emulated by combining the simulated anneal-
ing[6-8, 40] (SA) method and the directed diffusion[5] (DD) 
method.[9] 

The SA method was reported in 1983 for solving opti-
mization problems such as the traveling salesman prob-
lem (TSP).[6, 40] The connectivity sequence of the reac-
tants can be framed as a TSP, and then the SA method can 
be used to obtain a reasonable solution for the sequence, 
such that the sum of the distances between the reactants 
is minimized. This strategy was first used[7] to obtain 
model structures of polystyrene and was later ex-
tended[8] for creating models of epoxy networks. Subse-
quently, it has been used for the study of various epoxy 
network chemistries.[18, 36, 38] 

After obtaining a reasonable solution for the connec-
tivity sequence of the reactants, the distances between 
the neighbors still exceeds the gAff prescribed bond 
length. The DD[5] method can be used to accelerate the 
process of the relaxation of these distances while retain-
ing the topological integrity of the reactants. In the 

method, weak harmonic springs are used to couple the 
reacting atoms, and the parameters of the spring are gen-
tly adapted to the appropriate gAff bond parameters in a 
series of relatively short MD simulations at temperatures 
drastically higher than the Tg of the network.[5] Thus, the 
diffusion of the reactants in the simulation box is di-
rected in response to the applied spring forces. Unlike 
Brownian diffusion, directed diffusion is extremely 
rapid, and the high value of the simulation temperature 
rapidly relaxes the overall topology of the model. The DD 
method can be conceptualized as a type of steered mo-
lecular dynamics (SMD) simulation.[41] The topological 
parameters of the model containing these diffused reac-
tants are then altered according to that prescribed by the 
gAff, which completes the network formation process. 
The distribution of the bonds, angles, and the dihedrals 
within the network can then be assessed to validate the 
topological integrity of the model. 

After employing the SA and the DD method in our re-
cent work,[9], the five replicas of the model were equili-
brated at a high temperature of 820 K. These model 
structures were then cooled from that temperature in 
the rubbery state to a low temperature of 140 K in the 
glassy state using temperature steps of 5 K. At each tem-
perature step, a constant number of particles, pressure, 
and temperature (NPT) simulation was performed. The 
duration (tcool) of the simulation at each temperature 
step determined the qcool. At the end of each temperature 
step, the snapshot of the model was saved. This proce-
dure was repeated for each of the five replicas at each of 
the five qcool values. 
2.4 Simulation and Visualization 

We began all the simulations here using snapshots 
from the slowest cooling rate (qcool = 5.556 × 109 K s−1) 
temperature series. The value of Tg at this cooling rate is 
489 ± 1.0 K. Constant NPT atomistic MD simulations 
were performed for a duration of 55 ns at 13 different 
values of temperature (T), specifically [350, 400, 450, 
475, 500, 525, 550, 575, 600, 650, 700, 750, and 800] K. 
The corresponding T/Tg values are 0.72, 0.82, 0.92, 0.97, 
1.02, 1.07, 1.12, 1.18, 1.23, 1.33, 1.43, 1.53, and 1.64, re-
spectively. All five replicas were used for simulations, al-
together, resulting in 65 simulation trajectories. Coordi-
nates for the heavy atoms were saved at intervals of 
25 ps.  
2.5 Trajectory Analysis 

For analysis, we selected two sets of atoms: (a) the 
three central carbon atoms of the Bisphenol A moieties 
in the Epon 1001F units; and (b) the nitrogen atoms of 
the 4,4’-DDS units in the network (see Figure 1). 
Throughout the remainder of the text, these sets of at-
oms are correspondingly referred to as the CC atoms and 
the XN atoms. As described in prior work,[19] it is reason-
able to expect the CC and XN atoms to show relatively 
fast and slow dynamics in the network, respectively. Of 
the two molecular units in the network, the CC atoms are 
on the longer and more flexible epoxy monomer. In con-
trast, the XN atoms are the cross-linking sites in the net-
work, which are bridged by the rigid 4,4’-DDS units. For 
qualitative comparison, the dynamics of the CC and XN 
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atoms in this work can also be mapped to the dynamics 
of the middle monomers and cross-links of model poly-
mer networks studied using coarse-grained MD simula-
tions by Duering, Kremer, and Grest.[42] 

Quantitatively, we characterized the length of the mo-
lecular units by calculating the root-mean-square end-
to-end distance (Re), while their flexibility was charac-
terized by calculating the root-mean-square deviation 
(δRe) from the corresponding Re. Each value and its cor-
responding distribution are very weakly dependent on 
the temperature and are identical in both the uncross-
linked melt and the polymer network. At 800 K, the 
Re ± δRe values for the Epon 1001F and the 4,4’-DDS 
units is 26 ± 8 Å and 9.3 ± 0.7 Å, respectively. Thus, our 
characterization of the monomer as “longer” and more 
“flexible” than the cross-linker in this text is only valid on 
a relative basis.  

We used the rerun command in LAMMPS[21, 43] to cal-
culate the MSD trends of the atoms. Calculations were re-
peated for each trajectory using 101 windows,[44, 45] each 
moved by 50 ps from the previous window. The average 
MSD trend for the two sets of atoms at each temperature 
was calculated for a total duration of 40 ns. Finally, the 
overall average trends and their standard deviations 
were calculated using the trends for each of the five rep-
licas. Thus, a given data point in the MSD trend com-
prises an average of 2 208 870 and 736 290 individual 
values for the CC and the XN atoms, respectively.  

The time-scaling exponent (m) of the dynamics is 
equal to the local slope of the log-log MSD trends. Since 
the differentiation of data sets amplifies the noise and in-
troduces artifacts, the exponent was calculated using 
three different approaches: (a) analytical differentiation 
of quintic smoothing spline approximation of the MSD 
trends, (b) analytical differentiation of polynomial curve 
fits of the MSD trends, and (c) the numerical differentia-
tion using the finite difference approximation of the 
moving block averaged MSD trends.  

At each temperature, the three approaches were used 
for the trends of each replica, and average and uncer-
tainty values were obtained. The m-t trends for the three 
approaches were then compared with each other and 
successfully validated between 0.05 ns and 20 ns. Be-
yond this range, the three approaches introduced differ-
ent artifacts, and the uncertainty of the slopes was too 
high for any productive analysis. Here, we have only pre-
sented the results of the first approach. The findings of 
our work are neither qualitatively nor quantitatively af-
fected by the use of the other two approaches. 

“Error bars” in the figures or uncertainty associated 
with quantities in the text reflect the “standard error of 
the mean” for the five model structures. If not shown, the 
size of the error bars is smaller than the size of the sym-
bols or lines. Lastly, the WebPlotDigitizer[46] software 
was used to extract the necessary data from the litera-
ture.[14-16] 

3. Results and Discussion of Local 
Translational Dynamics from Simulation 
3.1 Temperature Trends of Dynamics 

The 13 temperature trends of the MSD and the time-
scaling exponent are shown in the four parts of Figure 2. 
The MSD vs. time trends for the CC and XN atoms are 
shown in Figures 2a-b (log-log scale), and the time-scal-
ing exponent trends for the sets of atoms are shown in 
Figures 2c-d (linear-log scale). The range of time is 
about 3.2 orders of magnitude, and the T values range 
from 350 K to 800 K (0.72Tg to 1.64Tg).  

The two sets of atoms show broad qualitative similar-
ity in dynamical behavior as can be seen in the figure. 
This qualitative similarity can be attributed to the fact 
that the overall dynamics of the cross-linked network is 
tightly coupled. The MSD values increase monotonically 
with both increasing time and temperature. The values 
vary by roughly 2.5 orders of magnitude from about 
0.5 Å2 to more than 100 Å2. As expected, the CC atoms are 
consistently more mobile than the XN atoms.  

The time-scaling exponent ranges from about 0.04 to 
0.5. Such sub-diffusive behavior is expected for polymer 
networks in all dynamical regimes. Unlike the MSD 
trends, the exponents show non-monotonic behavior 
with time/temperature. While the trends at the lowest T 
values show a monotonic increase, the trends at the high-
est T show a monotonic decrease. The trends for inter-
mediate temperatures show an increase to a peak, fol-
lowed by a decrease.  

Based on their overall characteristics, the trends can 
be distinguished into three types. These characteristics 
vary with the T/Tg value of the trends. The time-scale of 
the step-wise cooling is less than that of the dynamics, 
and trends cannot be trivially identified as correspond-
ing to the glassy or rubbery states/regimes based solely 
on T/Tg values. Nevertheless, the evolution of the char-
acteristics is closely related to the glass transition. For 
each type, we discuss the MSD values, the corresponding 
length-scale (√MSD), and the exponent trends. 

(a) T/Tg < 0.95: For the three trends below 0.95Tg 
(350 K, 400 K, and 450 K), the MSD values range from 
0.4 Å2 to 4 Å2. The associated length scale is less than the 
vdW diameter of the carbon and nitrogen atoms,[47] as 
can be expected for temperatures below the Tg. For each 
trend, the MSD values increase by a factor less about 4 in 
the time range. Furthermore, the MSD trends show rela-
tively low dependence on time, with the exponents in-
creasing from about 0.04 to about 0.2 in a roughly linear 
fashion.  

The trends at 475 K (0.97Tg) are at the cusp between 
types and based on the slopes have different character-
istics for the two sets of atoms. For the CC atoms, the 
slope is more clearly self-similar to the next set of higher 
temperature trends, while for the XN it is more clearly 
similar to the lower temperature trends. 

(b) 1 < T/Tg < 1.2: For the three trends in this range 
(500 K, 525 K, and 550 K), the MSD values range from 
1 Å2 to 35 Å2. The associated length scale increases to 
molecular values but is less than the Re of the 4,4’-DDS 
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units (9.3 Å). Each trend is characterized by a character-
istic upturn in the slope, indicating a crossover to a 
sharper time-dependence. In this range, the exponents 
increase from about 0.2 to a peak value of about 0.5. The 
crossover points occur at increasingly earlier values of 
time with increasing T. For each trend, the MSD values 
increase by a factor between about 5 and 20 over the 
time range, and the factor increases consistently with in-
creasing T.  

Again, the trends at 575 K lie at the cusp between the 
two types and show different behavior for the two sets 
of atoms. The slope trends for the CC atoms exhibit a 
long-time point of inflection (but without a maximum) 
indicating the start of a transition to a declining time-de-
pendence. The trends for the XN have only a slight hint 
of a long-time inflection and remain more self-similar to 
the lower temperature trends.  

(c) T/Tg > 1.2: For the five trends in this range 
(T ≥ 600 K), the MSD values range from about 4 Å2 to 
160 Å2. The associated length scale greatly exceeds the 
Re values of both the monomer and the cross-linker. For 
each trend, the MSD values increase by a factor between 
about 10 and 20. However, in contrast to the previous 
two types, this factor consistently decreases with in-
creasing temperature. Also, in contrast to the previous 
two cases, the exponent shows non-monotonic time-de-
pendence and decreases after reaching a peak value of 

about 0.5. The exponent trends attain a peak earlier with 
increasing values of T. The five MSD trends begin to plat-
eau subsequently at longer times. The onset of the plat-
eau also appears to be earlier with increasing values of 
T.  

Altogether, the following picture emerges: At temper-
atures below Tg, the atoms of the network are trapped in 
molecular cages and vibrate about their mean position. 
With increasing temperatures, the atoms break free from 
the molecular cages and explore the available conforma-
tional space with increasing vigor and the values of the 
MSD and the exponent increase sharply.  

As the length scale of the dynamics begins to exceed 
the size of the cross-linker, the atoms become sensitive 
to the cross-linked nature of the matrix and trigger the 
constraints imposed the covalent cross-links. Hence, the 
time-dependence of the MSD decreases with both in-
creasing time and increasing temperatures. At this point, 
the atoms continue to remain highly mobile. However, 
having exhausted the available conformational space, 
which is limited by the topology, this mobility does not 
lead to an increase in the values of the MSD, which at-
tains a plateau. This phenomenon is referred to as topo-
logical localization. 

Having discussed the similar qualitative behavior of 
the MSD and exponent trends of the two sets of atoms as 

 

 
Figure 2. (a) and (b): MSD (<r2>) vs. t of CC atoms and XN atoms, respectively (log-log axis). Tg is 489 ± 1 K. Two lines with slopes of 0.17 and 0.5 
are shown as a guide for the eye. Uncertainty is less than the thickness of the line. (c) and (d): Time-scaling exponent (m) of (c) CC atoms and (d) 

XN atoms (linear-log axis). The appropriate axes of the four parts are common to facilitate comparison. 
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a function of temperature, we now focus on the quantita-
tive differences in the dynamical behavior between the 
two sets of atoms. The differences have two aspects. 
Firstly, the CC atoms are more mobile than the XN atoms 
at all temperatures by an average factor of about 1.6. 
This finding can be explained by the fact that the XN at-
oms are the cross-linking sites, while the CC atoms are 
situated along the backbone of the somewhat more flex-
ible monomer. If the relative difference in the mobility of 
the two sets was uniform at all temperatures, the ratio of 
their MSDs would be constant, and their time-scaling ex-
ponents essentially identical.  

However, as can be seen for the time- and tempera-
ture-trends in the ratio of the MSD trends of the CC to the 
XN atoms shown in Figure 3, this is not the case. Simi-
larly, a comparison of Figures 2c-d shows important dif-
ferences between the time-scaling exponent trends for 
the CC and XN atoms.  

At two lowest temperatures, the ratio is roughly con-
stant throughout the range in time, and the exponent 
trends for the two atoms are very similar. As the T ap-
proaches Tg, the ratio shows a sharp increase. Corre-
spondingly, while the exponent trends for both the at-
oms begin to show an upturn, the exponent for CC atoms 
is consistently higher than the XN atoms. Specifically, the 
difference in the exponent trends of the two atoms at 
temperatures of 475 K, 500 K, and 525 K (0.97Tg, 1.02Tg, 
and 1.07Tg) is especially striking. At these temperatures, 
the exponent trends for the CC atoms show sharper up-
turns than those for the XN atoms. The MSD ratio reaches 
a peak value of about 1.85 at 525 K. While more subtle, 
at higher temperatures, the exponent trends of the CC at-
oms begin to decline slightly in advance than that of the 
XN atoms, and at the highest temperatures, the trends for 
the two sets are essentially indistinguishable. Accord-
ingly, the MSD ratio declines to a constant value of about 
1.5, just as the MSD trends in Figure 2 show evidence for 
topological localization. 

Altogether, these differences suggest that (1) CC at-
oms are consistently more mobile than the XN atoms and 

that (2) during the glass transition, CC atoms have a 
higher propensity to be mobile than the XN atoms. This 
difference in the MSD ratio and the time-scaling expo-
nent in the vicinity of Tg can be attributed to the differ-
ence in the topology for the two sets of atoms. We refer 
to this difference as the Topology-Induced Asynchronous 
Dynamics (TIA), which will be discussed in greater detail 
later. 
3.2 Comparison with the Literature 

Our observations are consistent with the available lit-
erature. Firstly, we focus on the atomistic MD simula-
tions of an epoxy network by Lin and R. Khare,[19] which 
appears to be the only work in the literature that has sys-
tematically studied the dynamics of the network in the 
vicinity of the Tg using atomistic MD simulations. Despite 
differences in network chemistry, we see the following 
points of agreement: 
(a) The MSD trends for the CC and XN atoms show qual-

itative resemblance.  
(b) CC atoms are more mobile than XN atoms by a factor 

of 1.3, compared to an average of 1.6 seen by us. This 
difference can be attributed to the difference in the 
network chemistry since their monomer is signifi-
cantly shorter and more rigid than that in our system. 

(c) The time-scaling exponent shows two sub-diffusive 
regimes that vary from about 0.2 to a peak value of 0.5. 

(d) The crossover between the two regimes occurs at an 
earlier time with an increase in the temperature. 
However, they did not observe the expected plat-

eauing due to topological localization that was seen by 
us. We believe that this lack of observation can be at-
tributed to the limited range in temperatures above Tg 
investigated by them since they studied a smaller tem-
perature span (0.88Tg to 1.3Tg) compared to us (0.72Tg 
to 1.6Tg). Furthermore, since our model structures were 
larger by a factor of 25 than theirs, we were able to notice 
distinct trends in the time-scaling exponents and the ra-
tio of the MSDs due to the drastically reduced uncer-
tainty. 

Duering, Kremer, and Grest[42] studied the local trans-
lational dynamics of a coarse-grained polymer network 
with four different monomer lengths at a single temper-
ature above Tg. The MSD trends for the monomer and the 
cross-linking point showed qualitatively similarity, with 
the former having greater mobility than the latter by a 
factor of about 1.6, similar to that seen here. In agree-
ment with our work, they observed a time-scaling expo-
nent of about 0.5 (Rouse-like scaling) for both sets, be-
yond which topological localization occurred. From their 
work, it can also be seen that for the highest monomer 
chain length, the exponent of 0.5 was seen for more than 
one decade in time before the onset of localization.  

A somewhat longer sub-diffusive region with an expo-
nent of 0.5 was seen by Kenkare et al.[48] for networks 
with even longer chains, and thus, the evolution toward 
localization even was slower than that seen by Duering, 
Kremer, and Grest.[42] Indeed, the limiting case for longer 
chains is an unentangled polymer melt that shows 
Rouse-like scaling (t0.5) indefinitely.[49] All these coarse-

 
Figure 3. (a) MSD ratio of the CC atoms relative to the XN atoms 

vs. temperature (T). All values are greater than unity showing that 
the CC atoms have greater mobility than the XN atoms. However, 

the enhancement is not uniform. 
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grained simulation results agree with theoretical predic-
tions of Vilgis and Heinrich[50] that network atoms would 
show Rouse-like scaling at short time-scales and topo-
logical localization at long time-scales. 

The interpretation of the time-scaling exponent of 0.5 
as Rouse-like is based on the assumption that the dynam-
ics of the monomer between the covalent cross-links is 
conceptually equivalent to the entanglement of polymer 
chains. Thus, Rouse-like dynamics would be seen in the 
rubbery state before the onset of topological localization 
(or in the case of entangled chains, Reptation dynamics), 
provided the monomer behaves sufficiently like a Gauss-
ian chain. For the Epon 1001F/4,4’-DDS system, this is 
clearly not the case. The root-mean-square radius of gy-
ration (Rg) of the Epon 1001F unit is 9.7 Å, while the Re 
value is 26 Å. The ratio of Re/Rg for Epon 1001F is signif-
icantly higher than that for Gaussian chains (2.68 instead 
of √6 or 2.45). Comparing the Re value and Re/Rg ratio of 
Epon 1001F with n-alkanes, the monomers behave 
roughly like Hexatriacontane (n = 36) molecules.[51] De-
spite being somewhat flexible, such short monomers 
chains are distinctly non-Gaussian. For n-alkanes, the es-
timates for the crossover to Gaussian behavior has been 
estimated to be for n greater than 100; roughly three 
times the size of the Epon 1001 molecule.  

While the Rouse model is not applicable for the net-
work in the present study, the coarse-grained networks 
studied by Duering, Kremer, and Grest[42] are based on a 
flexible bead-spring model,[52] which lacks both torsional 
and bending forces, and shows Rouse-like behavior even 
for the shortest monomer chain of 12 beads. While our 
findings show many points of agreement with the results 
of the coarse-grained models and theory, performing a 
direct mapping of the results is problematic.  

Our models have chemical details that include the for-
mation of hydrogen bonds, realistic potentials for the 
conformations of the angles and dihedrals, and cohesive 
interactions due to partial charges on the network at-
oms. These details impose severe restrictions on the lo-
cal translational dynamics of the atoms. Furthermore, 
since our models undergo glass transition in the studied 
temperature span, the comparison of the time-scaling 
exponents with theory becomes even more complicated. 
3.3 Comparative Analysis of Dynamic and Volumet-
ric Properties 

Based on the observations of Figure 2, the possibility 
of superposing these trends to form master curves is vis-
ually evident. However, the superposition of MSD trends 
at atomic length scales appears to be uncommonly per-
formed, and in the literature, we have only found one re-
cent experimental result for an entangled linear polymer 
in the rubbery state.[53] Furthermore, the application of 

the TTS principle is associated with many pitfalls that 
can mask poor superposition and yield results that are 
erroneous by multiple decades.[17] Hence, we have sub-
jected the trends in Figure 2 to a comparative analysis 
with the volumetric behavior from our recent work.[9] 

As discussed in Section 2.3, the duration (tcool) of the 
simulation at each temperature step of 5 K was varied to 
study the vsp-T trend at five qcool values (see Table 1). In 
Figure 4a, we plot the trends for the slowest three cool-
ing rates. The tcool values for the two faster ones are in-
sufficient for comparison. In the same figure, we also 
show the rubbery equation of state from simulation 
(EoS) and the experimental trend from the literature.[16] 
Assuming a constant coefficient of volumetric expansion 
in the rubbery state, the EoS was obtained by fitting the 
vsp-T at T > 700 for the slowest cooling rate trend.[9] The 
excellent agreement between the experimental trend[16] 
and the prediction by the EoS can be seen. 

Using the EoS as a reference, we calculate Δvsp for the 
three trends as a difference between each simulation 
trend and the EoS trend. These trends are shown in Fig-
ure 4b. At high temperatures, the values of Δvsp for the 
three trends are negligible. This behavior is characteris-
tic of the rubbery state, where the vsp-T trend is cooling 
rate-independent and corresponds to thermodynamic 
state points.[9] Above a cooling rate-dependent tempera-
ture of T1, the material is in the rubbery state. Below T1, 
the Δvsp values become finite, and the models are out of 
equilibrium. At and below the T1, the duration of the sim-
ulation at each temperature step for the corresponding 
cooling rate is insufficient to relax the model to equilib-
rium. The Δvsp values gradually increase as the values of 
temperature decrease toward Tg, below which the in-
crease is significantly sharper. The values of both T1 and 
Tg were obtained from volumetric properties in our re-
cent work (see Table 1).[9]  

Since at T1, a simulation duration of t1 is exactly suffi-
cient for the models to reach equilibrium in response to 
a temperature perturbation, it can be reasonably ex-
pected to find a dynamical signature for rubbery behav-
ior at a temperature of T1 and at time t1 using Figure 4. 
The temperature trend in the time-scaling exponent at 
time t1 is shown in Figure 4c. Here, we use the average 
exponent for the two sets of atoms, and the difference be-
tween the two is shown as the thickness of the lines.  

In all three figures, dashed lines for three values of T1 
and markers for the ordinate values of the figures at Tg 
are shown. The results are summarized in Table 1. The 
time-scaling exponent of the MSD trends is about 0.47 at 
the epoch of the rubbery state for all of the three cooling 
rates.  

Table 1. Comparison of the volumetric and dynamic properties at three cooling rates. Also presented in Figure 4. 

Name Cooling rate 
(GK s-1) 

tcool 

(ns) 
Tg 

(K) 
Exponent 

at Tg 
T1 

(K) 
Exponent 

at T1 
Slow—1× 5.556 0.9 489 ± 1.0 0.2 620 0.47 

Medium—3× 16.67 0.3 501 ± 1.8 0.2 660 0.47 

Fast—9× 50.00 0.1 516 ± 3.1 0.21 710 0.47 
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Below T1, the exponent sharply drops as can be seen 
in Figure 4c. The exponent at Tg is 0.2 and appears to be 
cooling-rate independent, the theoretical basis for which 
is unclear. Below the Tg, the dependence of the exponent 
on temperature is somewhat reduced. At T2, we had pre-
viously seen that the slope of the vsp-T trends become 
temperature independent in agreement with experi-
ment. The values of the exponent at these temperatures 
varies between about 0.1 and 0.13, and show qcool de-
pendence. 

From a comparative analysis of the volumetric prop-
erties of our recent work[9] and the dynamic properties 
of the present work, the values of the exponent at T1 and 
Tg are thus ascertained. It should be noted that unlike 

first-order phase transitions, the glass transition is sub-
stantially gradual, broad, and smooth, especially at sim-
ulation time-scales.[9] We take a utilitarian approach for 
the identification of specific values of the exponent as dy-
namic signatures for states or regimes. Such an analysis 
provides us with a firmer footing for the subsequent su-
perposition of the MSDs and the integration of atomistic 
simulation and experiment. Since the current work is the 
first such effort of its kind, considerable further work on 
other systems is essential to generalize our findings, par-
ticularly for the exponent at Tg.  

4. Integration of Simulation and 
Experiment using Superposition 
4.1 Time-Temperature Superposition 

As discussed in the Introduction, the TTS principle 
has already been invoked for this system both computa-
tionally[9] and experimentally for volume-rate depend-
ent processes.[14-16] From the discussion in the previous 
section, the prospect of superposing the MSD and the ex-
ponent trends of the CC and XN atoms shown in Figure 2 
is evident. Now, we discuss the application of the TTS 
principle to both the MSD and the time-scaling exponent 
trends shown in Figure 2. 

The superposition of atomic MSD trends appears to be 
an uncommon application of the principle. We have 
found one recent work that superposed the MSD trends 
of polymer segments in a highly entangled melt of a lin-
ear polymer.[53] While superposition of the time-scaling 
exponent of the local dynamics does not appear to have 
been discussed before, the extension of the principle can 
be anticipated based on the superposition of the MSDs. 
Firstly, in a thermorheological simple material, the dy-
namical regime (which is quantified by the time-scaling 
exponent) at an equivalent reduced time should be the 
same regardless of the temperature of the component 
trend. Secondly, collapsing two or more trends onto a 
smooth master curve requires both the coincidence of 
trends and their first derivative. 

A practical guide for TTS is available in the litera-
ture.[17] While this guide does not directly cover the su-
perposition of MSDs trends, significant guidance can be 
inferred. We use the following relationships to perform 
the superposition of the MSD trends:[17, 54] 

<r 2(Tref , t/aT)> = 𝑏𝑏𝑇𝑇 <r 2(T , t )> (1) 
<m (Tref , t/aT)> = <m (T , t )> (2) 

where <r 2(T , t )> is the MSD trend, <m (T , t )> is the 
time-scaling exponent trend, aT and bT are the time-shift 
and vertical-shift factors, respectively, and Tref is a con-
venient reference temperature. The quantity t/aT is com-
monly referred to as the reduced time, which accounts for 
the effect of the acceleration (or deceleration) of the vis-
coelastic processes at temperatures higher (or lower) 
than Tref. With the appropriate aT-T and bT-T trends, 
equations 1and 2 transform the MSD and the exponent 
trends at a spectrum of temperatures to master curves 
that relate the reduced MSD and the time-scaling expo-
nent with the reduced time at the reference temperature, 
respectively. The significance of the aT-T and bT-T trends 
are discussed in Sections 4.7 and 4.8, respectively. 

 
Figure 4. (a) Specific volume (vsp) vs. temperature (T) trends for 

three simulation cooling rates (Khare and Phelan 2018), rubbery 
equation of state (EoS), and experiment (Bero and Plazek 1992). 

(b) Deviation of simulation trend from EoS can be used to find T at 
onset of departure from equilibrium (T1). (c) Trend of time-scaling 

exponent (m) at time corresponding to the cooling rate. 
Uncertainty is about or less than the thickness of the lines or 

markers. 
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Empirically, we started with the MSD and the expo-
nent trends at 500 K. At this temperature, the value of aT 
was estimated from the cooling rate dependence of sim-
ulation Tg[9] by interpolation. We used a reference tem-
perature of 403.2 K, which is consistent with our recent 
work[9] and the literature.[14-16] Analytically calculated[17] 
values of bT were used to obtain the vertical-shifts of the 
MSD trends, as is described in greater detail later. The 
time-scaling exponent trends do not require vertical 
shifting, which enables an independent validation of suc-
cessful superposition. Each MSD and exponent trend at a 
higher temperature was then shifted by an additional 
factor to form two continuous curves. The time-shift fac-
tor used for both the MSD and the exponent trends were 
identical at all temperatures. 

This process was repeated till all the MSD and expo-
nent trends for temperatures above Tg [500, 525, 550, 
575, 600, 650, 700, 750, and 800 K] formed two smooth 
master curves. In order to unmask any thermorheologi-
cal complexity, firstly we visually checked for successful 
superposition using both the log-log scales and linear-log 
scale.[17] Secondly, while the time-scaling exponent 
trends have somewhat higher uncertainty, these expo-
nents do not require any vertical-shifting. Hence, their 
superposition is a more stringent test for complexity, es-
pecially since the exponent curves have extensive fea-
tures, such as points of inflection and maximum. 

For the four temperature trends below the Tg [350, 
400, 450, and 475 K], both shift factors were determined 
empirically. First, the time-scaling exponent trends were 
shifted to obtain the aT trend, since they did not require 
vertical-shifting. The bT trend was then obtained by su-
perposing the MSD trends. The progressive shifting of 
the curves can be seen in the SI video. This protocol was 
performed for both sets of atoms using the same aT-T and 
bT-T trends to form two master curves each for the MSD 
and the exponent trends. 

In Figure 5, these results are presented as a montage 
where we compare the computational MSD master 
curves, time-scaling exponent master curve, and experi-
mental creep compliance for the same system. The figure 
is broken into four parts. In Figure 5a, we show the in-
dividual component MSD and exponent trends that com-
pose the master curves for the CC atoms—the trends are 
vertically offset to illustrate the quality of the superposi-
tion effort. The component trends for the XN atoms dis-
play a similar high quality. Figure 5b displays the full 
master curves for the shifted MSD vs. reduced time for 
both sets of atoms, which is the second significant find-
ing. In Figure 5c, we plot the time-scaling exponent (m) 
vs. reduced time and use this time-dependence to define 
transitions in material behavior (Section 4.3). In the 
same figure, we show the ratio of the reduced MSD val-
ues of the CC to the XN atoms. Finally, in Figure 5d for 
the comparison (Section 4.4), we show the experi-
mental creep compliance master curve for the same sys-
tem reported by Bero and Plazek.[16] All four of these 
panels are vertically stacked with a common time axis 
(the reduced time) and at the same value of Tref. We 
break this montage down point-by-point in the subse-
quent sections to form an integrated understanding of 

the relationship between the atomic-scale molecular mo-
tions and the macroscopic material behavior in the re-
duced time-space as it transitions from the glassy to the 
rubbery regime.  
4.2 MSD Master Curves  

As can be seen in Figures 5a-b and the SI video, excel-
lent superposition of the MSD trends is seen for both the 
sets of atoms. Each master curve in Figure 5b is com-
posed of the MSD trends from Figures 2a-b; slopes of 
0.17 and 0.5 are also shown in the figure as guides for the 
eye. While the MSD trends in the entire range appear to 
superpose successfully, the time-scaling exponent trend 
unmasks some complexity at very short times 
(t < 0.25 ns) in the transition regime, as will be discussed 
in the next section. We observe that large sections of the 
13 trends become indistinguishable from their neigh-
bors as a result of the superposition. Both the CC and XN 
atoms were superposed with identical shift factor 
trends. For seven out of the ten decades in the range 
(102 s to 109 s), three or more MSD trends can be seen to 
overlap on the master curves at each point. The collapsed 
master curve is smooth and continuous in both the log-
log and the linear-log scale, which is a recommended test 
for detecting complexity.[17] Furthermore, it can be ob-
served that the exponents of the individual MSD trends 
change appreciably.[55] All these factors lend confidence 
to our superposition effort.  

It is also observed that the master curves for the two 
sets of atoms bear a strong qualitative resemblance. This 
resemblance is expected, since the units form a highly 
cross-linked network and the translational dynamics of 
all the atoms are tightly coupled. However, there are 
some essential quantitative differences that we men-
tioned in Section 3.1.1, and we discuss further in Sec-
tion 4.6. Quantitatively, averaged over the two curves, 
the reduced MSD values range from about 0.7 Å2 to 
213 Å2. The t/aT values of the master curves range from 
about 10-1 s to more than 109 s. Thus, the superposition 
enables us to extend our data to a macroscopic timescale.  
4.3 Time-Dependence of the Master Curves 

The time-scaling exponents previously shown in Fig-
ure3c-d also formed smooth and continuous master 
curves with the same aT-T trend as that for the two MSD 
master curves. However, we detected that the eight of 
the trends at intermediate temperatures (450 K ≤ T 
≤ 650 K) superpose less satisfactorily in the first decade 
(t ≤ 0.25 ns), but still show excellent superposition in the 
subsequent 2.2 decades. Accordingly, the trends for the 
MSDs and the exponents were truncated for creating the 
master curves. This ability to detect complexity demon-
strates the value of using the exponent trends for valida-
tion of the superposition. For the CC atoms, the quality 
can be visualized in Figure 5a, where the untruncated 
component trends have been vertically offset. TTS of the 
exponents is a stringent test for successful superposition 
for three reasons: (a) the exponents do not require ver-
tical-shifting, (b) the first derivative of the MSDs is a far 
more sensitive test for smoothness rather than visually 
inspecting the MSD master curve, and finally (c) the ex-
ponent trends have far more features.[55]  
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Since the MSD master curves for the two sets are now 
available, we could reduce the uncertainty in the expo-
nent master curves by calculating the first derivative of 
the MSD master curves, as was described for the MSD 
trends in Methods. The exponent master curves derived 
from the MSD master curves were compared and found 
to be identical to the exponent master curves con-
structed from the individual components. 

A plot of the resulting time-scaling exponent (m) vs. 
t/aT for both sets of atoms is shown in Figure 5c. The 
trend for either set show broadly similar behavior: (1) an 

initial region of gradual increase terminating at an inflec-
tion point, (2) a central region of first rapid increase and 
then decay terminating at a maximum, and (3) a final re-
gion of rapid decrease reflecting the onset of the locali-
zation plateau in the MSD trends.  

As seen in Section 3.1.3 for the temperature trends, 
while the trends for the two sets of atoms are similar, it 
is also evident that they are slightly out of phase. Both 
the inflection and the maximum points for the CC atoms 
finitely precede those of the XN atoms. The values of the 
reduced time at the inflection points and the maximums 

 
Figure 5. (a) Vertically-offset MSD and exponent trends vs. reduced time from simulations to show quality of superposition. Temperatures (K) are 

labelled. (b) MSD master curves from simulation. (c) Time-scaling exponents from simulation. (d) Reduced creep compliance from experiment. 
Error bars are thickness of line, if not shown. Uncertainty estimates are not available for experimental data in (d). 
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for the two sets of atoms are shown in Table 2. The sig-
nificance of this phase difference is further discussed in 
Section 4.6. The values of m at the inflection points 
(0.17) and the maximums (0.5) for the two trends are 
about the same.  

The inflections points and the maximums seen in the 
simulations define transitions in the material behavior 
from the glassy to the rubbery dynamical regime. To il-
lustrate this, in Figures 5b-c (also extending into Fig-
ure 5d) we overlay two dashed vertical lines at the val-
ues of t/aT corresponding to the inflection points and the 
maximums for each of the two trends. The lines for the 
CC atoms are shown in red, while those for the XN atoms 
are shown in blue. As can be seen in the figures, the two 
inflection point lines and the two maximum lines are 
paired, and these pairs demarcate the boundaries be-
tween three distinct regimes of material behavior. Re-
gimes 1 and 2 are separated by the inflection points of 
the two m trends, while regimes 2 and 3 are separated by 
the two maximums.  

However, the separation between the two inflections 
points and two maximums for the different types of at-
oms show that the boundaries between these regimes 
are soft and that the transition is heterogeneous. It is ev-
ident that these regimes successively correspond to the 
glassy, the transition, and the rubbery dynamical behav-
ior. These softer criteria are more consistent with the be-
havior of glass-forming materials than the sharp criteria 
observed in first-order phase transitions. We have first 
presented a comparison of the parts of Figure 5. In the 
subsequent two sections, we have discussed the length-
scales associated with the regimes and the differences in 
the time-scaling exponent trends for the two sets of at-
oms. Such discussion provides additional validation for 
the existence of these soft boundaries. 
4.4 Comparison of Atomic Dynamics from Simulation 
and Creep Compliance from Experiment 

TTS has enabled us to extend our simulation data out 
to 109 s, which matches the timescale of the creep com-
pliance master curve of Bero and Plazek.[16] Thus, a quan-
titative comparison between the simulation and experi-
mental data sets is now possible, which is depicted in 
Figures 5b-d. Such comparison gives us an integrated 
view relating the atomic-scale motions and the macro-
scopic material behavior. We discuss this for the three 
regimes marked out in the previous section. 
4.4.1 Glassy Regime 

During the first few decades (10-1 s to about 102.3 s) in 
the reduced time, the signature of the glassy regime is 
observed in Figures 5b-d. Specifically, the average MSD 
values increase from about 0.7 Å2 to 2 Å2 (see Fig-
ure 5b). These relatively low values suggest molecular 
caging. In Figure 5c, the time-scaling exponent trends 
increase slightly from 0.1 to 0.17. Interestingly, the expo-
nents for the two atoms are essentially the same, sug-
gesting strong coupling in the dynamics. Correspond-
ingly, the experimental creep compliance master curve 
in Figure 5d shows low values typical of the glassy be-
havior and a similarly modest increase in its time-de-
pendence. 

4.4.2 Transition Regime 
Over the next roughly four decades (102.6 s to 106.5 s) 

in reduced time, a significant transition in the behavior 
of the network is observed in Figures 5b-d. (1) The av-
erage MSD values show a significant increase from about 
2 Å2 to 40 Å2; this is marked by a perceptible upturn in 
the MSD that is noticeable in Figure 5b inset at about 
105 s. (2) The time-scaling exponent (m) increases 
sharply from 0.17 to 0.5. Interestingly, the exponents of 
the two atoms diverge at the beginning of this regime 
and somewhat converge toward the end. (3) The experi-
mental creep compliance increases dramatically by a fac-
tor of about 25 and attains the rubbery plateau. This 
transition is especially appreciable in the inset to Fig-
ure 5d, which uses a linear-log scale.  
4.4.3 Rubbery Regime 

Finally, after about 106.7 s of reduced time, we see 
clear indications of rubbery behavior. The average MSD 
values increase sharply to molecular length-scales from 
about 40 Å2 to 200 Å2, as can be seen in the inset of Fig-
ure 5b. Subsequently, the curves show plateauing due to 
the topological localization. In Figure 5c, the time-de-
pendence is seen to peak and then decline due to the lo-
calization. Lastly, in Figure 5d, we see that the experi-
mental creep compliance trend remains steady at the 
rubbery plateau. 

Comparison of Figures 5c-d indicates that the molec-
ular origin of the onset of the rubbery plateau corre-
sponds to the point where diffusive behavior maximizes 
and then localizes at high terminal values of the MSD. At 
these elevated temperatures/long times, the molecular 
units of the network explore all available conformational 
space (see SI video). This view is also clearly consistent 
with the comparison to the volumetric data shown in 
Figure 4c. 
4.4.4 Topological Localization Plateau 

About a decade in the reduced time after the epoch of 
the rubbery behavior, the MSD master curves begin to 
noticeably plateau due to topological localization. The 
peak and decline in the values of the exponent in Fig-
ure 5c at the epoch of the rubbery regime indicate that 
to some degree, localization starts at this epoch, even 
though the effect on the reduced MSD trends are only 
gradually seen. Because of the highly cross-linked nature 
of the matrix, the atoms of the network quickly exhaust 
the limited conformational space available for sampling. 
Thus, even though the atoms are still highly mobile, the 
MSD trends plateau.  

For networks composed of Gaussian monomer chains, 
the localization plateau in the MSDs of the monomer is 
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related to the rubbery plateau in the compliance. In the 
case of the present system composed of non-Gaussian 
Epon 1001F monomers, the rubbery plateau in the com-
pliance begins with the peak in the MSDs and extends 
through the localization plateau; no corresponding 
change in the creep compliance is seen with the advent 
of the topological localization. It is interesting to com-
pare our findings about the topological localization with 
the coarse-grained simulation of rubbery polymer net-
works by Duering, Kremer, and Grest.[42] For those net-
works, which were composed of flexible Gaussian chains, 
it can be seen that the topological plateaus were associ-
ated with plateaus in the modulus, as expected. While 
this relationship was seen to be strong for the longest 
monomer chain, it appeared to weaken gradually as the 
length of the chain decreased.  

For Gaussian chains, any deformation-induced stress 
generates entropic restoring forces, that are dissipated 
through conformational sampling. Since the transla-
tional aspect of the conformational space is quantified by 
the MSDs, the rubbery plateau would be associated with 
the localization plateau of the MSDs of the monomers, 
but not necessarily the corresponding plateau for the 
cross-linkers. As the monomer chain length increases, 
the onset of the MSD localization plateaus of the mono-
mers and the cross-linkers can be expected to diverge. 
For the limiting case of an infinitely long monomer, it has 
been suggested the even though the MSD of the cross-
linkers would still show a plateau; no corresponding 
plateau would be seen for the MSD of the monomers.[42] 

On the other hand, as the monomer length reduces, the 
dynamics of the monomers and the cross-linkers become 
more strongly coupled, which was observed even for 

Gaussian chains. The assumption of affine network 
model fails, and the phantom network model, which con-
siders the fluctuations of network junction, becomes 
more appropriate instead.[42] The non-Gaussian mono-
mer in our study (Epon 1001F) is a far more extreme 
case of this coupling. The length-scales of the monomer 
and the cross-linker are comparable, and their dynamics 
in the rubbery regime are highly correlated. For epoxy 
networks, front-factors are used to account for the con-
strained mobility of the monomers during the applica-
tion of the theory of rubbery elasticity.[56] It is thus rea-
sonable to expect that the ability of the network to dissi-
pate stress is more directly related to the correlation in 
the dynamics of the monomer and the cross-linker, and 
less related to the conformational sampling of the mono-
mer. In the case of our network model, this correlation is 
achieved when diffusive behavior maximizes, which is 
discussed even further in Sections 4.5 and 4.6. 
4.4.5 Empirical Time-Dependence versus Theory 

The designation of the t0.17 and t0.5 dependence as soft 
boundaries for the three regimes is based on empirical 
observations that emerge from our simulations (Fig-
ures 5b-d and Table 2). For a different epoxy network, 
Lin and R. Khare also noticed[19] the existence of an ex-
tended subdiffusive regime with an exponent of less than 
0.2 at temperatures below the Tg., followed by an in-
crease to a value of 0.5 above the Tg. Preliminarily, this 
suggests that the MSD trends of other epoxy networks 
have similar features, which provides a new direction for 
future investigations. However, since TTS was not con-
sidered in that work, they did not make any further con-
nection of these time-scaling exponents with the glass 
transition.[19]  

As discussed earlier in Section 3.2, there is not any 
clear connection of these results to existing theory. Nei-
ther the Rouse model nor the Reptation model is appli-
cable to the cross-linked epoxy in the present study due 
to the underlying assumption of Gaussian chain statistics 
in those models.[57] As a frame of reference, the t0.25 de-
pendence was predicted by de Gennes[58] for Rouse-like 
diffusion within tube constraints,[57] and the t0.5 depend-
ence was predicted by primitive chain dynamics for en-
tangled polymer melts.[57] Our results provide strong 
motivation for the further use of atomistic MD simula-
tions of model polymer network systems to enhance the 
theoretical and conceptual understanding of the evolu-
tion of the local dynamics during the glass transition. 
4.5 Length-Scales Across Reduced Time 

It is interesting to examine the length-scales of the lo-
cal translational dynamics in the three regimes in com-
parison with other length-scales in the system. Here, the 
length-scale of the dynamics is quantified by the square 
root of the MSD (√MSD).[59] We calculated √MSD values 
at (1) 10-1 s, (2) the inflection points of the exponent 
trends, (3) the maximums of the exponent trends, and 
lastly (4) the plateau values at 109 s. We also looked at 
the following length-scales for context: (1) the average 
covalent radius of carbon and nitrogen atoms,[60] (2) the 
average vdW radius of both the atoms,[47] and (3) the Re 

Table 2. log10 (aT/t) values when the time-scaling trends for the CC 
and XN atoms show features of interest. These values are 

identified as the soft boundaries between the glassy, transition 
and rubbery dynamical regimes. (dashed lines in Figures 5b-d) 

Feature Trend log10 (aT/t) 

Inflection Points  
(m = 0.17) 

Central C 2.3 

Crosslink N 2.8 

Maximums  
(m = 0.5) 

Central C 6.5 

Cross-link N 6.7 
 

Table 3. Relevant length-scales. The dynamics track length-scales 
associated with the glassy, the transition, and the rubbery 

regimes.  

Length-scale Value [Å] 
covalenta) radius 0.74 
√MSD at 10-1 s (glass) 0.8 
√MSD at inflection points 1.4 
vdWb) radius 1.60 
√MSD at maximums 5.8 
Re of 4,4’-DDS 9.3 
√MSD at 109 s (rubber) 14.6 
Re of Epon 1001F 26 

a) Cordero et al., b) Bondi 1964 
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values of the Epon 1001F and 4,4’-DDS units in the net-
work at a temperature of 800 K.[61]  

In Table 3, all these values have been tabulated in as-
cending order. We find that the √MSD value at 10-1 s in 
reduced time (the glassy regime) is comparable to the 
average covalent radius of the atoms. The average cova-
lent radius of the atoms (i.e., the typical bond length) is a 
lower bound for MSD values that are relevant to network 
dynamics. Length-scales below the covalent radius cor-
responds to the ballistic motion of the atoms and are only 
weakly related to the viscoelastic regime of the network. 
At this low value of the reduced time (10-1 s), the atoms 
vibrate within their molecular cages, which are smaller 
than the vdW radius of the atoms. As the reduced time 
increases, the length-scale of the local translational dy-
namics slowly increases. At the epoch of the transition 
regime (the inflection points), the √MSD value is still 
somewhat less than the average vdW radius of the atoms.  

In the transition regime, the atoms begin to break free 
from their cages, and at the epoch of the rubbery regime, 
the √MSD value is about 5.8 Å. To justify this value, we 
consider the case of an average Epon 1001F unit being 
stretched by a strain of 20% along its end-to-end vector. 
Thus, the Re value would increase from 26 Å by about 
5.2 Å, which is similar to the √MSD value at the maxi-
mums. Thus, the length-scale of the translational dynam-
ics at the epoch of the rubbery regime would are suffi-
cient to relax this unit back to 26 Å, even after assuming 
a somewhat higher value than typical for the maximum 
strain at the linear viscoelastic limit for epoxy networks. 
The similarity of these length-scales strongly validates 
the correspondence of peak diffusivity of the atoms seen 
here with the onset of the rubbery plateau in the experi-
ment. 

In the rubbery regime, the atoms and the molecular 
units have significantly higher mobility. After the onset 
of localization, the plateau √MSD value is somewhat 
higher than the Re distance of the rigid and short 4,4’-
DDS units but much smaller than that of the Epon 1001F 
units. This trend suggests that the maximum extent of 
the local translational dynamics overall is limited by the 
stretching of the Epon 1001F molecular units. 

Thus, the trend of the length-scales associated with 
the local translational dynamics of the atoms with re-
duced time is entirely consistent with the glassy, transi-
tion, and rubbery regimes of the network, which we have 
discussed earlier. This internal consistency is independ-
ent of the experimental creep compliance. We believe 
that the consideration of these length-scales is a useful 
‘reasonableness check’ during the integration of molecu-
lar and macroscopic perspectives across these mis-
matched length-scales. 
4.6 Topology-Induced Asynchronous Dynamics 

The focus of the discussion is now returned to the two 
time-scaling exponent trends (m) with reduced time 
(t/aT) shown in Figure 5. As discussed in Section 4.3, 
each trend has an inflection point and a maximum point, 
which are separated by more than three decades in the 
reduced time. For both trends, the values of m at the two 
inflection points and the two maximums are about the 

same. However, the two trends are clearly out of phase 
with respect to the t/aT values at which the inflections 
and maximums occur. This phase difference is shown by 
the pairs of dashed lines in Figure 5c. We have identified 
these pairs of lines as soft boundaries for the glassy, tran-
sition, and rubbery regimes.  

This out of phase behavior can be attributed to the dif-
fering topological constraints of the two sets of atoms. In 
the glassy regime, all of the atoms experience caging, and 
hence the dynamics of the atoms in the network is tightly 
coupled with that of their neighbors. Hence, as can be 
seen in Figure 5c, the exponent trends for the two net-
works are essentially the same, and the MSD ratio trend 
is roughly constant.  

In the transition regime, the atoms begin to break free 
and to explore the conformational space. Since the CC at-
oms have higher mobility than the XN atoms, as the net-
work leaves the glassy regime, the CC atoms break free 
from the molecular cages before the XN atoms. Thus, the 
exponent trends diverge, and the MSD ratio shows a 
sharp increase, as can be seen in Figure 5c. 

The dynamics of each rigid cross-linker requires cor-
related motion of the four covalently attached epoxy 
monomers. In the transition state, this need for this cor-
relation suppresses the dynamics of the XN atoms com-
pared to the CC atoms, which explains the delay in the 
crossover of the time-scaling exponent of the XN atoms 
compared to that for the CC atoms. When the exponent 
trends of the XN and the CC atoms intersect, the dynam-
ics of the two become more correlated, and thus the MSD 
ratio was seen to decrease just before the onset of the 
rubbery state. As the XN atoms become increasingly mo-
bile, the CC atoms achieve peak diffusivity, quickly fol-
lowed by the XN atoms. In this highly correlated state, 
the molecular units now become sensitive to topological 
constraints and hence trigger topological localization. 

The need for such correlated motion of the cross-
linker has significant repercussions for the thermome-
chanical behavior of networks. For example, suppressing 
the need for this dynamical correlation between the 
cross-linker and the monomer in a similar epoxy net-
work by substituting the 4,4’-DDS cross-linker with the 
corresponding meta analog (3,3’-DDS) was observed to 
drastically decrease the Tg by nearly 50 K and to signifi-
cantly enhance toughness.[62] These changes occurred 
even though the cross-link density and other aspects of 
the chemistry were unchanged. 

As mentioned earlier, we term this temporal differ-
ence of the CC and the XN atoms topology-induced asyn-
chronous (TIA) dynamics. The TIA dynamics is distinct 
from the dynamic heterogeneity phenomenon,[3, 19, 63, 64] 
which is also implicated in the glass transition. TIA dy-
namics is a temporal difference in the dynamics of atoms 
that vary in their topological constraints and associated 
dynamical correlation, whereas the dynamic heteroge-
neity refers to a spatial feature of the local dynamics in a 
system near the glass transition. We believe that the TIA 
dynamics is a characteristic of highly cross-linked poly-
mers, where non-Gaussian molecular units of disparate 
lengths and flexibilities are covalently bound to form a 
network. In the future, it would be interesting to explore 
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this phenomenon in the context of ongoing research[38, 65, 

66] on the use of mixed networks for ballistics applica-
tions. 
4.7 Time-Shift Factors (aT) 

In Section 4.1, we discussed the superposition of the 
MSD and the exponent trends to determine the aT-T 
trend empirically. This aT-T trend is shown in Figure 6a. 
The values of aT for both the MSD and the exponent mas-
ter curves for both the two sets of atoms are identical, as 
would be expected in the case of thermorheological sim-
plicity. This trend splices neatly with the trend that we 
previously calculated using vsp-qcool analysis for the same 
network as can be seen in the figure.[9] Also in that figure, 
we show: (1) the experimental aT values extracted from 
the literature,[16] (2) the aT values needed to superpose 
the experimental creep compliance trends in the litera-
ture,[16] and (3) the material-specific[15] aT-T trend calcu-
lated using the WLF[67] equation. 

A gap exists between the experimental and computa-
tional time-shift factors, which arises because of the vast 
mismatch in the timescales accessed by the two meth-
ods. Nevertheless, as can be seen in the figure, this gap is 
neatly bridged by the WLF time-shift factor trend. At 
temperatures below the simulation Tg value, the time-
shift factors obtained by superposing the simulation dy-
namics deviate from the experimental and the WLF 
trends, as was expected. Below the simulation Tg, the at-
oms of the model networks are trapped in molecular 
cages, and the α-relaxation of the network essentially 
ceases. Consistent with this observation, the response of 
the specific volume to temperature diminishes, as seen 
in Figure 4.[9] Hence, unlike the trend above the simula-
tion Tg, the aT-T trend does not correspond to the mate-
rial-specific relaxation time, and thus cannot be com-
pared for different experiments/simulations. 

These findings are also consistent with Sirk et al.[18] 
While we have seen agreement between the WLF and the 
simulation aT-T trends at T > Tref + 150, this result is po-
tentially fortuitous and not to be generally expected. Nei-
ther the experimental nor the WLF time-shift factors 
were used to guide our superposition effort here. The 
simulation aT-T trend was obtained independently from 
the superposition. As can be seen in the SI video, the abil-
ity to form a master curve is acutely sensitive to small 
variations in the time-shift factors. 
4.8 Vertical-Shift Factors (bT) 

We followed the recommendations of Dealy and 
Plazek[17] for the vertical-shift factors (bT) above the Tg 
(Figure 6b). The bT accounts for the relatively weak de-
pendence of the virial stress magnitude on T.[17] In the 
rubbery regime, virial stress is the primary source of mo-
lecular friction that impedes the dynamics in the net-
work. As the temperature increases, this factor mildly re-
tards the dynamics. However, this retardation will be ra-
ther marginal compared to the accelerating effect of in-
creasing temperatures on the dynamics.[17] We use the 
following relationship for the vertical-shift factors: 

𝑏𝑏T =  𝜌𝜌𝜌𝜌
𝜌𝜌ref𝑇𝑇ref

 𝑇𝑇 > 𝑇𝑇g  ,  (3) 

where 𝜌𝜌,𝜌𝜌ref, and 𝜌𝜌𝑇𝑇g are the densities at tempera-
tures T, Tref, and Tg, respectively. The value of density at 

the reference temperature is obtained from the EoS.[9]  
Unlike the MSD trends, TTS of the time-scaling expo-

nent does not require vertical shifts. This fact has two ad-
vantages: (1) Above Tg, the successful superposition of 
the exponent trends at the same aT-T trends as that for 
the MSD trends validates the use of the equation, and (2). 
Below Tg, the aT-T trend can be determined from the su-
perposition of the exponent trends, and then the bT-T 
trend can be independently determined from the super-
position of the MSD trends. 

The simultaneous empirical fitting of both aT and bT 
causes both factors to lose physical significance,[17] and 
such fitting is highly discouraged. Above the Tg, we have 
made no attempts to improve our superposition effort by 
altering the values of bT from those calculated using 
equation 3.[17] Below the Tg, the empirical fitting of the 
two trends could be performed independently.  

In the context of the broad range in the temperatures 
used in this work (ΔT = 450 K), the vertical-shift factors 
used are relatively small. Between the simulation Tg 
value of 489 K and the highest investigated temperature 
of 800 K, the value of 1/aT increases by a factor of about 
3.3 × 104, while the value of bT only increases by a factor 
of 1.4. Preliminary tests have also shown that alterations 
to the values of bT have a negligible impact on the aT-T 

 

 
Figure 6. (a) Time-shift factor (aT) vs. T. At T’s below the 

simulation Tg, the simulation aT-T trend diverges from the other 
trends, as expected. Four master curves needed identical aT-T 

trend. (b) Vertical-shift factor (bT) vs. temperature (T) using 
equation 3 at T < Tg. Unlike the aT‘s, the bT‘s were not needed for 
the exponent trends, and this was used to obtain trend below Tg. 
Note the logarithmic axis for aT compared to the linear one for bT. 

Experimental data set is from the literature. 
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trend of the network above Tg. The simultaneous super-
position of the MSD and the exponent trends has thus en-
abled a robust basis for determining both the shift fac-
tors and validating the superposition. 

5. Conclusions 
To summarize, we studied the MSD trends of two sets 

of atoms which differ in their topological constraints, in 
a cross-linked epoxy network using atomistic MD simu-
lations. For both the sets, we find that the MSD trends be-
low the Tg show a relatively low time-dependence, which 
is characteristic of the glassy behavior and consistent 
with previous work.[19] Above the Tg, there is a sharp in-
crease in the MSD trends with time, and peak time-de-
pendences of about t0.5 are seen. Finally, at longer times 
in the rubbery regime, the MSD trends show plateauing 
due to topological localization. These observations are 
corroborated by the behavior of the time-scaling expo-
nent trends. 

We find that TTS can be used for both the MSD and 
time-scaling exponent trends to form master curves. The 
temporal features of the reduced master curves in simu-
lations show excellent quantitative agreement with the 
experimental creep compliance master curve in the liter-
ature.[16] We show that the molecular origin of the onset 
of the rubbery plateau corresponds to the point where 
diffusive behavior of the atoms maximizes. We also show 
that the atoms which differ in their topological con-
straints exhibit asynchronous dynamics. We have called 
this feature topology-induced asynchronous (TIA) dy-
namics and have used this to identify the soft boundaries 
for the transition between the glassy, transition, and rub-
bery regimes in the TTS reduced time-space. Further-
more, we find that the time-shift factors needed to obtain 
the master curves using simulation data show excellent 
agreement with those obtained from both experimental 
data[16] in the literature and our recent work[9] on the 
specific volume–cooling rate analysis. 

Altogether, such quantitative comparison between at-
omistic MD simulations and experiments presents an in-
tegrated view relating the molecular dynamics of the 
network with its macroscale viscoelastic characteriza-
tion. Here, we show empirical evidence that such an ap-
proach is indeed productive. To the best of our 
knowledge, this is the first such report for network poly-
mers. 

Besides presenting a possible method to extend nano-
second simulations to macroscale timescales, these re-
sults should also be of interest to experimentalists. Many 
measurement techniques in current use infer structure 
and properties from the atomistic level dynamics, e.g., 
NMR and QENS. The results obtained here indicate that 
measurements of higher-level segmental features could 
also be useful.  

In the literature,[68] a decoupling of the segmental and 
chain dynamics for various polymers has been reported, 
which causes a breakdown in thermorheological simplic-
ity and a failure of TTS. We believe that due to the ele-
vated temperatures used in our simulations and the 
highly cross-linked nature of the network, the two 
modes of dynamics remain coupled. The evaluation of 

thermorheological simplicity/complexity of materials is 
contextual.[17] Here, we are interested in bridging the 
vast mismatch in time-scales accessible via atomistic 
simulation and experiment for quantitative integration, 
and the assumption of simplicity is justified.  

Already, TTS is frequently used to compare simulation 
and experimental values of Tg despite the vast differ-
ences in the cooling rates, for various polymers.[5, 8-10, 18, 

35, 36, 38] However, considerable further work will be nec-
essary to test the general applicability of the TTS princi-
ple in other cross-linked networks and other glass-form-
ing systems. Since the analysis of different sets of atoms 
can be isolated in simulations, the thermorheological 
complexity arising from the motion of the main chains, 
phenyl rings, and other side groups can be separately 
characterized. Experimental thermomechanical meas-
urements typically cannot access such details. We plan to 
follow-up with other measures of translational and rota-
tional dynamics of this network in future work. 
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