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1. Introduction

The 1990s and early 2000s witnessed a period of explo-
sive growth in consumer electronic items such as cellular 
telephones and personal computers. The high-performance 
networks used to connect these devices exploited new tech-
nologies in, for example, fiber optics, data servers, board-
to-board interconnects, and power amplifiers. Over time, the 
bandwidth of these systems increased and the modulation for-
mats employed became more complex. These high-speed sys-
tems were no longer high-budget products for elite customers. 
Rather, as consumer items, they needed to be manufactured 
economically and reproducibly. Standards, such as ITU-TS 
G.957 [1] and the IEEE 802.11 series of standards (starting 
with 802.11  −  1997 [2]), evolved to ensure that components 
from multiple vendors would be compatible. Consequently, 
measurements at higher bandwidths with tighter margins 
became paramount [3].

In response, researchers in academia and industry devel-
oped new measurement and instrumentation capabilities. 
Sampling-oscilloscope bandwidths increased from 20 GHz in 

about 1988 to 50 GHz in 1991 and then 70 GHz in about 2002 
[4]. Vector signal analyzers (VSAs) were developed to char-
acterize the new complex modulation formats via the error 
vector magnitude (e.g. see [5] and other articles in that issue). 
Many of these instruments had the capability of measuring a 
signal in either the time or frequency domain.

As a particular example, consider the large signal network 
analyzer (LSNA)1 designed to measure wave parameters 
under large-signal excitation [7]. Generally thought of as a 
frequency-domain instrument, the LSNA measures the mag-
nitude and phase of waves scattered by a nonlinear device at 
the fundamental excitation frequency and at the harmonic 
and intermodulation frequencies. Like conventional vector 
network analyzers (VNAs), the LSNA must be calibrated to 
obtain the best results. In addition to the conventional VNA 
calibration standards [8], an LSNA must have a power calibra-
tion and a phase calibration that ties together the phase of the 
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fundamental to the phase at other frequencies2, allowing the 
results to be viewed in either the frequency or time domain.

Inspired by the work of Rush et al [10], Verspecht sought 
to calibrate the phase response of a harmonic phase reference 
(a comb generator) using an oscilloscope calibrated with the 
nose-to-nose method [11, 12]. In doing so, Verspecht found 
that errors in the oscilloscope calibration propagated into 
errors in his measurement of the comb generator response. 
Verspecht’s work demonstrated innovative ways of estimating 
and then correcting errors due to the jitter [11, 13], timebase 
distortion [14], and impedance mismatch [11, 15]. While pre-
vious researchers had pointed to the existence of these errors 
and described some limited means to correct for them [16–18],  
Verspecht broke new ground in his attempts to account for all 
of them in a systematic way.

In seeking to calibrate the comb generator, and thereby 
the phase of the LSNA, Verspecht proposed a new trace-
ability chain that included inputs from both time- and fre-
quency-domain instrumentation. This created a problem in 
the metrology community as the time- and frequency-domain 
instrumentation of the day had separate traceability paths; the 
consistency of the two was by no means assured.

At the time, uncertainties in frequency domain measure-
ments, such as those made by a power meter, spectrum ana-
lyzer, or VNA, were typically specified by the manufacturer 
in a table or graph similar to that shown in figure 1, where 
the vertical scale could represent uncertainty in either mag-
nitude or phase. Specifications for instruments that were 
capable of both magnitude and phase measurements, such as 
VNAs, would include separate figures for magnitude and for 
phase. Critically, the functional variation of the uncertainty 
with frequency was unspecified and the relationship between 
magnitude errors and phase errors was unknown, making the 

transformation of frequency-domain uncertainties into time-
domain uncertainties impossible.

Similarly, time-domain waveforms were specified in 
terms of a small number of pulse parameters [19] such as 
transition duration and pulse amplitude, and their uncer-
tainties. In this case, heuristics based on assumed (but 
unverified) impulse- or step-response shape (i.e. Gaussian, 
exponential, Bessel-Thompson, etc), could be used to trans-
form uncertainties in one domain to the other. These heuris-
tics are often both quantitatively and qualitatively wrong, 
(see [20, 21]) and are not applicable to signals with complex 
modulations.

In this work, we review our approach to the development 
of a new and consistent waveform metrology infrastruc-
ture traceable to the International System of Units (SI). We 
emphasize that, although we say ‘new’, in some cases the 
techniques used were at least partially understood. We do, 
however, believe that we brought them together in a new, 
consistent, and unified way. We also attempt to place our 
work in the context of other contemporary researchers who 
greatly contributed to our thinking and apologize in advance 
for any oversights.

2. Consistent metrology infrastructure

In light of the above, we set out to develop traceability for 
modulated signals through a chain of calibrations involving 
opto-electronic transducers, oscilloscopes, and various wave-
form generators. This traceability path is shown schematically 
in figure 2. Key quantities that require traceability are outlined 
in table 1, with reference to the most relevant sections of this 
work and references that describe the necessary techniques. Of 
particular note, impedance and time traceability are required 
for each step.

With the trends of the time, we expected that the instru-
mentation using a measurement strategy in one domain 
might be used for applications in the other domain. Thus, we 
required that the traceability chain and uncertainty analysis 

Figure 1. Typical frequency-domain instrument specification, 
which lacks correlation information and cannot be meaningfully 
transformed to the time domain.

Figure 2. Notional diagram of NIST’s traceability path for 
waveform metrology. The specific quantities that are traceable are 
listed in table 1.

2 The LSNA and its absolute calibration necessitated a new formalism, 
called wave parameters, that has revolutionized the way that microwave 
circuits are described, designed, and modeled. While scattering parameters 
[8, 9] are normalized by excitation wave magnitude and phase at each fre-
quency, wave parameters are given in absolute magnitude, with the phase at 
all frequencies given relative to the phase of the incident fundamental wave. 
A discussion of wave parameters can be found in [7, 8] but is outside the 
scope of this review.
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for time-domain instruments and frequency-domain instru-
ments be consistent and equally valid in either domain.

Following the ideas of Gans [18], and inspired by the work 
of Verspecht [11–14], Cox et  al [40], and Ridler [41], we 
introduced the concept of ‘full waveform metrology’ at the 
National Institute of Standards and Technology (NIST). Under 
this measurement paradigm, the waveform, and its functional 
form, is the target measurand from which parametric descrip-
tions (e.g. transition duration, bandwidth, error vector mag-
nitude) can be derived [20, 39, 42, 43]. Furthermore, we give 
temporal waveforms and their frequency-domain representa-
tions equal weight. We also emphasize the ability to transform 
both nominal values and their uncertainties from one domain 
to the other, simultaneously capturing both voltage and current 
waveforms, as well as their relationships in the description.

In more detail, full waveform metrology requires:

 (i)  Calibration of units of time, frequency, and electrical and 
optical power.

 (ii)  Calibration of the impedance of all components in the 
system.

 (iii)  Calibration of the temporal impulse response or complex 
frequency response function of all measurement devices.

 (iv)  Algorithms to account for impedance mismatch correc-
tion and finite bandwidth effects.

 (v)  An unbroken chain of traceability and an uncertainty 
analysis linking each piece in the chain, capable of main-
taining consistency while mapping between time- and 
frequency-domains.

We elaborate on each of these in the following:

2.1. SI-traceable response function

Several methods have been described for measuring the 
impulse response or complex frequency response of broad-
band sampling oscilloscopes [10–12, 15, 17, 18, 23, 44–58]. 
Broadly speaking these calibration methods fall into one of 
three categories: (1) swept-sine; (2) nose-to-nose; and (3) cali-
bration with an ideal or known pulse source. The swept-sine 
calibration [15, 23, 49, 52] compares the amplitude of sine 
waves measured with the oscilloscope to the power of the sine 
waves measured with a calibrated power meter. This compar-
ison determines the magnitude response of the oscilloscope at 
each frequency. The swept-sine calibration is traceable to the 
calibration of the power meter, and is the most accurate oscil-
loscope amplitude calibration currently available.

The main disadvantage of the swept-sine calibration 
method is that it cannot determine the phase of the oscillo-
scope frequency response, which is required for many micro-
wave applications3. Without phase information, we cannot 
determine the impulse response of the oscilloscope in the time 
domain.

Switching attention to the temporal domain, when an oscil-
loscope is excited by a delta-function impulse from a source 
whose Thevenin-equivalent impedance is equal to the refer-
ence impedance, the waveform output by the oscilloscope is, 
by definition, the impulse response function. Unfortunately, 
such ideal pulse sources do not occur in practice and sources 
with sufficiently short duration (i.e. high bandwidth) to 
approximate a delta function have long been sought [17, 18, 
44, 45, 51]. Frustrating this search, is the observation borne 
out over time that innovations either in signal generation or 
signal measurement are very quickly adopted by the other side. 
Therefore, in high-quality measurement contexts in which 
we measure the fastest signals using state-of-the-art devices, 
these two bandwidths are generally commensurate. It follows 
that other means of characterizing the impulse response of the 
highest-bandwidth oscilloscopes must be sought.

In 1990, a method that would eliminate the need for a 
known pulse was proposed [10]. This approach was based on 
the observation that certain sampling oscilloscopes produce 
a ‘kick-out’ pulse exiting the input port when the sampler is 
fired. Furthermore, some considerations suggested that this 
kick-out pulse would be proportional to the oscilloscope’s 
impulse response and could be used to estimate the oscillo-
scope’s impulse response. Using an ensemble of three sam-
plers, we can use a strategy similar to the ‘three antenna 
method’ to estimate the impulse response of each particular 
sampler in the ensemble [52, 53, 56]. This technique came to 
be called the nose-to-nose method [11].

Upon closer inspection, verifying that the kick-out pulse 
was indeed proportional to the impulse response proved dif-
ficult. In fact, NIST researchers argued that the nonlinear 
capacitance of the sampling diodes made the kick-out pulse 
and impulse response differ at high frequencies [54, 60–62]. 
Thus, the situation was again unsatisfactory. An oscilloscope 

Table 1. Traceability to the SI for each step in figure 2, with method by which traceability is achieved and the most pertinent sections of 
this work and references where the method is discussed.

Quantity (SI unit) Method (section, [reference])

EOS timebase (s) Time calculated from stage position (meter) and speed of light (section 2.2.1, [22])
Power (W) Power dissipated in load compared to DC power dissipated in resistor (section 2.2.1, [23–25])
Coaxial impedance (Ω) Impedance calculated from transmission line dimensions (meter) and impedance of free space (section 2.2.3, [8, 

26–30])
On-wafer impedance 
(Ω)

Impedance calculated from propagation constant (meter) and capacitance per unit length C (farad/meter).  
C calculated from DC impedance of resistor (ohm) and length (meter) (section 2.2.3, [31, 32])

Instrument timebase (s) Directly traceable to NIST time standards (section 2.4.2, [33–39])

3 This is because the phase of the wave incident on the oscilloscope’s input 
port is unknown. We recently showed in [59] that an LSNA could be used 
to place a signal with a known phase (relative to the timebase reference and 
trigger signals) at the input port of the oscilloscope. However, the LSNA 
phase calibration is traceable through the oscilloscope calibration, and so 
cannot be used as an independent calibration of the oscilloscope’s phase 
response.

Metrologia 55 (2018) S135



P D Hale et al

S138

characterization method was needed that did not rely on a 
model of the pulse generator or the oscilloscope sampler’s 
operation, and which could be soundly traced to other funda-
mental phenomena.

2.1.1. Electro-optic sampling and SI traceability. Whereas 
electrical generation of electrical impulses suffered from the 
commensurate bandwidth problems as discussed above, the 
same is not true for optical pulses. Mode-locked lasers can 
generate optical pulses with duration of 0.1 ps or less. When 
used in conjunction with ultrafast materials properties, these 
pulses can serve as the basis for generating electrical signals 
with bandwidths on the order of one terahertz or more. Thus, 
a new strategy emerges contingent on the ability to fully char-
acterize optical to electrical conversion.

Several high-speed signal measurement methods based 
on photoconductive devices had been proposed since the mid 
1970s (for a review, see [44, 45, 63, 64]). Photoconductive 
switches with response times in the picosecond and sub-pico-
second regime can be used with a femtosecond laser ‘probe 
pulse’ to sample electrical signals or, in a different geometry, 
to generate electrical signals. However, the effects of para-
sitics in these devices are hard to fully characterize or model.

In contrast, electro-optic sampling [49, 65–67] can be 
used to noninvasively measure electrical signals and offers 
response times in the femtosecond regime4 [65, 66] so that the 
effects of parasitics can be characterized and removed using 
microwave network analysis [71, 72]. Electro-optic sampling 
uses the linear electro-optic (Pockels) effect [73] that exists 
in certain crystals. When an electric field is applied to such a 
crystal, the optical retardance of the material changes differ-
entially along the crystal axes such that a linearly-polarized 
optical beam propagating through the crystal will change its 
polarization state. This change can be detected using polari-
metric methods. The result is a polarization measurement that 
is a linear function of the applied electric field [73, 74].

A schematic of our electro-optic sampling (EOS) system 
is shown in figure 3 [71, 75]. With this system, we can char-
acterize a commercially-available photoreceiver as a port-
able electrical pulse source. The laser in figure  3 produces 
a periodic train of pulses with  <100 fs duration in an open 
collimated beam. We split the laser pulses into two beams: 
an ‘excitation’ beam, and a ‘sampling’ beam, where the exci-
tation beam excites the photoreceiver. When illuminated via 
its optical fiber input, the photoreceiver creates an electrical 
impulse at its coaxial output. Critically, as the duration of the 
optical excitation pulse is an order of magnitude shorter than 
the response time of the photoreceiver, the electrical signals 
generated by the photoreceiver are nearly equal to the receivers 
electrical impulse response. These electrical impulses prop-
agate through the probe head and down to a coplanar wave-
guide (CPW) fabricated on an electro-optic wafer of LiTaO3.

It remains to measure this electrical signal using the 
electro-optic sampling strategy. The linearly-polarized sam-
pling beam is passed through a variable optical delay, and then 
focused to a small spot at normal incidence to the surface of 
the LiTaO3 wafer at the sampling reference plane of figure 3. 
The polarization of the emerging beam is then measured and 
inverted for electric field strength at this relative time instant. 
The full electrical waveform at discrete time instances is then 
measured by incrementing the relative delay between the exci-
tation pulse and the probe pulse. The delay increments are set 
by changing the physical path length of the sampling beam. 
These path length increments are measured with a laser inter-
ferometer traceable to the SI [22]. The result is a vector of 
electrical field values sampled on a set of discrete, traceably 
calibrated, time instants that are nearly jitter free.

Typically, the change in polarization state is very small. To 
improve the signal-to-noise ratio, the optical excitation beam 
is chopped at a frequency of several kilohertz. The resulting 
modulation in the polarization state is measured by use of 
phase-sensitive detection and averaging while dwelling at 
each delay increment.

Due to the microwave impedance properties of the probe 
head, CPW, and CPW termination, the waveform that is meas-
ured at the sampling reference plane is distorted relative to the 
impulse emanating from the photoreceiver. Correction for the 
frequency-dependent impedance properties of the measure-
ment system is accomplished by analysis of the circuit model 
shown at the bottom of figure 3. The impedances (or, equiva-
lently, admittances) in this figure are determined by separate 
calibrations at the coaxial and the CPW reference planes. 
The procedure by which the measured signal is corrected is 
referred to as mismatch correction, and we will treat this in 
section 2.2.3. Once calibrated at the coaxial port, the photore-
ceiver can be disconnected from the EOS system and used 
as a known pulse source to calibrate oscilloscopes, lightwave 
component analyzers (LCAs), and other instruments that also 
have coaxial connectors.

There are a number of sources of uncertainty to be consid-
ered. After the impedance correction, effects due to the spatial 
extent over which the optical pulse and electric field overlap in 
the substrate become the next most significant error. Generally 
we can correct for this down to negligible levels up to at least 
several hundred gigahertz [60, 65, 72, 76] with a knowledge 
of the CPW dimensions and the substrate permittivity, thick-
ness and refractive index.

The effects of multiple optical reflections can be reduced 
by application of an anti-reflection coating on the bottom of 
the substrate. The remaining errors created by this effect are 
estimated from the measured reflectivity of the substrate’s 
bottom surface.

The small magnitude errors due to the temporal duration of 
the optical pulses, both in the excitation and in the sampling 
beams, can be traceably estimated by optical autocorrelation 
[77]. Phase errors due to the possibly non-symmetric shape 
of the laser pulse are negligible, based on fundamental math-
ematical arguments [65].

The EOS measurement system is quite linear with respect 
to the input voltage if the polarization measurement portion 

4 We note that one configuration for electro-optic sampling makes use 
of an electro-optic probe positioned slightly above the on-wafer circuit. 
Although this method has certain advantages, this method has been shown to 
invasively load the circuit [68–70]. See [67] for a review and comparison of 
different electro-optic sampling configurations.
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of the system is properly configured [73]. However, photore-
ceiver nonlinearity may be an issue, particularly when the 
photodiode is to be used for calibrating an LCA [78], where it 
is essential that the response of the photoreceiver to the sinu-
soidal stimulus in the LCA match the response to the short 
high intensity pulses of the EOS system. We prefer the use 
of a reverse-biased, side-coupled or waveguide-coupled PIN 
photodiode as the photoreceiver. These designs have a thin, 
but laterally distributed absorption region that achieves high 
bandwidth and efficiency while distributing the space charge 
that is the dominant cause of nonlinearity in these devices 
[79].

Unitraveling carrier designs [80] should be avoided 
because their bandwidth does not saturate monotonically with 
increasing input power, as shown in figure 4 of [81]. This par-
ticular mode of saturation causes significant discrepancies 
between the response to sinusoidal excitation and the Fourier 
transform of the response to impulsive excitation, even at low 
input powers. While PIN photodiodes also exhibit saturation 
at high powers, and this saturation can vary with the type of 
excitation [82], the power can be turned down to a level such 
that the error due to photodiode nonlinearity is substantially 
less than the other measurement errors.

Finally, the absolute scaling of the EOS measurement 
could be determined by comparison of the above measured 
signal with the signal measured when the system is excited 
with a square wave of known amplitude and frequency equal 
to the chopping frequency used in the measurement described 
above. However, we do not use this EOS-based scale factor 

in practice. For one, it suffers from poor repeatability. 
Furthermore, when using this approach, we find that the 
resulting photoreceiver impulse response amplitude depends 
on the frequency of the calibration signals. We believe this 
arises due to a piezo electric effect which couples optical 
propagation to crystal stress at acoustic frequencies, thereby 
complicating the absolute calibration of the field. Thus, the 
impulse response of the photoreceiver, as measured by the 
EOS system, is calibrated as a function of time with no units 
attached to the values of this function. In using the photore-
ceiver to calibrate oscilloscopes, we fix the overall scale of the 
oscilloscope response using a swept sine technique similar to 
that described in the appendix of [23]. The traceability of this 
last step is provided by a traceable power meter calibration 
from a few megahertz to a few gigahertz [24, 25]. Magnitude 
scaling for the LCA and LSNA can be provided by a trace-
able power meter, as described in [83] and [7], respectively. 
Improvements in the EOS-based scaling and swept-sine cali-
brations using modern equipment are subjects of on-going 
research at NIST.

2.2. Impedance traceable to the SI

The ‘signals’ in real high-frequency electrical circuits, sys-
tems, and instruments are most fundamentally described in 
terms of the time-varying electric and magnetic fields they 
generate. Practical, high-frequency system designs often 
incorporate single-mode waveguides because they are a low-
loss method for transporting energy, in the form of electro-
magnetic waves, from one place to another inside the circuit 
and for coupling between systems. In single-mode wave-
guides, the waves can be described in terms of linear combina-
tions of forward and backward propagating modal solutions to 
Maxwell’s equations [8, 84, 85]. These waves, and the imped-
ances that set their boundary conditions, are essential to wave-
form metrology and microwave measurements in general. 
We emphasize that we cannot fully describe the interactions 
between two microwave circuits, systems, or instruments with 
a single signal. Both voltage and current waves, or linear com-
binations of them, must be specified, and therefore, the circuit 
impedance must be accounted for.

At high frequencies, it becomes difficult if not impossible 
to accurately design an electrical circuit to have a nearly ideal, 
or even a specified, electrical impedance. This is because 
even small imperfections in the circuits lead to complicated 
changes in impedance which cause difficult-to-predict effects 
including losses, distortion, and multiple reflections that arise 
when transferring a signal from one device to another.

For example, consider the impedance of an oscilloscope. 
When the oscilloscope’s input impedance is matched to 50 
Ω, the reflection coefficient is low and energy is efficiently 
coupled into the oscilloscope. If the reflection coefficient is 
high, the internal circuitry of the oscilloscope does not ‘see’ 
the incident wave because a large portion of the incident wave 
is reflected. Typically, we want to design the oscilloscope’s 
impedance to have a low reflection coefficient at all rele-
vant frequencies such that the reflection does not distort the  
measured signal.

Figure 3. A schematic diagram of our electro-optic sampling 
system (top), a top-view schematic (center), and an electrical 
equivalent circuit (bottom). The photoreceiver generates a train of 
electrical impulses at the coaxial reference plane when it is excited 
by optical pulses at its input. These electrical impulses  
propagate through the probe head to the CPW on the electro-optic 
LiTaO3 substrate, where they are sampled by the sampling beam. 
From [71, 75].
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Figure 4 shows the impedance of three 
 identically-manufactured equivalent-time oscilloscopes and 
the variation between them. Here, ignoring the complex nature 
of the impedance, we see that the oscilloscope impedances are 
not well matched to 50 Ω, and their impedances are quite dif-
ferent from each other. Thus, the impedances of these oscil-
loscopes, and most microwave instruments, for that matter, 
must be individually measured and accounted for, particularly 
at high frequencies.

For purposes of metrology, we can measure the wave incident 
on an oscilloscope having an arbitrary (but known) impedance 
and then calculate the wave that the generator would deliver to 
a perfect load. This calculation is called mismatch correction. 
Also, when a wave is measured at one end of an adapter, trans-
mission line, or other fixture, we can use the measured fixture 
transmission and reflection properties, as well as the generator 
and oscilloscope impedances, to calculate the wave at the input 
end of the fixture. This calculation is called de-embedding.

In the late 1990s, mismatch corrections and de-embedding 
were well known and commonly used by microwave engi-
neers [9, 86], and were also not new in the field of waveform 
metrology [17]. But still, many of those in the time-domain 
community were unfamiliar with these techniques for 
accounting for source, load, and interconnect impedance 
mismatch, and no national metrology institute (NMI) had 
established a mismatch-corrected traceability path for sam-
pling oscilloscopes [47, 48, 50, 87]. In the course of devel-
oping a more rigorous traceability path for optical receivers, 
oscilloscopes, waveform generators, and the LSNA, we 
had to grapple with impedance in the context of optoelec-
tronic devices [78, 83] and particularly in the context of  
time/frequency-domain transformations [15, 71, 88–91].

In sections 2.1.1 and 2.2.2, we use the particular example 
of EOS to illustrate why impedance effects such as the ter-
mination impedance are important in waveform metrology 
and why the traditional approach of time-gating is insufficient 
to address the problem. Then, in section 2.2.3 we show the 
results of de-embedding in the EOS measurements to obtain 
an equivalent circuit representation of the photoreceiver at its 
coaxial output port.

2.2.1. Application to EOS. The circuit of the EOS system is 
shown in the middle and bottom of figure 3. Here the photore-
ceiver on the left generates the electrical pulse that propagates 
down a section of CPW printed on the LiTaO3 wafer, before it 
arrives at the location in the CPW where the voltage is mea-
sured. The electrical pulse then continues propagating down 
the CPW until it reaches the CPW termination resistor.

The photoreceiver and probe contain significant lengths of 
transmission line that add to the lengths of CPW in the circuit. 
Put all together, these transmission lines introduce over 250 ps 
of delay between the photoreceiver and the resistor.

In order to demonstrate the effect of the circuit termina-
tion, we terminated the CPW in figure 3 in two different ways. 
Figure 5 shows the temporal measurements with each of the 
terminations. When the CPW was terminated with a 34.8 Ω 
resistor the electro-optic sampling system measured a soli-
tary pulse at about 180 ps, shown in black. However, when 

the resistor was replaced with an open circuit, the red dashed 
curve was measured. Here, a much larger main pulse at 180 
ps, and a series of additional pulses at 750 ps, 1400 ps, and 
2000 ps are plainly visible. These additional pulses are due to 
the voltage pulse from the photoreceiver reflecting off the end 
of the CPW transmission line, and then making several round 
trips between the end of the CPW and the photoreceiver. Even 
when the CPW is terminated with a resistor, as we would nor-
mally do in practice, small but visible multiple reflections are 
still present at 750 ps, 1400 ps, and 2000 ps.

2.2.2. Time gating. Time gating is a traditional approach, 
often used by the time-domain community, to handle multiple 
reflections. In this approach, the temporal measurements of 
figure 5 would be truncated somewhere between 600 ps and 
700 ps.

However, the first pulses measured at 200 ps in figure 5 
are completely different, even though the same photoreceiver, 
probe, and electro-optic sampling system were used in both 
cases. This is because the resistor and open are located slightly 
to the right of the sampling reference plane shown in figure 3. 
Thus, the reverse traveling pulse, reflected off the resistor and 
open, is slightly delayed in time but overlaps temporally with 
the forward traveling pulse.

Because the impedance of the CPW resistor is lower 
than the impedance of the source5, the pulse reflected by the 
resistor is distorted and inverted. The superposition of forward 
and backward traveling pulses results in a distorted measured 
pulse, with decreased amplitude and sharpened falling edge. 
However, because the impedance of the CPW open is higher 
than the source impedance, the reflected pulse is distorted but 
not inverted. Here the superposition of forward and backward 
traveling pulses results in a distorted pulse measurement that 
is broadened and of higher amplitude than the incident pulse 
from the photoreceiver.

Our conclusion is simple: neither truncated result is cor-
rect. While the experiment might have been reconfigured to 
make the temporal overlap between forward and backward 

Figure 4. Magnitude of the impedance of three 50 GHz bandwidth 
oscilloscopes. The sample standard deviation of the three values is 
also shown, giving an indication of the spread in values.

5 Note that in this context, the source is everything to the left of the measure-
ment plane in figure 3 and the termination is everything to the right of the 
measurement plane.
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traveling pulses less, the duration of the windowed waveform 
is subjective. Ambiguity in when the forward traveling pulse 
ends and when the reverse traveling pulse begins could lead to 
uncontrolled uncertainty6. Furthermore, neither of the above 
procedures accounts for the frequency-dependant loss of the 
probe, the probe-to-CPW interface, or the CPW. Rather, all of 
the impedances and transitions in the system must be charac-
terized and accounted for systematically with a method that 
applies to signal measurement problems broadly. Microwave 
circuit theory gives us a path forward.

2.2.3. Mismatch correction. We now see clearly that losses 
and the impedance of the termination at the end of the 
CPW transmission line must be corrected for if the impulse 
response of the photoreceiver, which is a property of only the 
photoreceiver and not the measurement system, is to be deter-
mined from the measurements. Doing this requires measuring 
the circuit parameters of the lower circuit of figure 3 in the 
frequency domain by use of a VNA and then Fourier trans-
forming the voltage at the measurement reference plane for 
analysis in the frequency domain.

As described in [71], we must first calibrate the VNA at 
a coaxial reference plane using coaxial calibration standards 
[8] and measure the reflection coefficient of the photoreceiver. 
Traceability for this calibration is derived from mechanical 
measurements of the transmission-lines that are used for cali-
brating the VNA. The impedance of these transmission lines 
is directly calculable from their geometry and the low loss of 
the metals used [26–30]. Traceability for other coaxial VNA 
measurements in our traceability path is assured in the same 
way.

We then perform a second-tier multiline thru-reflect-line 
calibration directly at the sampling reference plane in the 
CPW using standards that are fabricated on the LiTaO3 wafer 

itself. This calibration is based on direct broadband measure-
ments of the traveling waves in the CPW [8], and avoids errors 
inherent in on-wafer short-open-load-thru calibrations [92].

Traceability for the CPW calibration is derived by esti-
mating the characteristic impedance of the CPW from the 
propagation constant of the transmission lines, which is deter-
mined directly by the thru-reflect-line calibration and measure-
ments of the length of the CPW lines employed. We calculate 
the characteristic impedance of the CPW using the method 
of [31] based on the constant-capacitance approx imation 
[32], which are consistent with the causality and power con-
ditions of [8, 84]. In our implementation, the capacitance is 
determined at low frequency from a measurement of a small 
embedded resistor with known DC resistance, and extrapo-
lated to high frequencies through a knowledge of the proper-
ties of the di electrics employed in the CPW, as described in 
[32]. Finally, we set the reference impedance to 50 Ω using 
the method of [31], which completes the calibration process.

We measured the reflection coefficient ΓL  of the CPW ter-
minations using this calibration, and determined the scattering 
parameters of the probe head, which were equal to the ‘error 
boxes’ determined by the second tier TRL calibration. As 
shown in [76], these scattering parameter measurements are all 
traceable to fundamental physical measurements or standards.

Uncertainty analysis of on-wafer measurements has 
evolved over time, and includes the analytic work of [93], dif-
ferent methods for propagating the calibration uncertainties 
into the measured quantities, as in [94, 95], and accounting 
for the effects of cross-talk between probes, as in [96]. 
Traceability of on-wafer measurements continues to evolve, 
for example, through various European Metrology Programme 
for Innovation and Research (EMPIR) Projects [97–100].

Once we determined the electrical reflection coefficients of 
the photoreceiver and the CPW load, and the scattering param-
eters of the probe head, we determined the admittances Ys of 
the photoreceiver and YL of the CPW load, and the admittance 
parameters Yij of the probe head, using standard transforma-
tions [8]. Finally, we constructed the equivalent circuit shown 
in figure 3, which is based on these measured quantities and 
de-embed the measured voltage to determine an equivalent 
circuit representation of the photoreceiver.

Figure 6 shows how effective these corrections can be. The 
figure shows the photoreceiver’s frequency response magni-
tude calculated from these two measurements both before and 
after de-embedding. After de-embedding the two dissimilar 
measurements are in good agreement. The frequency response 
phase, not shown here, but necessary for our applications, is 
also in good agreement.

The de-embedded result is only rigorously determined in 
the frequency range over which the coaxial connector supports 
single-mode operation. Although the plots shown here for 
demonstration purposes extend only up to 40 GHz, the above 
strategies have been used up to 110 GHz [74], and higher fre-
quencies can be reached with the newer 1.0 mm connectors 
that are single mode up to 120 GHz or 0.8 mm connectors that 
are single mode up to 145 GHz.

Extension of our method to frequencies beyond the coaxial-
waveguide single-mode cutoff requires assumptions about the 

Figure 5. Two waveforms measured by our electro-optic sampling 
system. The solid line corresponds to a measurement with the 
CPW terminated by a 34.8 Ω resistor, and the dashed red line 
corresponds to a measurement with the CPW terminated by an open 
circuit. Except for these terminations, all of the conditions in the 
experiment were identical. From [71, 75].

6 For an example of a pulse with echo-like components that could  
mistakenly be windowed, see [88].
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high-order modes and their termination impedance that may 
be difficult to rigorously verify. If all the significant energy in 
the complex frequency response function is captured below 
the single-mode cutoff frequency, the response function can be 
Fourier transformed to obtain the temporal impulse response.

Alternatively, a filtered version of the time-domain impulse 
response can be obtained by setting the frequency response 
above the single-mode cut off to zero and Fourier trans-
forming back to the time domain. Sinc-function like artifacts 
due to this hard cutoff will be more or less visible, depending 
on the fraction of the energy that was dropped by the filter.

Removing the coaxial waveguides from the measurement 
problem and moving to a fully on-wafer measurement con-
figuration may significantly extend the frequency range over 
which mismatch corrections might be applied. However, 
on-wafer waveguides can still have multiple propagating 
modes, both guided and radiated, that must be considered. 
Applications of fully on-wafer measurements are discussed 
section 3.1.

In closing this section  on impedance in waveform 
metrology, we note that the group at Physikalisch-Technische 
Bundesanstalt (PTB) [20, 48, 58, 72, 100, 101] has devel-
oped a more time-domain-centric approach to characterizing 
impedance and correcting for its effects. Application of this 
approach to determining reflection and transmission coef-
ficients, along with comparison to measurements performed 
with a frequency-domain VNA, are described in [100]. 
Calibration of a photoreceiver pulse source with this strategy 
is described in [101]. A round robin comparison of photore-
ceiver measurements performed at several NMIs is currently 
underway [102].

2.3. Finite bandwidth effects

In section 2.1 we discussed how oscilloscopes have been cali-
brated in the past and described the approach we took, based 
on EOS. In this section, we discuss the signal estimation and 
instrument calibration problems from a mathematical per-
spective. Consider the example of using an oscilloscope to 
measure a short-duration, impulse-like waveform. Ideally the 
output trace of the oscilloscope would identically match the 
electrical input. While this is true for slow signals, for faster 
signals we find that the oscilloscope trace, considered as is, 
is not a good estimate of the input. First there may be a small 
delay between when the impulse arrives and when the oscil-
loscope trace indicates this event. Furthermore, whereas the 
input signal may return to zero as abruptly as it began, the 
oscilloscope trace generally exhibits damped oscillations at 
the tail end of the pulse before eventually returning to zero. 
Both features are manifestations of the physical fact that, 
despite considerable engineering efforts invested in the oscil-
loscope’s design, the microwave circuits still have inertial-
like characteristics based on Maxwell’s equations  and the 
dynamics of charge.

Note that the terms ‘slow’ and ‘fast’ appearing in this dis-
cussion do not refer to absolute time scales. Rather, the issue 
is the rate of modulation of the input signal relative to the 
rate at which the oscilloscope can respond. In practice these 

rates are indicated by the bandwidth specification of both 
signal and oscilloscope. For example, a modern microwave 
sampling oscilloscope might be characterized as having a 
100 GHz bandwidth. Such an oscilloscope would introduce 
relatively little distortion of an input signal with characteristic 
frequency content restricted to tens of megahertz. By contrast, 
quantitative distortions are expected when measuring micro-
wave signals with bandwidths on the order of tens of giga-
hertz. The fact that the oscilloscope waveform cannot be taken 
as a direct estimate of the underlying signal is referred to as 
a ‘finite bandwidth effect’. We discuss this formalism and our 
correction procedures in more detail below.

2.3.1. Deconvolution and regularization. We model our mea-
surement devices as linear, time-invariant (LTI) systems. Such 
systems are characterized by their impulse response function 
which we denote by h(t). Conceptually, h(t) is the trace that 
would result if the oscilloscope received a delta function at 
its input. More generally, if we consider the input as a sum 
of delta functions with strengths xj and originating at times sj, 
then for any measurement time t, the oscilloscope waveform, 
y(t) would be the sum of response functions scaled by xj and 
shifted in time by sj. In other words, y(t) =

∑
j xjh(t − sj). In 

the event that the input is a continuous function, then the sum 
may be replaced by an integral. Thus, informally, we have 
derived the result that the output of an LTI system is given by 
the convolution of the input with the system response,

y(t) =
∫ t

−∞
x(s)h(t − s)ds. (1)

In the context of LTI systems the two most common 
experimental tasks are calibration and input estimation. In 
the former, the goal is to excite the measurement system in 
such a way as to estimate h(t), the response function. This can 
be done in either the time- or frequency-domain. Referring 
to the discussion above, use of the EOS system to determine 
the photoreceiver’s response function is an example of a 
time-domain calibration, whereas the swept-sine calibration 

Figure 6. A comparison of the corrected power spectrums of 
V50 for the two waveforms shown in figure 5. The uncorrected 
spectrums of Ve are shown in dashed lines. The curves are 
normalized to 0 dB at DC. From [71, 75].
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of an oscilloscope’s response function is a partial solution 
to the frequency-domain calibration problem. Note that in 
the calibration experiment, the researcher has flexibility 
to fix the input waveform, x(t), in order to have desired 
characteristics.

The estimation problem may be stated as follows: Given 
a waveform y(t), as measured on a calibrated system with 
impulse response function h(t), what is the best estimate of 
the input signal x(t)? Mathematically this estimation problem 
is referred to as deconvolution. Whereas in principal, we could 
discretize the integral in (1) and attempt to solve the problem 
directly in the time-domain, we can better perform and ana-
lyze deconvolution algorithms in the frequency-domain.

Fourier analysis is a subject unto its own. We recommend 
[103] for mathematical treatment motivated by engineering 
applications. For our purposes here, the critical element of this 
theory is the Fourier Convolution Theorem relating convolu-
tion in the time-domain to multiplication in the frequency-
domain. Mathematically, we have

y(t) =
∫ ∞

−∞
h(t − s)x(s)ds, if and only if (2)

Y( f ) = H( f ) · X( f ). (3)

Here the capitalized functions are the Fourier transforms of 
their lower-case counterparts.

The Convolution Theorem suggests that the deconvolution 
problem can be solved by division. Given a response function 
h(t) and a measured signal y(t), upon computing the Fourier 
transform of both, we may simply estimate the Fourier trans-
form of the input signal as

X( f ) =
Y( f )
H( f )

. (4)

The time domain signal x(t) is computed from the inverse 
Fourier transform.

While this procedure is fine in theory, in practice two issues 
emerge. The first is that, the denominator in (4) tends to zero 
at large frequencies; i.e. |H( f − f0)| → 0 as | f − f0| → ∞. 
Physically, this corresponds to the fact that, for sufficiently 
large offsets from the instrument’s intended frequency range, 
the device will simply not respond and the measurement at that 
frequency will be zero. Presumably the energy of the input is 
either scattered back out of the instrument or dissipated into 
heat. The second issue pertains to measurement uncertainty 
and noise. As is well-appreciated by readers here, all meas-
urements contain an associated uncertainty. Furthermore, we 
generally expect that uncertainty, or ‘noise’ energy, distrib-
utes broadly across frequencies; for example, the spectrum of 
‘white noise’ is flat.

The combination of these two features—small denomi-
nator arising from physical/mathematical considerations, and 
non-zero numerator due to measurement effects—results in 
the well-known fact that this division algorithm is unstable. 
If executing it as suggested above, there will be frequency 
regions in which modest noise energy is amplified by a large 
factor corresponding to the reciprocal of H( f ). Whereas 
these regions are localized in the frequency domain, the 

time-domain estimates of x(t) exhibit erratic and extremely 
large oscillations throughout the measurement window and 
are thereby useless. More careful analysis is required.

Despite the instabilities alluded to above, the deconvolu-
tion problem is not entirely hopeless. The idea is that there is 
a region in the frequency-domain in which both the system 
response function and the signal-to-noise ratio are sufficiently 
large such that the division can be performed with confidence. 
Thus the goal is to monitor the high-frequency decay of the 
response function alongside the emergence of a ‘noise-floor’ 
in the spectrum of the measured signal; i.e. |H( f )| in relation to 
|Y( f )|. Outside of some frequency range, this division should 
cease and the estimate Xλ( f ) extended by other considera-
tions. Here we have introduced the λ subscript to indicate that 
the inversion algorithm performs the division over a frequency 
region that is effectively tuned by this parameter. In the sim-
plest case, the extension can be by zero as in Xλ( f ) = 0 for 
| f − f0| > fλ. More elaborate possibilities can also be uti-
lized. In any case, the goal is to provide a reliable estimate, 
Xλ( f ) ≈ X( f ), in such a way as to be stable in the presence of 
(unavoidable) measurement uncertainty. Mathematically, the 
instability of deconvolution corresponds to the statement that 
deconvolution is an ill-posed problem. Techniques for stabili-
zation of the inversion come from the study of regularization 
theory for the inversion of ill-posed problems. This theory is 
overly technical for presentation here; see [104–106] for more 
details.

2.4. Timebase traceable to the SI

Waveforms are a record of a physical phenomena as a function 
of time [19]. Likewise, the Fourier transform of the waveform 
is a function of frequency. In order for the waveform, mea-
sured in the time or frequency domain, to be totally traceable 
to the SI, the time axis or frequency axis must be traceably 
calibrated. We have already discussed, briefly, calibration of 
the time scale of the EOS system, traceable to the SI through 
the laser interferometer wavelength and the speed of light. In 
this section, we focus on the timing errors in equivalent-time 
(sampling) oscilloscopes, which are similar for all manufac-
turers. Real-time oscilloscopes are a different matter entirely. 
See [107] and section 3.3 for a discussion of the differences 
between these two types of oscilloscopes.

2.4.1. Timing errors in equivalent-time oscilloscopes. In 
the following two sections, we discuss only equivalent-time 
oscilloscopes and, for brevity, refer to them simply as oscil-
loscopes. Timing errors in oscilloscopes are generally bro-
ken into three categories. Systematic errors, called timebase 
distortion, are repeatable over a short period of time from 
measurement to measurement, as long as the sample interval 
and waveform epoch are kept fixed7. Timebase distortion can 
include a linear compression or stretch of time scale, as well 

7 From [19], the waveform epoch is defined as ‘An interval to which consid-
eration of a waveform is restricted for a particular calculation, procedure, or 
discussion. Except when otherwise specified, this is assumed to be the span 
over which the waveform is measured or defined’.
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as nonlinearities in the time scale. Jitter is an error that varies 
randomly from sample to sample within a single waveform 
measurement. These random variations are usually modelled 
as uncorrelated between samples, but correlated errors are 
possible. Drift is a correlated shift of the waveform within a 
single measurement epoch, which can change randomly from 
measurement to measurement.

The oscilloscope, without timing errors, measures the wave-
form at evenly-spaced time intervals. However, when timing 
errors are accounted for, the samples occur at varying intervals, 
sometimes jumping forward in time and sometimes jumping 
backwards. As an extreme example, the averaged impulse 
measurement in figure 7 exhibits a time discontinuity on the 
rising edge. Samples on the right of the discontinuity were actu-
ally measured at an earlier equivalent time than the samples just 
to the left of the discontinuity. This and similar errors violate 
our assumption of time invariance and must be corrected before 
correcting for impedance effects and before deconvolution.

2.4.2. Correcting timebase errors. Considerable research 
was conducted on estimating and correcting timing errors in 
oscilloscopes throughout the 1990s and early 2000s, by us and 
several other groups; for example, see [14, 34–36, 108–111]. 
Eventually, commercial solutions were developed to estimate 
and correct timebase distortion and jitter down to roughly the 
200 fs level. Recent oscilloscope implementations may reduce 
timebase errors even further.

At NIST, we implemented a method, for traceably  
correcting timebase distortion and jitter in some oscillo-
scopes, that we call the timebase correction (TBC) algorithm  
[34–36]. A similar technique was also developed at the 
National Physical Laboratory in the United Kingdom [111]. 
Typical measurement apparatus for TBC is shown in figure 8. 
Here, the waveform generator (under test) and the trigger 
signal are all synchronized with a local oscillator (LO). This 
LO is, in turn, referenced to an SI traceable clock, such as 
one of the NIST Hydrogen masers [33]. This technique can be 
used both when calibrating the oscilloscope [112] and when 
using the oscilloscope to calibrate various waveform genera-
tors, such as in [37–39].

The idea is that we ultimately reference the measurement 
time of each sample of the signal of interest to the traceable 
LO. In the apparatus, each time the oscilloscope is triggered, 
all of the samplers in the mainframe are fired simultaneously 
from a single strobe pulse generated by the oscilloscope’s 
timebase. When the samplers are fired, any errors in the time-
base, either systematic or random, are reflected in the measure-
ments performed by each sampler. This means that the timing 
errors in the measured quadrature LO sinusoids on channels 1 
and 2 are indicative of the timing errors in the channels 3 (and 
higher) that are used to measure the signal(s) of interest. Note 
that because the LO sinusoids are approximately 90◦ out of 
phase, one of the sinusoids always has a non-zero slope and is 
therefore sensitive to timing errors.

The uncorrected timebase of the oscilloscope gives an 
initial estimate of the time for each sample. This estimate is 
then refined by fitting the LO sinusoids with an orthogonal 
distance regression algorithm. Finally, the fit residuals in 

the horizontal direction are then used to calibrate the time at 
which each sample was taken. Because the samplers impart 
their own timing and voltage noise, the lowest achievable jitter 
after TBC is limited to about 200 fs.

When averaging, drift effects, such as differing thermal 
expansion between the path traveled by the signal of interest 
and the LO sinusoids measured on channels 1 and 2, can sig-
nificantly impact the measurements. Several drift estimation 
algorithms that are applicable to impulse-like waveforms are 
described in the literature; for example, see [113–115] and 
references therein. A method for aligning band-limited modu-
lated signal measurements is described in [116].

2.5. Uncertainty analysis

Systematic errors generally have structure, and that structure 
changes as the error is transformed to another domain. For 
example, multiple reflections in and between mismatched 
electrical circuits can be thought of as echoes. When an 
impulse travels through a circuit, the output is often a train 
of decaying pulses. These decaying pulse trains in the time 
domain correspond to characteristic ripples in the frequency-
domain scattering parameters.

Figure 9 from [89] illustrates the temporal voltage of a 
photoreceiver measured on our electro-optic sampling system 
in (black). The electrical pulse generated by the photoreceiver 
reaches a peak of nearly 3.5 V/pC at about 40 ps. This pulse 
was calculated from the inverse Fourier Transform of the pho-
toreceivers frequency response, zeroed out above 110 GHz. 
We also see the first round-trip reflection between the pho-
toreceiver and the CPW resistor at about 400 ps. Most of this 
round-trip reflection has been removed by the mismatch cor-
rections, but some residual vestiges of the reflection can still 
be seen there.

Figure 9 also shows the uncertainties in this measurement 
calculated in two different ways. The red dashed curve shows 
the uncertainty from our correlated uncertainty analysis. 
As expected, uncertainty peaks near 40 ps where the signal 
reaches a maximum. That is, uncertainties in the measure-
ments are small before the pulse arrives, grow larger when the 
pulse arrives, and then slowly get smaller after the pulse stops.

Figure 7. Measured impulse positioned on a timebase 
discontinuity. Timebase distortion often includes, but is not limited 
to such discontinuities. The measurement has been averaged to 
reduce the visible effects of random processes such as jitter and 
additive noise.
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Finally, we see the uncertainty rise slightly near 400 ps, 
where the imperfect mismatch correction was applied to try 
to remove the multiple reflections in the system. These uncer-
tainties are all consistent with our understanding of the meas-
urement system.

The blue dashed curve (marked with circles) shows the 
result of an uncertainty analysis that ignores correlations. 
Here the uncertainty level is uniform, even long before the 
pulse arrives, and after the pulse has ended. The uncertainty 
does not grow where the signal reaches a peak and the uncer-
tainties do not track known imperfections in the mismatch and 
other corrections. This is because, without any information on 
the correlations in the frequency domain, the error must be 
treated as uncorrelated white noise. Uncorrelated noise in the 
frequency domain translates into noise that is uniformly dis-
tributed over time. Clearly, neglecting the correlations in the 
uncertainty loses several important aspects of the uncertainty.

2.5.1. Consistent uncertainty analysis in the time and  
frequency domains. Oscilloscopes and the electro-optic 
sampling system are temporal systems, while the vector net-
work analyzers we use to characterize the mismatch in these 
systems are frequency-domain systems. As a result, our mea-
surement strategy has forced us to continually transform from 
one domain to the other [38, 71, 91]. We not only needed to 
transform our measured results from one domain to the other, 
but we were confronted with the need to transform our uncer-
tainties between the time and frequency domains as well. 
However, we could not do so without knowing how they were 
correlated.

From the example above, uniform noise in one domain 
propagates to uniform, un-correlated noise in the other domain. 
However, the residual error in our mismatch correction has 

generally resulted from imperfections in our measurement 
equipment and calibration artifacts that were also due to mis-
match. Thus, they were characterized by highly-correlated rip-
ples in the frequency domain, and highly correlated decaying 
pulse trains in the time domain. This also required us to under-
stand and account for the correlations in our uncertainty of our 
mismatch corrections before applying the Fourier transform.

2.5.2. The microwave uncertainty framework. We developed 
an uncertainty analysis software tool [95] to automatically 
track the correlations in our measurement uncertainties as 
we propagated them through Fourier Transforms and other 
complex calibrations and data processing steps. This tool is 
designed to handle correlated uncertainties in large correlated 
vectors, as well as correlations introduced by reusing cali-
bration artifacts or error mechanisms in different parts of the 
procedure.

The vectors are typically functions of time or frequency, 
but may be functions of other variables as well. Each element 
in these vectors can be a scalar, a complex number, a vector of 
scalars or complex numbers, or matrices of scalars or complex 
numbers. Common examples include temporal waveforms, 
which are functions of time, and complex  scattering-param eter 
matrices, which are functions of frequency.

2.5.3. Sensitivity analysis. In our software tool [95] we 
assign unique names to each error mechanism to track reuse 
of calibration artifacts or error mechanisms. The tool stores 
nominal values of the vectors it is designed to treat, as well as 
a perturbed vector corresponding to the results of a sensitivity 
analysis for each error mechanism in the problem. Each of 
these perturbed vectors corresponds to the results of the analy-
sis performed when each of the error sources in the problem 
is turned off except for one, which is identified by its unique 
name.

We calculate these sensitivities with a simple forward-
difference method, using a step size equal to the standard 

Figure 8. Apparatus used to calibrate the timebase of some 
equivalent-time oscilloscopes by use of the timebase correction 
(TBC) algorithm. In this system, the timing errors τ in channels 
(samplers) 1, 2, and 3 are highly correlated. The TBC algorithm 
uses orthogonal distance regression to fit the quadrature sinusoids 
measured on channels 1 and 2. Horizontal residuals in this fit are 
then used to calibrate the oscilloscope’s timebase.

Figure 9. The measured temporal voltage that a photoreceiver 
generates across a perfect 50 Ω load when the photoreceiver is 
excited by a short optical pulse that generates a picocoulomb of 
charge at its bias port, and its standard uncertainty after correction, 
from [89].
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uncertainty of the error mechanism in question. While this is 
not extremely efficient from a numerical point of view, the 
method offers a straight-forward and robust way to perform 
the sensitivity analysis. As each result is a perturbed version 
of the nominal vector, correlations in the uncertainties are pre-
served. However, like all sensitivity analyses, the transforma-
tions that are applied to the data must be linear.

2.5.4. Monte-Carlo uncertainty analysis. Monte-Carlo analy-
sis can be used to calculate the uncertainty of both linear and 
nonlinear problems, and to determine the probability density 
functions of its results. This is accomplished in the distributed 
calculations supported in our software tool by locally generat-
ing Monte-Carlo results based on the names assigned to each 
error mechanism in a deterministic way.

The Monte-Carlo analysis can be used not only to identify 
probability distribution functions, but to identify systematic 
bias in nominal results created by nonlinearity in the cali-
brations and processing steps. Systematic bias is a common 
occurrence, as many physical phenomena in the calibrations 
and processing steps are nonlinear.

Figure 10 illustrates the importance of Monte-Carlo anal-
ysis. The figure  shows a histogram of the magnitude of the 
transfer function S21 of a passive junction between a rectan-
gular waveguide test port and a passive calibration standard. 
This transfer function cannot be greater than one because the 
connection is passive, and cannot create energy. Thus, any 
deviation from a perfectly aligned junction either does not 
change the magnitude of the transfer function, or reduces it.

In this case, the best estimate of the electrical behavior 
of the junction is that it is perfectly aligned, in which case 
the magnitude of S21 is equal to one (i.e. 0 dB). This nominal 
value of the magnitude of S21 is denoted by the red line on the 
plot at 0 dB.

The Gaussian distribution plotted in green in figure 10 is 
the estimate of the probability distribution function from the 
sensitivity analysis, and is centered on the red line at 0 dB. 
However, we know that the actual value of the magnitude of 
the transfer function cannot exceed one, as the Gaussian distri-
bution calculated from the sensitivity analysis might lead us to 
believe. Thus, we see that the Gaussian distribution assumed 
in our sensitivity analysis cannot be correct.

The distribution of the Monte-Carlo estimates is shown 
in figure  10 in black with crosses, denoting the maximum 
number of occurrences in each histogram bin. Here we see 
that the probability density function is always less than one 
(0 dB), as we expect. The blue line marks the average of the 
Monte-Carlo estimates, and represents our best estimate of the 
average value of the transmission through the junction.

3. The future of waveform metrology

The full waveform metrology paradigm has provided a solid 
foundation for traceable modulated signal measurements (e.g. 
see [39]). As depicted in figure  2, this foundation includes 
traceability to the SI through electro-optic sampling, RF 

power metrology, traceable time scales, and traceable imped-
ance standards.

In addition, electro-optic sampling is now accepted as the 
preferred method for providing traceability for LSNA phase, 
oscilloscope response, and lightwave component analyzer 
phase [20, 62, 78, 101, 102, 117–121].

Each step in the traceability chain can now be made con-
sistent between the time and frequency domains and con-
nected by an uncertainty analysis that is equally valid in both 
domains. Uncertainty analyses similar to those presented 
here, that track uncertainty correlations, and which support 
a consistent analysis in the time and frequency domains are 
now being pursued by academia, industry, and other NMIs 
[20, 101, 115, 122–126] both for high-speed waveform meas-
urements and for lower-speed force, pressure, and acoustic 
measurement systems. To the best of our knowledge, none 
of these analyses or tools integrate Monte-Carlo analysis and 
the ability to cascade calibration uncertainties through many 
steps, e.g. from the EOS and VNA measurements, through 
and oscilloscope calibration, and into waveform generator 
calibration. However, the field is quickly evolving and other 
advanced tools may soon be available. Frequency-domain 
tools for VNA uncertainty analysis are also quickly evolving 
[127–129] and may soon integrate time-domain capability, 
Monte-Carlo analysis, and extension beyond s-parameter 
measurements.

Full waveform uncertainties are proving to be valuable 
in their own right [124, 130–132]. For example, in [131] the 
step-responses of high-speed HBT transistors were measured 
and also modelled with an industry standard transistor mod-
eling software package. The measurement uncertainties and 
process variations were propagated through the integrated cir-
cuit design process, allowing designers to assess the impact of 
these uncertainties on their designs directly.

The foundation provided by full waveform metrology can 
now be leveraged and applied to today’s waveform measure-
ment problems [133, 134] and waveform measurement instru-
mentation. We conclude with a list of some potential problems 
and improvements.

3.1. Connector-less on-wafer measurements

The trend away from modular components that are con-
nected by coaxial cables or rectangular waveguide and 
towards increased system integration at the integrated circuit 
level has been a standard motivator for connector-less on-
wafer measurements for many years. The recent demand for 
highly-efficient mm-wave systems is a new driver. Consider 
a power amplifier designed for mobile applications in the 60 
GHz band. In order to design a high-efficiency amplifier, the 
designer must characterize the transistor performance up to 
at least the second and third harmonics at 120 GHz and 180 
GHz respectively. For example, see [135–137]. LSNAs and 
other waveform measurement instruments are limited by the 
highest frequency of single-mode operation of the connectors 
between the the measurement system and the circuit being 
tested; i.e. 110 GHz for 1.0 mm and 145 GHz for 0.8 mm.
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Only microfabricated transmission lines and the smallest 
coaxial cables (for which no standard connectors are avail-
able) can support such bandwidths. Hence, there is a need for 
moving the measurement instrument into the wafer probe and 
thereby eliminating the need for connectors. Such instruments 
will require on-wafer standards and electro-optic sampling 
will undoubtedly play a role in calibrating instruments that 
are embedded in probes [88].

3.2. Connector-less radiated measurements

Fifth-generation wireless systems operating at mm-wave fre-
quencies will require new over-the-air (OTA) test methods, 
both for evaluating the user equipment and for the base sta-
tion [138, 139]. Some form of known free-field modulated 
signal will likely be needed to distinguish between the effects 
due to unintentional impairments in the measurement system 
and intentional channel effects. Reference modulated fields, 
based on calibrated signals at a coaxial reference plane [39], 
can be used to characterize the test system, asses the OTA 
test methods, and eliminate ambiguities regarding the origin 
of various measured impairments [133].

Because of the high propagation losses at mm-wave fre-
quencies, fifth generation wireless systems will also need 
multiple antenna arrays to improve the effective antenna 
gain. This will be achieved through beam steering and signal 
processing that makes use of multiple input/multiple output 
(MIMO) antenna arrays [140, 141].

These low-cost antenna arrays will have active array ele-
ments and be highly integrated, compact, and low cost, with 
poor isolation between the elements. This will lead to several 
measurement and design challenges. First, the signal dist-
ortion will need to be measured in the presence of multiple 
interfering signals on the same antennas. Because the antennas 
will be poorly isolated, leakage from adjacent antennas will 
saturate the amplifiers that drive each antenna. This saturation 
will depend on the direction in which the transmitted beam 

is pointed and the particular signals that are on each antenna 
[137, 142]. Free-field, modulated-signal measurements will 
be needed to characterize the effectiveness of various non-
linear compensation strategies. Because the arrays are highly 
integrated, they may not have input connectors, so on-wafer 
probing strategies may need to be incorporated with the free-
field measurements.

3.3. Time interleaved instruments

High-speed digitizers and real-time oscilloscopes (RTOs)8 
are typically used for capturing low-probability events, ran-
domly varying signals, or one-time events. Examples include 
glitches in digital data streams, wireless signals over a fading 
channel and the shock wave from an explosion. RTOs often 
have sophisticated, software assisted trigger functionality for 
detecting very specific events, particularly for digital data 
streams. Some RTOs have large memory depth and can per-
form complicated signal processing, such as calculating error 
vector magnitude and displaying constellation patterns in real 
time. Both equivalent-time oscilloscopes and RTOs are now 
available with approximately 100 GHz bandwidth. A descrip-
tion of the architecture of real-time and equivalent-time oscil-
loscopes and their application to characterizing serial data 
interconnects can be found in [107].

From the perspective of a metrology lab, not associated 
with the manufacturer, RTOs pose a more complicated cali-
bration problem than do equivalent-time oscilloscopes. This 
is because equivalent-time oscilloscopes use one sampler per 
input channel and one timebase for the entire mainframe. 
RTOs, with roughly 500 MHz or more bandwidth, interleave 
N analog to digital converters (ADCs), where N can be any-
where between 2 and a few hundred, depending on the oscillo-
scope bandwidth and manufacturer. Thus, when the aggregate 

Figure 10. Uncertainty in the magnitude of the transfer function S21 of a passive junction between two rectangular waveguides. For details, 
see section 2.5.4.

8 For simplicity, we refer to both here as RTOs.
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acquisition rate is fs, the acquisition rate of any given ADC is 
fs/N.

In an RTO, a master clock is distributed through N delay 
lines to each of the ADCs to control when each ADC makes a 
measurement. Due to manufacturing tolerances, the delay of 
each line usually must be trimmed to make the time interval 
between each ADC measurement acceptably close to f−1

s . 
However, errors are always present in this trimming process, 
giving rise to periodic timing errors. Furthermore, each ADC, 
and the RF path to that ADC, has its own unique errors, both 
linear and nonlinear. Depending on the RTO manufacturer 
and the desired level of accuracy, the calibration model can 
be quite complicated and can contain nonlinear and non-time 
invariant aspects.

Some progress toward a metrology grade calibration has 
been made recently [143–145]. To the best of our knowledge, 
a time/frequency consistent uncertainty analysis for RTO 
measurements over several gigahertz of bandwidth is not cur-
rently available.

3.3.1. Instrumentation nonlinearity. We have observed sig-
nificant nonlinearities in equivalent-time oscilloscopes, RTOs 
and LSNAs. Calibration of these nonlinearities could signifi-
cantly enhance the dynamic range of these instruments and 
uncertainty analysis of their measurements.
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