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ABSTRACT 
Powder bed metal additive manufacturing (AM) utilizes a 

high-energy heat source scanning at the surface of a powder layer 
in a pre-defined area to be melted and solidified to fabricate parts 
layer by layer. It is known that powder bed metal AM is 
primarily a thermal process and further, heat conduction is the 
dominant heat transfer mode in the process. Hence, 
understanding the powder bed thermal conductivity is crucial to 
process temperature predictions, because powder thermal 
conductivity could be substantially different from its solid 
counterpart. On the other hand, measuring the powder thermal 
conductivity is a challenging task. The objective of this study is 
to investigate the powder thermal conductivity using a method 
that combines a thermal diffusivity measurement technique and 
a numerical heat transfer model. In the experimental aspect, disk-
shaped samples, with powder inside, made by a laser powder bed 
fusion (LPBF) system, are measured using a laser flash system 
to obtain the thermal diffusivity and the normalized temperature 
history during testing. In parallel, a finite element model is 
developed to simulate the transient heat transfer of the laser flash 
process. The numerical model was first validated using reference 
material testing. Then, the model is extended to incorporate 

powder enclosed in an LPBF sample with thermal properties to 
be determined using an inverse method to approximate the 
simulation results to the thermal data from the experiments. In 
order to include the powder particles’ contribution in the 
measurement, an improved model geometry, which improves the 
contact condition between powder particles and the sample solid 
shell, has been tested. A multi-point optimization inverse heat 
transfer method is used to calculate the powder thermal 
conductivity. From this study, the thermal conductivity of a 
nickel alloy 625 powder in powder bed conditions is estimated 
to be 1.01 W/m·K at 500 oC. 

INTRODUCTION 
In laser powder bed fusion (LPBF) or powder bed electron 

beam additive manufacturing (EBAM), the presence of 
seemingly randomly arranged metallic particles has a significant 
effect on the process physical phenomenon, e.g., heat transfer. 
The thermal conductivity of a powder bed in LPBF or EBAM is 
very different from its solid counterpart due to limited contact 
between particles in packing conditions. On the other hand, the 
ability to predict the thermal behavior in metal AM processes is 
essential to process understanding and part quality 
improvements. Cheng et al. [1] demonstrated the necessity of 
including the powder thermal conductivity in modeling heat 
transfer in EBAM; the measured titanium alloy (Ti-6Al-4V) 
powder thermal conductivity is less than 15 % of the solid Ti-
6Al-4V conductivity. In addition, there have been increased 
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modeling studies of powder bed AM processes that consider 
powder material properties, such as the conductivity and the 
packing density [2-7]. It has been indicated that the thermal 
properties of powder materials are critical to the model 
prediction accuracy. 

 
Information from literature indicates that the specific heat 

and the latent heat of fusion of metallic powder could be assumed 
the same as the solid [8-14]. On the other hand, thermal 
conductivity is more complexly related to powder properties 
such as porosity or density, therefore has elicited development 
of several analytical models to estimate conductivity based on 
these properties. Tolochko et al. [14] developed a mathematical 
model for the powder thermal conductivity which considered the 
effective conductivity due to radiation heat transfer and powder 
particle contact necks, as well as conduction from gas filling 
inside the pores in a powder bed. Sih and Barlow [11] presented 
a porosity-dependent conductivity model for a metallic powder 
bed. The conductivity of the gas, the porosity, the solid 
conductivity, and the particle to particle contact-area ratio were 
taken into account. Moreover, Hadley [15] also developed a 
model that considered the powder bed porosity and the gas 
around powder particles. It was reported that predictions made 
using these equations show reasonable agreement with published 
metallic powder conductivity. 

 
Measuring powder thermal properties for LPBF is not a 

trivial task. The powder conditions within the measurement 
apparatus ought to replicate those within an LPBF system during 
a build process. A laser flash apparatus, used to measure material 
thermal diffusivity, may enable closer replication of in-situ 
powder conditions. Laser flash apparatus was developed based 
on a study by Parker et al. [16]. The authors utilized a light 
source to heat a disk-shaped sample from one side with a sensor 
to detect the thermal signal rise on the other side of the sample. 
Figure 1 shows a general configuration of a laser flash system; a 
pulse laser energy input is applied to a flat surface of the sample 
in a very short duration (order of ms) and the temperature 
response from the opposite side is then recorded by an infrared 
(IR) sensor [17]. The specific experimental setup is based on the 
one-dimensional heat transfer assumption. One of the 
advantages of the laser flash method is that the diffusivity value 
may be calculated simply by one variable from testing and one 
sample dimension [16], as shown in Figure 2: 

ߙ ൌ 0.1388 ൉  ଵ/ଶ                              (1)ݐ/ଶܮ
where L is the thickness of the sample, t1/2 is the time to reach 
the half of the maximum temperature. It should be mentioned 
that Eq. (1) gives just a simplified thermal diffusivity calculation 
using the Parker model [16] and there are more comprehensive 
models that account for minor heat loss using an analytical 
method for the diffusivity determination from the experimental 
data.  Parker and other models do not depend on absolute 
temperature, therefore the thermograms are normalized by 
dividing by the peak IR sensor signal value for direct comparison 
of tests at varying setpoint temperatures. 
 

Utilizing a laser flash system, Stryczniewicz et al. [19] 
estimated the thermal property of a coating material. The 

obtained experimental results were used as a basis in a multi-
variables identification procedure. Both an inverse heat transfer 
method and a numerical simulation were applied to determine 
the thermal diffusivity of the coating material in a coating-
substrate-coating sample. Wright et al. [20] also conducted laser 
flash testing to evaluate the thermal diffusivity of a two-layered 
sample, which has the thermal diffusivity of one material 
unknown. The authors attempted to estimate the unknowns such 
as the thermal diffusivity and the input power by minimizing the 
difference between the numerical simulation and the measured 
data with a least-squared approach. 

 

 
 Figure 1. A typical configuration of a laser flash system [17] 
 

  
Figure 2.  Illustration of normalized output curve from thermal 
signals [18]. 
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Although there is a pool of literature focused on LPBF or 
EBAM build material properties, most of the reports are about 
the build part characteristics, such as the yield strength, hardness, 
and microstructures. The thermal properties, especially for 
powder materials, are less frequently found in literature. To 
estimate the powder conductivity in the EBAM process, Cheng 
et al. [1] fabricated both solid and powder-encapsulated samples 
by an Arcam S-121 system using Ti-6Al-4V powder. The thermal 
conductivity of both samples was then individually measured 
using a commercial model TPS 2500 S hot-disk analyzer. The 
powder conductivity of the powder-encapsulated sample was 
then obtained by the concept of “thermal resistance in series” 
with the known solid sample conductivity and the sample 
geometry. Comparing to the hot-disk measurement technique, on 
the other hand, the laser flash method has advantages of higher 
testing temperatures, non-contact measurements, shorter 
response time, and not requiring true temperature measurements, 
etc. 

 
The purpose of this study is to develop a methodology 

combining both experimental and numerical approaches to 
evaluate the thermal diffusivity of metal powder used in LPBF 
as in powder bed conditions. The intent is to inversely obtain the 
powder thermal conductivity in LPBF through iterative heat 
transfer simulations of the laser-flash thermal response that 
matches closely to the data from the experiment. 

LASER FLASH METHOD 
For the experimental approach, laser flash testing was 

employed to measure the thermal diffusivity of designed and 
fabricated specimens. Once the thermal diffusivity α is obtained, 
the thermal conductivity k is calculated from Eq. (2), related to 
the density ρ and the specific heat cp, 

α ൌ ௞

஡ൈୡ೛
.                                      (2)  

Laser flash testing was first conducted to a reference 
material to examine the combined experimental-numerical 
approach. Solid molybdenum (Mo) specimens were measured 
from room temperature up to 1600 °C. The disk-shaped 
specimens have a diameter and a thickness of 12.5 mm and 
3.176 mm. A DLF-1600 laser flash system from TA 
Instruments1, shown in Figure 3, was utilized to perform thermal 
diffusivity measurements. During testing, a laser pulse of 35 J is 
applied uniformly on the sample’s top surface and lasts 0.001 s. 
Before the laser pulse, the furnace reaches a uniform temperature 
(within several degrees Celsius of the user-specified setpoint) for 
a certain duration to guarantee the entire sample itself has a 
constant initial temperature. On the other side of the sample, an 
infrared pyrometer collects thermal signals from the transient 
response.  

 

                                                           
1 Certain commercial entities, equipment, or materials may be identified in 

this document in order to describe an experimental procedure or concept 
adequately. Such identification is not intended to imply recommendation or 

 
Figure 3. DLF-1600 laser flash system. 
 

The transient thermal data collected from the sample’s 
bottom surface (non-heating side) was averaged and normalized. 
Figure 4 shows an example of both the raw data and the 
normalized curve from a testing temperature of 94.5 °C. A rapid 
temperature rise is noted, while temperature decrease after the 
laser shot is fairly slow, indicating relatively little heat loss of the 
measuring sample inside the furnace. 
 

 
Figure 4. Example of raw and normalized data curves from 
single-shot laser. 

FINITE ELEMENT HEAT TRANSFER 
A finite element (FE) method was applied to model the 

transient heat transfer of the laser flash process, using ABAQUS 
software to realize thermal simulations. The tested Mo sample 
was modeled according to its actual dimensions. One side of the 
sample was subject to a heat source from a laser pulse, which 
was simplified as a uniformly distributed surface heat flux. The 
laser irradiation area was approximated as a 10 mm diameter 
circle, estimated from the experiment. The furnace was filled 
with N2 gas during testing, and thus, heat convection as well as 
thermal radiation were considered as the thermal boundary 
conditions. Moreover, the initial condition was assumed to be the 
actual testing temperature, uniform in the whole model. The 
environmental temperature was set to be the same as the testing 
temperature. The mesh size is about 0.166 mm by 0.166 mm by 
0.166 mm in the laser irradiation region, as shown in Figure 5. 
Temperature dependent conductivity, specific heat, and density 

endorsement by the National Institute of Standards and Technology, nor is it 
intended to imply that the entities, materials, or equipment are necessarily the 
best available for the purpose. 
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of the testing material, from literature [21] and shown in Figure 
6, were incorporated in the FE model. The material emissivity is 
0.05 to 0.18 (unitless) [22]. The convection coefficient is 
estimated to be 10 W/m2·K [6]. The simulation result, the 
temperature field and history, was processed to obtain the 
average temperature at the surface that corresponds to the signal 
acquisition area on the sample, also about 10 mm diameter circle 
at the bottom surface. 

 

 
Figure 5. Model mesh and boundary conditions. 
 

 

 
Figure 6. Solid Molybdenum material properties [21]. 
 

Simulations were conducted using the actual testing 
temperatures from the experiment to validate the FE model. The 
simulation and experimental results were compared, shown in 
Figure 7, at both low and high temperatures. It can be observed 
that the normalized temperature response (T/Tmax) curve from 
the simulation matches well to that from the experiment. There 
is a slight difference between the experiment and simulation only 
in the temperature decreasing stage. The minor deviation, which 
is more noticeable at a higher testing temperature, may be 
attributed to the simplified boundary condition of the sample, 
e.g., no heat dissipation from the sample holder contact. 
Nonetheless, the model is accurate in capturing the specimen 
diffusivity since t1/2 is only related to the heating range. 
Diffusivity values measured by laser flash, direct output from the 
DLF-1600 system calculated using the Clark and Taylor 
model [23], at different temperatures were compared with 
literature data, summarized in Figure 8, showing reasonable 
agreement between the two. 

 

 
(a) 94.5 °C 

 
(b) 798.6 °C 

Figure 7. Simulation vs. experimental results at different testing 
temperatures. 
 

 
Figure 8. Comparisons of measured thermal diffusivity with 
literature data [24] used in simulations.  Error bars are standard 
uncertainty from Mo calibration material certificate.  

STUDY OF POWDER ENCLOSED SAMPLES 
To study the LPBF powder thermal properties, a hollow disk 

model, 6.25 mm radius and 2 mm height with 0.25 mm and 
0.5 mm shell thickness for the flat and circumferential surfaces, 
respectively, was created in computer-aided design (CAD) 
software. The geometric information of the model is shown in 
Figure 9. The designed model was then fabricated using an LPBF 
system, EOS M270, with 17-4 stainless steel powder and default 
process parameters. The fabricated disk specimens contained the 
powder to be analyzed for thermal diffusivity. Laser flash testing 
was performed on the powder-enclosed specimens using the 
DLF- 1600 to obtain the normalized thermal response curve. The 
result was then compared to the simulations with an attempt to 
determine the powder conductivity by matching the simulation 
with the experimental thermal response. 
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Figure 9. Dimensional information (in mm) of the model for 
fabrication of powder-enclosed samples. 
 

The developed FE thermal model was also modified based 
on the sample geometry and used to simulate laser flash testing 
of the powder-enclosed sample. Temperature dependent thermal 
properties of solid 17-4 stainless steel were obtained from 
literature, Figure 10, and included in the model. The 17-4 
stainless steel emissivity was estimated as 0.3 [25]. The powder 
thermal conductivity value was to be determined, and adjusted 
in the simulation so to approach the simulated thermal response 
to the experimental curve. 

 

 
 
Figure 10. Physical properties of solid 17-4 stainless steel 
[25,26]. 

 
One of the issues noted that may affect the simulation 

accuracy was the contact between the enclosed powder and the 
solid top shell. After LPBF fabrications, it is possible that sample 
handling may cause powder to settle due to gravity, resulting in 
a gap filled with nitrogen gas used in LPBF, and thus, poor 
contact between the powder region and the top shell, effectively 
thermally insulating the interface. In a similar study also using 
the laser flash technique for metallic powder thermal property 
analysis, Whiting et al. showed the existence of such a gap in 
powder-enclosed LPBF samples by computed tomography (CT) 
scanning [27]. To simulate the insulation condition, the contact 
conductance of extreme low value, e.g., 10-4 W/m2·K, was tested 
to simulate the insulation due to the gas gap. The results from the 
experiment and simulation are compared in Figure 11 below. It 
is found that the result is closely matched in the temperature 
rising range, indicating that the obtained t1/2 time is similar to the 
laser flash measurements. However, the effective diffusivity 
obtained from this experiment may not be truly contributed by 
the powder diffusivity, since the insulated contact between the 
powder and the top shell would direct the heat flow toward and 
through the solid circumferential shell instead of the powder 
inside. Therefore, such a sample model is not suitable in 
analyzing the powder thermal conductivity and a different 
configuration of the model geometry that can improve the 
contact condition is needed. 
 

 
(a) 

 
(b) 

Figure 11. Normalized thermal response curves from simulation 
and experiment for flat-surfaced powder-enclosed samples: (a) 
95 °C, and (b) 300.4 °C. 
 
Sample geometry modification 

To mitigate the possible gap-insulation issue, a new sample 
design was proposed. Figure 12 shows the cross-sectional view 
of the newly designed model; overall, it has a diameter of 25 mm 
and is 3 mm thick. The shell thickness is 0.5 mm all around (top/ 
bottom/circumference). In addition, internal solid cones 
extended from both the top and bottom shells with a height of 
0.5 mm were added. The intent is to reduce or minimize the gas 
gap between the powder section and the top shell. Further, the 
shape of the cones may help direct the heat flow toward the 
internal powder section. 

 

 
Figure 12. Cross-sectional view of new sample design showing 
internal cones (unit: mm). 
 

The samples of the newly designed model were fabricated 
by an EOS M270 system using nickel alloy 625 powder. Laser 
flash testing was then performed to the samples using a 
DLF-1200 system from TA instruments (Figure 13(a)). The 
system generates laser irradiation to the bottom surface of the 
sample with an input power of 25 J and a duration of 0.003 s, and 
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has a pyrometer collecting the infrared signal from the opposite 
side (i.e., top surface). Both the powder-enclosed samples (with 
the cone feature) and solid samples (same overall dimensions as 
powder-enclosed samples) were tested at 500 °C. Figure 13(b) 
shows the normalized thermal responses from both the solid and 
powder-enclosed samples. The plots include the average of three 
consecutive tests with standard deviation values, showing good 
repeatability, less than 5 % in the temperature decreasing range 
for the powder-enclosed sample. The measured thermal 
diffusivity of the solid and powder-enclosed samples is 
0.045 cm2/s and 0.0028 cm2/s, respectively, using the Clark and 
Taylor model [23]. 

 

 
(a) 

 
(b) 

Figure 13. (a) DLF-1200 laser flash apparatus, and (b) 
normalized curves from testing of both solid and powder-
enclosed samples. 

The developed FE heat transfer model was modified 
accordingly to simulate the new samples and testing conditions. 
The sample material was updated with solid nickel alloy 625 
properties [28, 29]. To better account for heat loss in the transient 
heat transfer during laser flash testing, the alumina sample holder 
that a specimen sit on during testing was included in the FE 
model. Figure 14 shows the sample holder and its geometric 
information. 

 

 
(a) 

 
(b) 

Figure 14. (a) Sample holder and sample for testing, and (b) 
dimensional information of sample holder (mm). 
 

The measured thermal diffusivity of the powder-enclosed 
samples has the combined contribution from both the solid 
material (shell) and the powder (internal). Thus, an inverse 
method was proposed to analyze the powder thermal properties 
from the experimental results. The approach uses measurement 
data such as the temperature history to estimate unknown 
variables such as the powder thermal properties (the objective of 
the study), or model variables such as heat transfer coefficients 
of the boundary conditions.   Moreover, there are additional 
variables that are not known and need to be determined 
simultaneously as well, e.g., thermal contact conductance 
between the powder and the solid shell. In this study, an inverse 
method based upon a multi-variable, multi-point optimization 
algorithm was developed and applied to minimize the difference 
between the simulation and experimental results; a set of 
temperature data (at different times) from the experimental curve 
serves as the points for comparisons between the simulation and 
experiment. Further, an iteration scheme, using the Levenberg-
Marquardt method [30], was employed to reach the optimal 
estimate of the unknowns through convergence of the simulation 
to the experimental data. 

 
Thus, the estimation of the powder thermal conductivity 

involves two parts: (1) a direct problem of transient heat transfer 
in the laser flash process, which is solved by an FE simulation, 
and (2) an inverse problem of multiple unknowns, which will be 
solved by, iteratively, a multi-point optimization algorithm. In 
part (1), the numerical simulation is obtained by incorporating 
variables from the previous iterative procedure. In part (2), the 
attempt of the inverse problem is to minimize the least squares 
equation below [30]: 

ܵ ൌ ∑ ሺ ௘ܶ௫௣ି௜ െ ௦ܶ௜௠ି௜ሻଶ
ே
௜ୀଵ                              (3) 

where Tsim = T (P1, P2, P3, P4, …, Pm), P’s are the unknown 
variables. Texp-i means the measured output at a time step 
(different specific points on the output curve), N is the total 
number of experimental data points for comparisons, and m is 
the total number of unknowns. 
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For the unknown estimation, the Levenberg-Marquardt 
iterative procedure was used; the equation for a new set of 
unknowns is given as below. 
P௡ାଵ ൌ P௡ ൅ ሾሺJ௡ሻ்௥J௡ ൅ μ௡ߗ௡ሿିଵሺJ௡ሻ்௥ሾ ௠ܶ௘௔௦ െ ௘ܶ௦௧ሺP௡ሻሿ,  

௡ߗ ൌ ݀݅ܽ݃ሾሺJ௡ሻ்௥J௡ሿ,                            (4) 

where n is the current iteration number, μ࢔ is a user specified 
damping factor at current iteration, J is the matrix of sensitivity 
coefficients shown below (Eq. 5), and ߗ௡ is the diagonal matrix 
of the product of JTr (transpose of J) and J itself. 
 

The coefficient J is defined as the first derivative of the 
estimated output at a specific time t, with respect to each 
unknown P in the current iteration: 

ܬ ൌ

ۏ
ێ
ێ
ێ
ێ
ۍ
డ ೐்ೞ೟షభ

డ௉భ

డ ೐்ೞ೟షభ

డ௉మ
డ ೐்ೞ೟షమ

డ௉భ

డ ೐்ೞ೟షమ

డ௉మ

⋯
డ ೐்ೞ೟షభ

డ௉೘

⋯
డ ೐்ೞ೟షమ

డ௉೘
⋮ ⋮

డ்೐ೞ೟షಿ
డ௉భ

డ்೐ೞ೟షಿ
డ௉మ

⋮ ⋮
…

డ்೐ೞ೟షಿ
డ௉೘ ے

ۑ
ۑ
ۑ
ۑ
ې

.                 (5) 

The first derivative values can also be computed using finite 
difference for a non-linear condition, and thus, the sensitivity 
matrix can be calculated with the parameter increment of 1 %: 

௜௝ܬ ≅
௘ܶ௦௧ି௜൫ ଵܲ, ଶܲ, … , ௝ܲ ൅ ∆ ௝ܲ, … , ௠ܲ൯ െ ௘ܶ௦௧ି௜൫ ଵܲ, ଶܲ, … , ௝ܲ, … , ௠ܲ൯

∆ ௝ܲ
 

(6) 
The use of μ௡ߗ௡ is to damp oscillations and instabilities during 
the calculation process by making a comparatively larger 
quantity to the result of ሺJ௡ሻ்௥J௡. The damping factors may be 
made large during the beginning of iterative steps, since the 
initial guess of the unknowns can be quite different from the 
exact values. As the iterative procedure continues toward the 
optimal or true solutions, the damping factor may be reduced. 
 

The inverse method aims at reducing the difference between 
the simulation and experimental results. An optimal solution can 
be considered, when the error S is the smallest. The iterative 
procedure is described below, with the process flow also shown 
in Figure 15: 

(1) Solve the direct problem by the FE model with the 
parameters ࢔۾  obtained from the previous iteration (or guess 
values for the initial iteration) to calculate the normalized 
temperature response vs. time; 

(2) Calculate S(࢔۾) value; 
(3) Compute the sensitivity matrix J by using the current 

value of ࢔۾; 
(4) Solve for the newly estimated ࢔۾ା૚; 
(5) Solve the FE model again by using new ࢔۾ା૚ values and 

calculate S(࢔۾ା૚);  
(6) If S(࢔۾ା૚) > S(࢔۾), adjust the damping factor to attain 

another set of ࢔۾ା૚(then go to step 4), and if not, accept ࢔۾ା૚ 
values for the next iteration; 

(7) If S(࢔۾ା૚ ) is smaller than the user specified error 
allowance or cannot be further reduced, then stop the iteration 
process and output the final ࢔۾ା૚ values (i.e., optimal solution); 
if not, repeat step (1) to (6). 

 

 
Figure 15. Optimization process flow for unknown estimation. 
 

To begin with the inverse method, unknown variables need 
to first be identified so to be included in the iteration process. In 
the current study, initially, five unknown variables were 
identified, powder thermal conductivity (k), powder bed density 
(ρ), contact conductance values: (i) between the top cone and 
internal powder (kt), (ii) between the bottom cone and internal 
powder (kb), as well as (iii) between the testing sample and the 
sample holder (ks). The variable ks can be obtained from the 
analysis of solid sample testing and the corresponding heat 
transfer simulation, in which the only unknown is ks. Therefore, 
the study, both testing and simulations, was first conducted to the 
solid nickel alloy 625 sample made by the same LPBF system. 
To quantify the difference between a simulation and an 
experimental set, 20 points in the normalized thermal history 
curve, at specified time intervals, were used to calculate the 
squared error value (S) between the simulation and experiment, 
calculated from Eq. (3). It was found that ks at 4500 W/m2·K 
reaches the minimum S value at the testing temperature of 
500 oC, with the final result shown in Figure 16. The calculated 
ks value will then be used for the study of the powder-enclosed 
samples. 

 
Figure 16. Normalized temperature vs. time for solid sample 
analysis to obtain the contact conductance between the sample 
and the sample holder. 
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With the sample and holder contact conductance obtained, 
there are four unknowns to be determined for the analysis of the 
powder-enclosed sample, i.e., k, ρ, kt and kb. Same as the solid 
sample analysis, 20 points from the experimental results 
(corresponding times shown in Figure 17(b), roughly 10 points 
in both of temperature increasing and decreasing durations) were 
used in the multi-point optimization method for the comparison 
purpose. During each iteration, a damping factor is adjusted to 
obtain the four variables for the next iteration. The new variables 
will be input into the FE model to perform simulations and obtain 
new output. The S value will be calculated so as to make sure 
that it is smaller than the previous iteration. If the current S value 
is greater than the one from the previous iteration, the four 
variables need to be re-calculated again from the previous 
iteration. When the S value is smaller than an allowed error 
(stopping criterion) or cannot be further reduced, the iteration 
will stop. Figure 17 shows the evolution of the simulated thermal 
response curve along the iteration steps, and Table 1 is the 
summary of the results of the variables and error from each 
iteration; the values for the initial iteration were some guessing 
values. 

 
(a) 

 
(b) 

Figure 17. Result from powder-enclosed sample analysis 
(500 oC): (a) comparison between different iterations, and (b) 
final simulation result comparison with experiment. 
 

Table 1. Values of unknowns and errors from different 
iterations. 

Iteration 
No. 

k 
W/m·K 

kt 

W/m2·K 
kb 

W/m2·K 
ρ 

kg/m3 
S 

 0.1 100 100 826 0.322 
1 1.12 1480 514 7751 0.0839 
2 0.944 576 726 4707 0.0137 
3 1.10 650 809 4711 0.00258 
4 1.08 643 803 4661 0.00238 
5 1.06 640 802 4611 0.00224 
6 1.04 637 801 4525 0.00202 
7 1.01 634 801 4459 0.00188 

 
It can be noted, from Table 1, that the solution of unknowns 

tends to converge in just a few iterations. At the 7th iteration, the 
least squared error (S) has reached a small value (S < 0.002, 
which is roughly equivalent to less than 1 % difference, in 
average, of 20 points of normalized temperatures). Thus, it is 
considered that the result obtained from n = 7 is the optimal 
solution. Future work will implement a more quantitative means 
for the converging criterion of optimal solutions. From the study 
thus far, the thermal conductivity of nickel alloy 625 powder at 
500 oC can be estimated as 1.01 W/m·K. The calculated powder 
thermal conductivity is substantially lower than that of solid 
nickel alloy 625 at 500 oC (19.6 W/m·K), only about 5 %. The 
solid-powder contact conductance values are estimated to be 
634 W/m2·K and 801 W/m2·K for the top and bottom shells, 
respectively. In addition, the powder bed density is estimated as 
4459 kg/m3, equivalent to a porosity of 46 %. The proposed 
method, which aims at fitting the numerical simulation with the 
experimental response curve, provides a practical method to 
analyze the thermal properties of powder materials, based on a 
transient heat transfer process. It extends the measurement 
capability of the laser flash method to compacted metallic 
powder without a specially designed powder holder. The 
feasibility of this method has been demonstrated by analyzing 
the powder thermal conductivity through the iterative process. 
The significant difference in thermal conductivity between metal 
powder bed and its solid counterpart has been proved using the 
developed method. 

CONCLUSIONS 
Knowing the powder thermal conductivity in LPBF is 

essential for accurate thermal process modeling. However, it is a 
challenging task to measure the powder thermal conductivity as 
in powder bed conditions. In this study, an approach that 
combines laser flash testing, FE transient heat transfer modeling, 
and a multi-variables inverse method was developed and applied 
to analyze the thermal conductivity of nickel alloy powder 
enclosed in samples fabricated by an LPBF system using default 
process parameters. The major findings are summarized as 
follows. 

 
1. Thermal diffusivity of a reference material (Mo) measured by 

laser flash testing is very close to the reference data across a 
wide range of temperatures. 

2. FE modeling of transient heat transfer in the laser flash 
process was validated by the experiment, matching well with 
the normalized thermal response from testing of the Mo 
sample. 

3. For powder-enclosed sample testing, the sample internal 
geometry was modified to minimize the gap that came from 
powder settling causing adiabatic-like contact, which affects 
the measurement results. The modified internal geometry 
includes internal cones, one at top and the other at bottom, of 
0.5 mm height. 

4. As an example, the thermal conductivity of nickel alloy 625 
from LPBF was analyzed to be 1.01 W/m·K at 500 oC, only 
about 5 % of the thermal conductivity for solid nickel alloy 
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625. In addition, the powder bed porosity is estimated to be 
46 %. 

5. The developed algorithm for the inverse method involving 
multiple unknowns is effective, 7 iterations to reach less than 
0.2 % of a total squared error of 20 points from the thermal 
response curve. 

 
To examine the robustness of the developed methodology 

for the powder thermal conductivity analysis, future work will 
be extended to (1) different temperatures, (2) various internal 
feature in powder-enclosed samples, and (3) other powder 
materials, e.g., Ti-6Al-4V. Error analysis and propagation will 
be examined to investigate the measurement uncertainty. 
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