
Contents lists available at ScienceDirect

Current Opinion in Solid State & Materials Science

journal homepage: www.elsevier.com/locate/cossms

Glassy phases in organic semiconductors

Chad R. Snyder, Dean M. DeLongchamp
Materials Science and Engineering Division, National Institute of Standards and Technology, 100 Bureau Drive, Gaithersburg, MD 20899, USA

A R T I C L E I N F O

Keywords:
Organic semiconductor
Amorphous glass
Mesophase glass
Organic thin film transistors
Organic photovoltaics
Paracrystallinity
Glass transition
Phase diagram

A B S T R A C T

Organic semiconductors may be processed from fluids using graphical arts printing and patterning techniques to
create complex circuitry. Because organic semiconductors are weak van der Waals solids, the creation of glassy
phases during processing is quite common. Because structural disorder leads to electronic disorder, it is ne-
cessary to understand these phases to optimize and control the electronic properties of these materials. Here we
review the significance of glassy phases in organic semiconductors. We examine challenges in the measurement
of the glass transition temperature and the accurate classification of phases in these relatively rigid materials.
Device implications of glassy phases are discussed. Processing schemes that are grounded in the principles of
glass physics and sound glass transition temperature measurement will more quickly achieve desired structure
and electronic characteristics, accelerating the exciting progress of organic semiconductor technology devel-
opment.

1. Introduction

Organic semiconductors have been pursued with great interest and
substantial investment over the last several years because they are
elementally abundant, they enable new processing approaches and
product form factors, and their properties can be tuned using synthetic
chemistry. Intramolecular transport in these materials occurs through
delocalized valence orbitals that are realized via extensive conjugation.
Steady advances in synthetic chemistry, materials characterization, and
device physics over the last several decades have led to a mature un-
derstanding of how to control important aspects of organic semi-
conductors, such as the highest occupied molecular orbital (HOMO)
level (analogous to valence band), lowest unoccupied molecular orbital
(LUMO) level (analogous to conduction band), and bandgap. A large
materials library is now accessible commercially, and new materials
with superior properties are frequently announced.

One of the key advantages of organic semiconductors is that they
are readily dissolved and processed as solutions or via low-temperature
vapor deposition. Such approaches are possible because these materials
form weak van der Waals solids rather than covalent crystals. These
characteristics enable additive manufacturing approaches such as ink-
jet printing, screen printing, and slot-die coating. The flexible and
conformable form factors enabled by organic semiconductors may also
open new applications that are inaccessible to more traditional in-
organic semiconductor technologies.

With a few notable exceptions, optimal electrical transport is
achieved in highly-ordered, crystalline material; however, most

polymeric or even small molecule organic semiconductors, when pro-
cessed as thin films, exhibit polycrystalline or paracrystalline structure.
Most polymeric semiconductor films are semicrystalline or glassy, and
in many cases the crystals themselves contain significant packing de-
fects or dynamic disorder. The amount of order within the films is ex-
pected to affect their semiconducting properties. Specifically, there is a
connection between structural disorder and “electronic disorder,”
where the latter refers to a distribution of HOMO/LUMO levels re-
sulting in a complex density of states for charge carriers. From a mo-
lecular charge transport perspective, there are two types of energetic
disorder. In diagonal disorder, the local intramolecular HOMO level and
LUMO level of a material will vary spatially at the nanoscale [1]. The
most common origin of diagonal disorder is conformal freedom - ro-
tation about sp2 bonds in a conjugated molecule to form different
conformers, which may be planar or nonplanar. In off-diagonal disorder,
variations in the regular intermolecular spacing or orientation lead to a
distribution of different electronic couplings between molecules [1].
This type of disorder occurs in glassy phases and also to various extents
within defective crystals. Several approaches have been developed to
evaluate the impact of energetic disorder on the device physics of or-
ganic electronics devices, such as transistors, with significant connec-
tions to the thermally-activated charge transport that is typically ob-
served in such systems [2]. Molecular dynamics simulations reveal
strong impacts of molecular conformation on hole transport rates [3].
For these reasons, there has been a significant investment in developing
and adapting materials structure measurements that can be applied to
organic semiconductors [4–7].
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In this perspective, we will examine some connections between
glassy phases and the processing, structure, and device considerations
of organic semiconductors. We believe that understanding the physics
of glassy materials can accelerate the development of organic semi-
conducting materials with superior properties, and it is essential for the
optimization of organic semiconductor processing. We will primarily
focus on organic thin film transistor (OTFT) and organic photovoltaic
(OPV) devices (see Fig. 1). Although it is true that in organic light
emitting devices (OLEDs) [8] the behavior of glassy phases is of para-
mount importance, it is most relevant in OLEDs to long-term device
stability. This is because OLED devices are generally processed to en-
sure that the materials remain homogeneous glasses, as aggregates will
induce quenching that dramatically degrades device performance [9].
Contrarily, in OTFT and OPV applications some extent of crystallinity is
thought to be advantageous, so controlling glassy phases and under-
standing their interactions with more ordered phases becomes more
important. The focus of this perspective is on the broad category of
organic semiconductors, which includes both small molecule and
polymeric semiconductors. However, because of the unique aspects of
polymeric materials, such as chain entanglement, additional emphasis
will be placed on semiconducting polymers.

First, in this perspective, we will begin by considering the different
types of glassy states that can exist in materials and their respective
levels of order, the challenges associated with discerning between these
different types of glassy states due to semiconductor backbone rigidity,
and the connection between types of order and charge carrier mobility.
Secondly, the added complications that arise in multicomponent sys-
tems, either during processing from solution or in mixed-glass phases
such as in a BHJ, and the effect of phase purity on charge transport in
BHJ’s will be discussed. Thirdly, the impact of confinement and inter-
faces on ordering/vitrification and the resultant effect on charge
transport will be examined. Finally, we will explore the challenges as-
sociated with measuring the glass transition temperature of organic
semiconductors.

2. Glassiness and charge transport

Before discussing the connections between glassy phases and other
aspects of organic semiconductors, we feel it necessary to define what
we mean by a glassy phase. At its simplest, a glassy phase forms by a
transformation from a state with molecular mobility to an immobilized
state, relative to the experimental timescale, with the same or similar
structure due to, for example, a decrease in temperature or removal of
solvent [10]. Because this transition into a glass occurs when large-scale
cooperative molecular or segmental rearrangements (dynamics) are
arrested [11], it is not limited to a transition from an amorphous state,
i.e., amorphous melt, but also includes transitions of mesophases (such
as liquid crystals, plastic crystals, and conformationally disordered
(CONDIS) crystals, as well as possibly in fully crystalline materials) into

their associated glassy phase, such as a liquid crystalline glass [12]. For
example, at temperatures significantly below the glass transition tem-
peratures (Tg) of their mesophases, a nematic liquid crystalline (LC)
glass will no longer have translational motion and a plastic crystal glass
will no longer have rotational motion [13]. Therefore, as we continue
our discussion into the glassy phase of organic semiconductors, there
will always be two underlying concerns related to the device perfor-
mance: (1) the nature and composition of the glassy phase, which
govern its underlying order, and (2) the underlying molecular dynamics
related to where the system is relative to its Tg, which will influence
what phases can form in both neat and blended systems as well as the
thermal stability of the nanostructures and the mechanical properties of
the device [14].

One metric for determining the nature of glassy state present in the
system, i.e., amorphous or mesophase, is through Hosemann’s para-
crystalline disorder parameter g [15,16]. At the simplest level, the
parameter is a measure of the relative cumulative statistical fluctua-
tions across all crystallographic planes, with the higher g values
pointing to higher levels of disorder. Rivnay and coworkers discussed
methods for accurately determining g for semiconducting polymers;
however, it is often challenging due to the frequently limited number of
crystalline reflections in organic semiconductors [5]. g values have been
attributed to various phases and mesophases with extreme limits of
g=0 for a perfect crystal and g=100% for a Boltzmann gas. Real
materials fall more broadly into the following ranges for g: < 1% for
highly crystalline samples, ≈(10–15)% for amorphous materials, and
therefore ≈(1–10)% for the remaining imperfect crystals and meso-
phases [5,16,17]. Using this range to strictly identify mesophases in
polymers can be problematic, however, because it has been shown, in
some cases, that as the degree of crystallinity of a polymer increases, g
decreases [16]. Thus, it can be challenging to discriminate between a
low crystallinity, nearly amorphous material and a 100% liquid crys-
talline material [13,18]. As pointed out elsewhere [19], this difference
makes a huge impact on semiconducting polymer post-processing and
annealing schemes, and this will be one of the challenges we return to
repeatedly throughout this perspective. With effort, however, the
thermodynamics and kinetics of the phase transitions of these systems
can be used to properly classify these two separate cases, but a dis-
cussion of those methods is beyond the scope of this perspective [19].

If we, for the moment, limit ourselves to amorphous glasses, it must
be emphasized that not all amorphous glasses are the same because
their thermal processing history determines their packing (volume).
Subsequent aging below their Tg can, through structural recovery, help
them approach their equilibrium state (as shown in Fig. 2). With in-
creased aging time, the observed Tg on heating (known as the fictive
temperature) decreases as the packing density increases. However, the
lower the annealing temperature, the exponentially longer it will take
to reach the equilibrium line [20]. This packing density will influence
the “structure” of the underlying semiconducting organic glass and

Fig. 1. Schematic of (a) a bottom-gate/bottom-contact organic thin-film transistor (OTFT) and (b) a bulk heterojunction (BHJ) organic photovoltaic (OPV) device in what is called the
“conventional” geometry (contrasted by a now-common “inverted” geometry with electron extraction on the glass side).
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likely the charge transport. For example, studies on poly(ethylene ter-
ephthalate) (PET) have shown that the path taken to the glassy state
results in changes in the rate of cold crystallization, suggesting that
density fluctuations and ordering in the glassy state occur that are
precursors to crystallization but that are not identifiable as either liquid
crystals or small crystals. Furthermore, it has been shown that melt
drawing of amorphous PET allows a continuous transformation of the
paracrystallinity from amorphous to nematic hexagonal packing to a
smectic packing and finally to the triclinic crystalline form [21].

Most recently, glasses with far closer to equilibrium structures,
known as “stable glasses,” have been produced through vapor deposi-
tion [22]. The glasses have densities and kinetic stabilities that theo-
retically would have required aging on the order of (102–105) years.
More specifically, for organic semiconductors deposited as stable
glasses by vapor deposition, it has been shown that stable glasses can be
formed with varying levels of anisotropy [23], smectic-like structures
for systems with no known liquid-crystalline phases [24], and highly-
ordered columnar liquid crystalline structures [25]. This recent work on
stable organic semiconductors also highlights some of the challenges in
determining the difference between an anisotropic amorphous glass and
a liquid-crystalline glass.

Beyond the challenges described above, one of the reasons why it is
even more difficult to discern between anisotropic amorphous and li-
quid crystalline semiconducting polymeric glasses is that many recently
synthesized molecules with high mobilities are not just rigid, but they
also tend to be straight and coplanar (e.g., having low diagonal dis-
order, from our discussion of energetic disorder above [1]). This ri-
gidity is often characterized by the chain’s persistence length, which,
with some oversimplification, describes the length-scale above which a
polymer chain’s conformations mimic a random walk. (See Fig. 3(a) for
persistence lengths for a number of semiconducting polymers.) The
persistence length has been linked to the presence of liquid crystalline
phases [17], and for semiconducting polymers, high persistence length
has been tied to high optical absorption (see Fig. 3(b)) [26]. For straight
(rectilinear) chains, paracrystalline disorder in two dimensions normal
to the chain axis (e.g., off-diagonal disorder) can lead to a number of
possible types of liquid crystals depending upon whether there are ro-
tational correlations and/or longitudinal registry between the chains

[17]. These correlations could have a strong impact on the charge
carrier mobility of the semiconducting polymer but would not ne-
cessarily be reflected in the paracrystallinity disorder parameter.

Below, we will show the challenges in identifying the nature of the
glass as well as demonstrate that while rigidity may be necessary for LC
formation, it is not a sufficient condition by comparing two polymeric
semiconductors. The first polymer, poly[N-9′-heptadecanyl-2,7-carba-
zole-alt-5,5-(4′,7′-di-2-thienyl-2′,1′,3′-benzothiadiazole)] (PCDTBT), is
considered “largely amorphous” with primarily order only in the π-
stacking direction. However, it is known to display an LC phase at high
temperatures and based on the thermal behavior of the transition into
this LC phase it is also believed to be in a mesophase at lower tem-
peratures [27]; therefore, it is likely an LC glass versus an amorphous
glass below its Tg of ≈130 °C [28]. This statement can be further jus-
tified by using the single-peak paracrystalline-disorder parameter ap-
proximation rewritten in terms of the coherence length (Lhkl) [5,29]:

≅g
L q

1
hkl

hkl 0 (1)

where q0 is the magnitude of the scattering vector corresponding to the
diffraction peak center. Using the π-stacking coherence length data of Wang
and coworkers [30] and Eq. (1), it can be determined that the π-stacking
paracrystallinity is≈6.2% after annealing at≈70 °C. This can be compared
to the known liquid crystalline polymer poly(2,5-bis(3,6-tetra-
decylthiophen-2-yl)thieno[3,2-b]thiophene) (PBTTT-C14) [19] with a π-
stacking paracrystallinity of ≈8.1% (obtained from Eq. (1) and literature
data on its coherence length [5]). However, as hinted at above, not all high
performing “largely amorphous” organic semiconductors are LC glasses,
because a similar analysis on the high-performing, rigid-backboned polymer
indacenodithiophene–benzothiadiazole (IDTBT-C16) [31] results in a π-
stacking paracrystallinity of ≈13.6% - well within the amorphous range.

So, we ask, if the chains are straight enough and coplanar enough,
what is the minimum amount of order that is necessary for efficient
chain transport? It has been shown that the higher the persistence
length the higher the macroscopic charge diffusion coefficient for given
intra- and inter-chain charge hopping times [32]. While the chain
backbone direction is the fastest direction for chain transport, at some
point transport will have to occur between chains (see Fig. 4), such as at
the chain ends at the very least. In a liquid crystalline glass, there would
be a large number of opportunities for transport in the π-stacking di-
rection with high backbone orientation in one direction, likely reducing
the interchain hopping times. However, g likely does not provide the
full picture into a material’s order, as small paracrystals have been
detected in amorphous glassy materials such as SiO2 with a g≈ 12%
[15], and the studies, discussed earlier in this perspective, on PET’s cold
crystallization behavior support this as well. This is further sub-
stantiated by recent simulations of an apparently amorphous system
(with a liquid-like structure factor) that found that almost all the mo-
lecules were in locally crystalline regions, and the study pointed out
that such regions of medium range order would be undetectable by X-
ray diffraction [33]. Thus, the presence of small paracrystalline ag-
gregates throughout a nominally amorphous organic semiconductor
cannot be ruled out and hence could help create the necessary perco-
lation network for efficient charge transport. The question then re-
mains, for an amorphous glass, whether the interchain hopping would
likely be governed by this medium-range order that would not be
captured by X-ray diffraction measurements?

The issue of whether long-range order detected by X-ray diffraction
strength should be the ultimate predictor of good charge transport is
further challenged by emergent results on new materials that question
whether chain rigidity is as important as the elimination of torsional
defects. Simulated IDTBT structures, as shown in Fig. 5, top panel, show
a long axis contour that is not particularly linear, but having conjugated
units that are remarkably co-planar [34]. The PBTTT structure, in
contrast, shows a more linear chain that is achieved by torsional

Fig. 2. Schematic of the volume evolution towards equilibrium of a glass with an ob-
served glass transition Tg as characterized by the intersection of the non-equilibrium glass
and equilibrium liquid lines, after annealing at Ta for various times (t1, t2, etc.). The
fictive temperatures Tf,t1 and Tf,t2 are the glass transition temperatures that would be
measured on heating for the glasses aged at Ta for times t1 and t2, respectively.
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rotations that break conjugation (see Fig. 5, bottom panel). It seems
possible that for organic semiconductors the conformations sought for
high levels of crystallinity may not always be the conformations that
result in the lowest (diagonal) energetic disorder given the collections
of bond angles employed in their synthesis and considering the packing
constraints imposed by the covalent attachment of side groups to these
molecules and the necessity to pack them into the same lattice. These
results raise the intriguing possibility that high crystallinity may only
be one approach among many to achieve high charge carrier mobility in
organic semiconductors. If high charge carrier mobility were possible
for amorphous systems, that could mitigate one of the most significant
disadvantages of highly crystalline organic semiconductors: their brit-
tleness. PBTTT, a material renowned for its high levels of crystalline
order and excellent charge transport, has been shown to exhibit crack
onset at strains lower than 2.5% [35]. Without better plastic (or elastic)
properties, organic semiconductors will not be able to deliver the
flexible form factor that is often invoked as a key advantage over in-
cumbent technologies.

3. Multicomponent systems

To this point, we have discussed mostly single component glasses.
However, organic semiconductors are often deposited from solution,
creating a minimum two-component system, and the real systems are
typically far more complicated. For example, to achieve optimal device
performance, many organic semiconductors are deposited from either
mixed solvent systems or systems with small quantities of additives,
such as diiodooctane or chloronaphthalene; and for organic photo-
voltaic devices, the system is typically composed of two organic semi-
conductors (with one potentially being a fullerene derivative) plus the
solvent system from which they are deposited. Considering the simplest
system first, in Fig. 6 is shown a phase diagram for a polymer in solu-
tion. The key point, relevant to the current discussion, is understood by
following the glass transition line for the polymer. As expected, the
presence of solvent depresses Tg of the polymer; however, at a certain
concentration the glass transition line intersects the binodal. At this

Fig. 3. (a) Calculated persistence lengths for a number of semiconducting polymers. (b) Extinction coefficient of polymers with high (solid lines) and low (dashed lines) theoretical
persistence length. Reprinted by permission from Springer Nature: Nature Materials. M.S. Vezie, et al., Nature Materials 15 (2016) 746–753. Copyright (2016).

Fig. 4. Theoretical macroscopic charge diffusion coefficient in the bulk as a function of
semiconducting polymer persistence length for varying relative hopping times (τ1 is for
hopping along a given chain and τ2 is for interchain hopping). Reprinted with permission
from P. Carbone, A. Troisi, J. Phys. Chem. Lett. 5 (2014) 2637–2641. Copyright 2014
American Chemical Society [32].

Fig. 5. Simulations of the backbone conformation of IDTBT and PBTTT in side-chain-
disordered and non-interdigitated structures. The side chains and hydrogen atoms are
omitted for clarity. Yellow, sulfur atoms; blue, nitrogen atoms. Reprinted by permission
from Springer Nature: Nature. D. Venkateshvaran, et al., Nature 515 (2014) 384–388.
Copyright (2014) [34].
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point (Berghmans point), further phase separation stops because vi-
trification locks in the structure, causing gelation [36].

In a polymer-fullerene bulk heterojunction (BHJ) film, the glass
transition of the mixed BHJ as well as the influence of solvent on either
component must also be considered. One of the earliest P3HT/PCBM
BHJ processing approaches demonstrated a significant increase in
power conversion efficiency when the film was heated to temperatures
of ≈110 °C [38]. P3HT’s anomalously low Tg among polymer semi-
conductors allowed that approach to work, but it proved ineffective for
the vast majority of later donor–acceptor polymers paired with PCBM,
presumably because their glass transitions were at a higher tempera-
ture.

Because the glass transition temperatures of many fullerene deri-
vatives are well above room temperature, e.g., PCBM-71 with
Tg≈ 163 °C, the influence of vitrification on the phase behavior must
always be considered [39]. The general impact of vitrification on low-
Tg polymers is that solidification processes generally result in a greater
amount of glass when fullerene is present than might otherwise be
produced if it were not [40]. It has been shown that Tg can be accu-
rately predicted in these blends using the Fox equation [39,40]; but it
can be challenging to quantify the amounts of each amorphous com-
ponent, and the miscibility of the amorphous components may also
affect the composition of the mixed glass and the Tg that it ultimately

exhibits. Even cutting-edge, high power conversion efficiency OPV
materials, such as PCE11 [41], appear to exhibit a clear vitrification
effect with fullerenes, as the blend results in more glassy phase than the
neat polymer processed the same way [40].

Apart from their influence on processing choices, the importance of
glassy phases to charge separation and charge transport in polymer-
fullerene BHJ OPV cells has been a topic of much interest. Several
models suggest that glassy phases containing one or both organic
semiconductors in the BHJ are essential to charge separation. In most
polymer-fullerene OPV cells, the polymer and fullerene are found in a
mixed glass phase. The polymer in this region is more disordered than it
is in the crystal. The increased amount of disorder is expected to widen
the bandgap of the polymer, specifically decreasing its HOMO level
[42]. Similarly, dispersion of the fullerene appears to raise its LUMO
level [43]. This variation may create an electronic landscape that fa-
cilitates charge separation [44,45]. A hole that is moving away from a
charge transfer state will encounter an increasing HOMO level as it
moves away from the glassy region (where the fullerene and the se-
parated electron reside) and into the crystalline region of the polymer,
which is spatially separated from the fullerene. This “energy cascade,”
as shown in Fig. 7, may also prevent charges from returning to the
amorphous region and recombining. McGehee and co-workers showed
that such a mechanism would require mobilities higher than are typi-
cally measured in whole-device mobility measurements [45]. The pre-
cise values for mobility, energy level shift, and interfacial region
thickness that are required would depend greatly on the identity of the
BHJ components. High mobilities may be possible on a local molecular
length scale, a hypothesis that is supported by terahertz measurements.

A further critical question about glassy phases in BHJ OPVs relates
to whether they should be mixed or of high purity. The development of
new techniques to monitor composition in non-crystalline phases based
on Resonant Soft X-ray Scattering (RSoXS) and energy-filtered trans-
mission electron microscopy (EF-TEM) has revealed that there are
variations in relative phase purity between various OPV systems [46].
Higher phase purity is generally associated with higher power conver-
sion efficiency [41,47,48]. This trend was supported by simulations that
indicated that simple mixed phases without an “energy cascade” would
be detrimental to device performance [49]. In contrast, other work has
suggested that having glassy phases that are too pure in one component
may prevent charge percolation; well-mixed phases ensure charge
transport paths for both components [50]. An important facet of this
discussion relates to the general finding that well-performing BHJ OPV
systems exhibit bimolecular recombination rates that are orders of
magnitude slower than predicted from Langevin theory [51]. And yet
there is little consensus on what aspects of morphology influence the
amount of recombination suppression [52]. The “energy cascade” and
energetic disorder resulting from glassy phases are likely implicated in

Fig. 6. Schematic phase diagram for a polymer solution with upper critical solution be-
havior derived from the Flory-Huggins lattice theory [37]. The interception of the binodal
with the glass transition line is shown, indicating frustration of the phase separation due
to vitrification at Berghmans point [36].

Fig. 7. Schematic of a BHJ solar cell including the
mixed region. Potential shifts in the local energetic
landscape at the border between the donor, mixed and
acceptor phases are shown in detail. EA is the electron
affinity, IP is the ionization potential. From T.M.
Burke, M.D. McGehee, Advanced Materials 26 (2014)
1923–1928. Copyright © 2014 by John Wiley & Sons,
Inc. Reprinted by permission of John Wiley & Sons, Inc.
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this phenomenon [53]. The issue of glassy phase purity and how it
interacts with order and morphology variations in BHJ OPVs remains
an active area of inquiry. As an unsolved fundamental issue, it must be
better understood to enable the rational design of OPV systems.

4. Confinement and interface effects

The complicated structures of OTFTs and OPVs described above
lead to one additional concern for polymeric semiconductors, which is
the effect of confinement and interface interactions on Tg. A full dis-
cussion of the challenges associated with measuring and understanding
Tg of polymers at interfaces and under confinement is well beyond the
scope of this work, but it has been covered extensively in the literature
[54]. However, some key points can be made that are particularly re-
levant to multilayered or multicomponent devices. Thin polymer films
on a substrate can often be treated as a trilayer structure composed of a
substrate-interface region, an interior bulk-like region, and a free sur-
face region [55]. For substrates that have strong interactions with the
polymer, the chain dynamics near the interface is suppressed, in-
creasing the local Tg. The reverse is true for free surfaces or weakly
interacting substrates, where a liquid-like layer is present and the local
Tg is lower. Finally, the presence of bulky side groups, as are frequently
found in organic semiconductors, change these effects by reducing the
amount by which Tg is increased near strongly interacting substrates,
increasing the bulk Tg, and decreasing the free surface Tg more strongly
than when they were not present [55].

One way to think about the impact of altered dynamics for an or-
ganic electronic device is by considering the OTFT structure. For a
bottom gate OTFT device (see Fig. 1(a)), there are a number of different
interfaces, including at the dielectric layer and with the source and
drain electrodes. Depending upon where the bulk Tg is relative to the
usage temperature a number of different things could happen. For a
truly amorphous organic semiconductor, increased molecular mobility
would increase the dynamic disorder at the interfaces, which could (1)
potentially reduce the charge mobility at the interface or (2) enable
passage of the mobile amorphous structure into a structure with a less-
favored paracrystalline structure. For example, it has been understood
for some time that field effect mobility of organic semiconductors in
OTFT structures exhibits thermally activated (“hopping”) behavior due
to energetic disorder at the gate dielectric interface [2]. For evaporated
electrode deposition, a mobile surface layer would also result in a
deeper metal interdiffusion into the active semiconductor layer [56].
Alternately, for an LC or crystalline structure a reduction in mobility
near a strongly interacting interface could result in a disordered
quenched glassy state at the interface relative to the highly ordered
bulk, which would degrade device performance but would likely not be
detected by normal scattering techniques. Finally, it should be apparent
for an OPV device with a BHJ structure (see Fig. 1(b)) that the dynamics
are even more complicated, because there are even more complex
shaped interfaces and, due to the exciton diffusion length, the desired
domain size is ≈10 nm, which is similar to the order of the size scale of
the interfacial layers [57].

5. Challenges associated with measuring the glass transition

It should be clear that characterization of the glass transition(s) of
the semiconducting materials and devices is critical in understanding
their performance and thermal stability. Methods for characterization
of Tg fall into two broad categories: (1) “static” measurements that
characterize the Tg of a material corresponding to an underlying re-
laxation time of ≈100 s [10], such as standard differential scanning
calorimetry (DSC) at a heating rate of 10 K/min or dilatometric mea-
surements (e.g., ellipsometry, X-ray reflectivity, or capacitance dilato-
metry) and (2) dynamic measurements that characterize signatures of
the segmental relaxations as a function of frequency such as modulated
DSC (MDSC), dielectric relaxation spectroscopy (DRS), or rheological/

(dynamic mechanical) measurements. All of the dynamic measurements
are normally performed at temperatures in excess of Tg measured via
“static” measurements due to instrument frequency limitations or the
much longer measurement times necessary to access the characteristic
timescales at lower temperatures. For comparison with other mea-
surements, the dynamic measurements are typically extrapolated to a
characteristic relaxation time of 100 s so as to better approximate the
“static”measurements. This extrapolation is also necessary for the more
recently employed fast scanning DSC techniques, as they are effectively
characterizing Tg at shorter characteristic relaxation times [20,58]. One
additional item to be kept in mind is that the “static” measurements
discussed above are more likely to be affected by the surface or inter-
face layers than dynamic measurements, because, as stated previously,
the dynamic measurements are nearly always performed at tempera-
tures in excess of the bulk Tg.

Due to ease of access and use, DSC is typically the first method
employed to try to characterize Tg for organic semiconductors. In DSC,
Tg is characterized by a change in heat capacity CΔ p during the trans-
formation from the glassy to mobile states. However, CΔ p is not always
easy to capture, particularly for organic semiconductors [58]. A number
of possible reasons for this exist. For LC glasses, only some of the modes
for molecular motion become available on changing from the LC glass
to the LC melt versus the transformation from the amorphous glass to
the amorphous melt resulting in a concomitant reduction in CΔ p at Tg
[59,60]. Furthermore, if side chains typically added for solubility only
add to the heat capacity of the glassy state then the measured increment
in heat capacity at Tg would be reduced, i.e., if they are already mobile
they likely would not add additional heat capacity to the backbone’s
liquid state [61]. (See also supporting information to Ref. [39].) Finally,
for semicrystalline polymers CΔ p sc, will be

⩽ −C x CΔ (1 )Δp sc c p, (2)

where xc is the mass fraction crystallinity and the inequality can take
place if a rigid amorphous phase is present in addition to the crystalline
and mobile amorphous phases [62]. Variations on Eq. (2), where CΔ p sc,
is replaced by some other relevant property, will apply to all of the
static or dynamic measurements as it reflects the signal generated by
the mobile or active material.

Many of the dynamic measurements such as DRS or dynamic me-
chanical measurements are limited to larger sample sizes (> 100mg),
and DRS is further complicated by both the semiconducting properties
of the samples as well as the effect of oxygen doping [14,58]. However,
recently Xie and coworkers have demonstrated the capability of oscil-
latory shear rheometry to characterize Tg of semiconducting polymers
using only 10mg of material [58]. However, among all the measure-
ments, excluding perhaps ultrafast DSC which uses ng quantities of
material [63], dilatometric measurements require the least amount of
material. Variable temperature spectroscopic ellipsometry (SE) has
been used extensively with semiconducting polymers to characterize Tg
[28,64], to perform temperature dependent diffusivity studies [39], and
to characterize the depth dependence of thermal transitions by em-
ploying the added information obtained from the wavelength depen-
dent absorption of the polymers [65]. However, it is important to
realize that dilatometric measurements on thin polymer films are in-
fluenced not just by the interaction of the polymer with the substrate, as
discussed previously, but also by the mismatch in the coefficients of
thermal expansion between the film and substrate and the thermal
history of the system [66]. It is also necessary to be cautious to un-
derstand whether the glass transition process being measured corre-
sponds to the backbone motion or the side chains, because each will
have different influences on the device. If samples of the same polymer
with varying molar masses are available and, as expected for lower
molar masses [67], the measured Tg varies with polymer molar mass,
then the measured Tg corresponds to the backbone Tg [58].
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6. Closing remarks

In closing, we hope that we have shown that the glassy phases of
organic semiconductors are critical to semiconductor device perfor-
mance. While it is often difficult to measure the glass transition tem-
perature of these materials, it is crucial to do so to enable understanding
of the behavior of these materials in the bulk, at interfaces, in solutions,
and in blends. This information in turn can help to optimize the semi-
conductor devices with respect to material dissolution, deposition,
drying, annealing, layer and electrode deposition, and device post-
processing. This information will also provide insight into the ultimate
device stability. The nature of the glass (amorphous or mesophases), the
local conformations, and the medium range order are also key to
modeling the electron and hole transport processes in devices made
from these materials; modeling and new measurement methods will
continue to expand our understanding of these features. Finally, be-
cause many of the parameters listed above are tunable through changes
in chemistry of the material, the processing solvent, and the materials
with which the organic semiconductors are blended, the possibilities
are boundless.

Acknowledgments

The authors thank M.C. Heiber and L.J. Richter for insightful dis-
cussions.

Funding

This research did not receive any specific grant from funding
agencies in the public, commercial, or not-for-profit sectors.

References

[1] V. Coropceanu, J. Cornil, D.A. da Silva Filho, Y. Olivier, R. Silbey, J.-L. Brédas,
Charge transport in organic semiconductors, Chem. Rev. 107 (2007) 926–952,
http://dx.doi.org/10.1021/cr050140x.

[2] H. Sirringhaus, Device physics of solution-processed organic field-effect transistors,
Adv. Mater. 17 (2005) 2411–2425, http://dx.doi.org/10.1002/adma.200501152.

[3] M.B. Goldey, D. Reid, J. de Pablo, G. Galli, Planarity and multiple components
promote organic photovoltaic efficiency by improving electronic transport, Phys.
Chem. Chem. Phys. 18 (2016) 31388–31399, http://dx.doi.org/10.1039/
C6CP04999K.

[4] A. Salleo, R.J. Kline, D.M. DeLongchamp, M.L. Chabinyc, Microstructural char-
acterization and charge transport in thin films of conjugated polymers, Adv. Mater.
22 (2010) 3812–3838, http://dx.doi.org/10.1002/adma.200903712.

[5] J. Rivnay, R. Noriega, R.J. Kline, A. Salleo, M.F. Toney, Quantitative analysis of
lattice disorder and crystallite size in organic semiconductor thin films, Phys. Rev.
B. 84 (2011) 045203, http://dx.doi.org/10.1103/PhysRevB.84.045203.

[6] D.M. DeLongchamp, R.J. Kline, A. Herzing, Nanoscale structure measurements for
polymer-fullerene photovoltaics, Energy Environ. Sci. 5 (2012) 5980–5993, http://
dx.doi.org/10.1039/C2EE02725A.

[7] C.R. Snyder, D.M. DeLongchamp, R.C. Nieuwendaal, A.A. Herzing, Chapter 7
Structure and order in organic semiconductors, in: Semiconducting Polymers
Controlled Synthesis and Microstructure, The Royal Society of Chemistry, 2017, pp.
219–274. http://doi.org/10.1039/9781782624004-00219.

[8] C.W. Tang, S.A. VanSlyke, Organic electroluminescent diodes, Appl. Phys. Lett. 51
(1987) 913–915, http://dx.doi.org/10.1063/1.98799.

[9] J.B. Birks, Photophysics of Aromatic Molecules, Wiley, London, 1970.
[10] Donth, Ernst-Joachim, The Glass Transition, Springer-Verlag Berlin Heidelberg,

Berlin, Germany, 2001. dx.doi.org/10.1007/978-3-662-04365-3.
[11] A.J. Hill, M.R. Tant, The structure and properties of glassy polymers, in: Structure

and Properties of Glassy Polymers, American Chemical Society, 1999, pp. 1–20.
http://doi.org/10.1021/bk-1998-0710.ch001.

[12] B. Wunderlich, Glass transition as a key to identifying solid phases, J. Appl. Polym.
Sci. 105 (2007) 49–59, http://dx.doi.org/10.1002/app.26110.

[13] B. Wunderlich, J. Grebowicz, Thermotropic mesophases and mesophase transitions
of linear, flexible macromolecules, Adv. Polym. Sci. 60 (61) (1984) 1–59, http://dx.
doi.org/10.1007/3-540-12994-4_1.

[14] C. Müller, On the glass transition of polymer semiconductors and its impact on
polymer solar cell stability, Chem. Mater. 27 (2015) 2740–2754, http://dx.doi.org/
10.1021/acs.chemmater.5b00024.

[15] A.M. Hindeleh, R. Hosemann, Paracrystals representing the physical state of matter,
J. Phys. C: Solid State Phys. 21 (1988) 4155, http://dx.doi.org/10.1088/0022-
3719/21/23/004.

[16] A.M. Hindeleh, R. Hosemann, Microparacrystals: the intermediate stage between

crystalline and amorphous, J. Mater. Sci. 26 (1991) 5127–5133, http://dx.doi.org/
10.1007/BF01143202.

[17] A.H. Windle, Structure of thermotropic main-chain polymers, in: Liquid Crystalline
and Mesomorphic Polymers, Springer-Verlag, New York, 1994, pp. 26–76.

[18] W. Chen, A. Toda, I.K. Moon, B. Wunderlich, Analysis of transitions of liquid
crystals and conformationally disordered crystals by temperature-modulated ca-
lorimetry, J. Polym. Sci. PART B-Polym. Phys. 37 (1999) 1539–1544, http://dx.doi.
org/10.1002/(SICI)1099-0488(19990701)37:13<1539::AID-POLB20>3.0.CO;2-T.

[19] C.R. Snyder, R.J. Kline, D.M. DeLongchamp, R.C. Nieuwendaal, L.J. Richter,
M. Heeney, I. McCulloch, Classification of semiconducting polymeric mesophases to
optimize device postprocessing, J. Polym. Sci., Part B: Polym. Phys. 53 (2015)
1641–1653, http://dx.doi.org/10.1002/polb.23801.

[20] E. Lopez, S.L. Simon, Signatures of structural recovery in polystyrene by nanoca-
lorimetry, Macromolecules 49 (2016) 2365–2374, http://dx.doi.org/10.1021/acs.
macromol.5b02112.

[21] R. Bonart, Parakristalline Strukturen in Polyäthylenterephthalat (PET), Kolloid-Z. Z.
Für Polym. 213 (1966) 1–11, http://dx.doi.org/10.1007/BF01552509.

[22] M.D. Ediger, Perspective: highly stable vapor-deposited glasses, J. Chem. Phys. 147
(2017) 210901, http://dx.doi.org/10.1063/1.5006265.

[23] S.S. Dalal, D.M. Walters, I. Lyubimov, J.J. de Pablo, M.D. Ediger, Tunable molecular
orientation and elevated thermal stability of vapor-deposited organic semi-
conductors, Proc. Natl. Acad. Sci. 112 (2015) 4227–4232, http://dx.doi.org/10.
1073/pnas.1421042112.

[24] A. Gujral, K.A. O’Hara, M.F. Toney, M.L. Chabinyc, M.D. Ediger, Structural char-
acterization of vapor-deposited glasses of an organic hole transport material with X-
ray scattering, Chem. Mater. 27 (2015) 3341–3348, http://dx.doi.org/10.1021/acs.
chemmater.5b00583.

[25] A. Gujral, J. Gómez, S. Ruan, M.F. Toney, H. Bock, L. Yu, M.D. Ediger, Vapor-
deposited glasses with long-range columnar liquid crystalline order, Chem. Mater.
29 (2017) 9110–9119, http://dx.doi.org/10.1021/acs.chemmater.7b02852.

[26] M.S. Vezie, S. Few, I. Meager, G. Pieridou, B. Dorling, R.S. Ashraf, A.R. Goni,
H. Bronstein, I. McCulloch, S.C. Hayes, M. Campoy-Quiles, J. Nelson, Exploring the
origin of high optical absorption in conjugated polymers, Nat. Mater. 15 (2016)
746–753, http://dx.doi.org/10.1038/NMAT4645.

[27] N. Blouin, A. Michaud, D. Gendron, S. Wakim, E. Blair, R. Neagu-Plesu, M. Belletête,
G. Durocher, Y. Tao, M. Leclerc, Toward a rational design of poly(2,7-carbazole)
derivatives for solar cells, J. Am. Chem. Soc. 130 (2008) 732–742, http://dx.doi.
org/10.1021/ja0771989.

[28] T. Wang, A.J. Pearson, A.D.F. Dunbar, P.A. Staniec, D.C. Watters, D. Coles, H. Yi,
A. Iraqi, D.G. Lidzey, R.A.L. Jones, Competition between substrate-mediated π-π
stacking and surface-mediated Tg depression in ultrathin conjugated polymer films,
Eur. Phys. J. E 35 (2012) 129, http://dx.doi.org/10.1140/epje/i2012-12129-3.

[29] E.G. Bittle, H.W. Ro, C.R. Snyder, S. Engmann, R.J. Kline, X. Zhang, O.D. Jurchescu,
D.M. DeLongchamp, D.J. Gundlach, Dependence of electrical performance on
structural organization in polymer field effect transistors, J. Polym. Sci., Part B:
Polym. Phys. 55 (2017) 1063–1074, http://dx.doi.org/10.1002/polb.24358.

[30] T. Wang, A.J. Pearson, A.D.F. Dunbar, P.A. Staniec, D.C. Watters, H. Yi, A.J. Ryan,
R.A.L. Jones, A. Iraqi, D.G. Lidzey, Correlating structure with function in thermally
annealed PCDTBT:PC70BM photovoltaic blends, Adv. Funct. Mater. (2012)
1399–1408, http://dx.doi.org/10.1002/adfm.201102510.

[31] X. Zhang, H. Bronstein, A.J. Kronemeijer, J. Smith, Y. Kim, R.J. Kline, L.J. Richter,
T.D. Anthopoulos, H. Sirringhaus, K. Song, M. Heeney, W. Zhang, I. McCulloch,
D.M. DeLongchamp, Molecular origin of high field-effect mobility in an in-
dacenodithiophene–benzothiadiazole copolymer, Nat. Commun. 4 (2013) 2238,
http://dx.doi.org/10.1038/ncomms3238.

[32] P. Carbone, A. Troisi, Charge diffusion in semiconducting polymers: analytical re-
lation between polymer rigidity and time scales for intrachain and interchain
hopping, J. Phys. Chem. Lett. 5 (2014) 2637–2641, http://dx.doi.org/10.1021/
jz501220g.

[33] J.P. Mithen, R.P. Sear, State between liquid and crystal: locally crystalline but with
the structure factor of a liquid, Cryst. Growth Des. 16 (2016) 3049–3053, http://dx.
doi.org/10.1021/acs.cgd.6b00209.

[34] D. Venkateshvaran, M. Nikolka, A. Sadhanala, V. Lemaur, M. Zelazny, M. Kepa,
M. Hurhangee, A.J. Kronemeijer, V. Pecunia, I. Nasrallah, I. Romanov, K. Broch,
I. McCulloch, D. Emin, Y. Olivier, J. Cornil, D. Beljonne, H. Sirringhaus,
Approaching disorder-free transport in high-mobility conjugated polymers, Nature
515 (2014) 384–388, http://dx.doi.org/10.1038/nature13854.

[35] B. O’Connor, E.P. Chan, C. Chan, B.R. Conrad, L.J. Richter, R.J. Kline, M. Heeney,
I. McCulloch, C.L. Soles, D.M. DeLongchamp, Correlations between mechanical and
electrical properties of polythiophenes, ACS Nano 4 (2010) 7538–7544, http://dx.
doi.org/10.1021/nn1018768.

[36] A. Keller, Introductory lecture Aspects of polymer gels, Faraday Discuss. 101 (1995)
1–49, http://dx.doi.org/10.1039/FD9950100001.

[37] P.J. Flory, Principles of Polymer Chemistry, Cornell University Press, Ithaca, New
York, 1953.

[38] G. Li, V. Shrotriya, J. Huang, Y. Yao, T. Moriarty, K. Emery, Y. Yang, High-efficiency
solution processable polymer photovoltaic cells by self-organization of polymer
blends, Nat. Mater. 4 (2005) 864, http://dx.doi.org/10.1038/nmat1500.

[39] D. Leman, M.A. Kelly, S. Ness, S. Engmann, A. Herzing, C. Snyder, H.W. Ro,
R.J. Kline, D.M. DeLongchamp, L.J. Richter, In situ characterization of polymer-
fullerene bilayer stability, Macromolecules 48 (2015) 383–392, http://dx.doi.org/
10.1021/ma5021227.

[40] P. Westacott, N.D. Treat, J. Martin, J.H. Bannock, J.C. de Mello, M. Chabinyc,
A.B. Sieval, J.J. Michels, N. Stingelin, Origin of fullerene-induced vitrification of
fullerene:donor polymer photovoltaic blends and its impact on solar cell perfor-
mance, J. Mater. Chem. A 5 (2017) 2689–2700, http://dx.doi.org/10.1039/

C.R. Snyder, D.M. DeLongchamp Current Opinion in Solid State & Materials Science 22 (2018) 41–48

47

http://dx.doi.org/10.1021/cr050140x
http://dx.doi.org/10.1002/adma.200501152
http://dx.doi.org/10.1039/C6CP04999K
http://dx.doi.org/10.1039/C6CP04999K
http://dx.doi.org/10.1002/adma.200903712
http://dx.doi.org/10.1103/PhysRevB.84.045203
http://dx.doi.org/10.1039/C2EE02725A
http://dx.doi.org/10.1039/C2EE02725A
http://doi.org/10.1039/9781782624004-00219
http://dx.doi.org/10.1063/1.98799
http://refhub.elsevier.com/S1359-0286(17)30232-2/h0045
http://doi.org/10.1021/bk-1998-0710.ch001
http://dx.doi.org/10.1002/app.26110
http://dx.doi.org/10.1007/3-540-12994-4_1
http://dx.doi.org/10.1007/3-540-12994-4_1
http://dx.doi.org/10.1021/acs.chemmater.5b00024
http://dx.doi.org/10.1021/acs.chemmater.5b00024
http://dx.doi.org/10.1088/0022-3719/21/23/004
http://dx.doi.org/10.1088/0022-3719/21/23/004
http://dx.doi.org/10.1007/BF01143202
http://dx.doi.org/10.1007/BF01143202
http://dx.doi.org/10.1002/(SICI)1099-0488(19990701)37:13<1539::AID-POLB20>3.0.CO;2-T
http://dx.doi.org/10.1002/(SICI)1099-0488(19990701)37:13<1539::AID-POLB20>3.0.CO;2-T
http://dx.doi.org/10.1002/polb.23801
http://dx.doi.org/10.1021/acs.macromol.5b02112
http://dx.doi.org/10.1021/acs.macromol.5b02112
http://dx.doi.org/10.1007/BF01552509
http://dx.doi.org/10.1063/1.5006265
http://dx.doi.org/10.1073/pnas.1421042112
http://dx.doi.org/10.1073/pnas.1421042112
http://dx.doi.org/10.1021/acs.chemmater.5b00583
http://dx.doi.org/10.1021/acs.chemmater.5b00583
http://dx.doi.org/10.1021/acs.chemmater.7b02852
http://dx.doi.org/10.1038/NMAT4645
http://dx.doi.org/10.1021/ja0771989
http://dx.doi.org/10.1021/ja0771989
http://dx.doi.org/10.1140/epje/i2012-12129-3
http://dx.doi.org/10.1002/polb.24358
http://dx.doi.org/10.1002/adfm.201102510
http://dx.doi.org/10.1038/ncomms3238
http://dx.doi.org/10.1021/jz501220g
http://dx.doi.org/10.1021/jz501220g
http://dx.doi.org/10.1021/acs.cgd.6b00209
http://dx.doi.org/10.1021/acs.cgd.6b00209
http://dx.doi.org/10.1038/nature13854
http://dx.doi.org/10.1021/nn1018768
http://dx.doi.org/10.1021/nn1018768
http://dx.doi.org/10.1039/FD9950100001
http://refhub.elsevier.com/S1359-0286(17)30232-2/h0185
http://refhub.elsevier.com/S1359-0286(17)30232-2/h0185
http://dx.doi.org/10.1038/nmat1500
http://dx.doi.org/10.1021/ma5021227
http://dx.doi.org/10.1021/ma5021227
http://dx.doi.org/10.1039/C6TA08950J


C6TA08950J.
[41] Y. Liu, J. Zhao, Z. Li, C. Mu, W. Ma, H. Hu, K. Jiang, H. Lin, H. Ade, H. Yan,

Aggregation and morphology control enables multiple cases of high-efficiency
polymer solar cells, Nat. Commun. 5 (2014) 5293, http://dx.doi.org/10.1038/
ncomms6293.

[42] D.P. McMahon, D.L. Cheung, A. Troisi, Why holes and electrons separate so well in
polymer/fullerene photovoltaic cells, J. Phys. Chem. Lett. 2 (2011) 2737–2741,
http://dx.doi.org/10.1021/jz201325g.

[43] F.C. Jamieson, E.B. Domingo, T. McCarthy-Ward, M. Heeney, N. Stingelin,
J.R. Durrant, Fullerene crystallisation as a key driver of charge separation in
polymer/fullerene bulk heterojunction solar cells, Chem. Sci. 3 (2012) 485, http://
dx.doi.org/10.1039/c1sc00674f.

[44] C. Groves, Suppression of geminate charge recombination in organic photovoltaic
devices with a cascaded energy heterojunction, Energy Environ. Sci. 6 (2013)
1546–1551, http://dx.doi.org/10.1039/C3EE24455E.

[45] T.M. Burke, M.D. McGehee, How high local charge carrier mobility and an energy
cascade in a three-phase bulk heterojunction enable> 90% quantum efficiency,
Adv. Mater. 26 (2014) 1923–1928, http://dx.doi.org/10.1002/adma.201304241.

[46] B.A. Collins, J.R. Tumbleston, H. Ade, Miscibility, crystallinity, and phase devel-
opment in P3HT/PCBM solar cells: toward an enlightened understanding of device
morphology and stability, J. Phys. Chem. Lett. 2 (2011) 3135–3145, http://dx.doi.
org/10.1021/jz2014902.

[47] B.A. Collins, Z. Li, J.R. Tumbleston, E. Gann, C.R. McNeill, H. Ade, Absolute mea-
surement of domain composition and nanoscale size distribution explains perfor-
mance in PTB7:PC71BM solar cells, Adv. Energy Mater. 3 (2013) 65–74, http://dx.
doi.org/10.1002/aenm.201200377.

[48] S. Mukherjee, C.M. Proctor, J.R. Tumbleston, G.C. Bazan, T.-Q. Nguyen, H. Ade,
Importance of domain purity and molecular packing in efficient solution-processed
small-molecule solar cells, Adv. Mater. 27 (2015) 1105–1111, http://dx.doi.org/10.
1002/adma.201404388.

[49] B.P. Lyons, N. Clarke, C. Groves, The relative importance of domain size, domain
purity and domain interfaces to the performance of bulk-heterojunction organic
photovoltaics, Energy Environ. Sci. 5 (2012) 7657–7663, http://dx.doi.org/10.
1039/C2EE21327C.

[50] J.A. Bartelt, Z.M. Beiley, E.T. Hoke, W.R. Mateker, J.D. Douglas, B.A. Collins,
J.R. Tumbleston, K.R. Graham, A. Amassian, H. Ade, J.M.J. Fréchet, M.F. Toney,
M.D. McGehee, The Importance of fullerene percolation in the mixed regions of
polymer-fullerene bulk heterojunction solar cells, Adv. Energy Mater. 3 (2013)
364–374, http://dx.doi.org/10.1002/aenm.201200637.

[51] M. Hilczer, M. Tachiya, Unified theory of geminate and bulk electron–hole re-
combination in organic solar cells, J. Phys. Chem. C 114 (2010) 6808–6813, http://
dx.doi.org/10.1021/jp912262h.

[52] T.M. Clarke, D.B. Rodovsky, A.A. Herzing, J. Peet, G. Dennler, D. DeLongchamp,
C. Lungenschmied, A.J. Mozer, Significantly reduced bimolecular recombination in
a novel silole-based polymer: fullerene blend, Adv. Energy Mater. 1 (2011)
1062–1067, http://dx.doi.org/10.1002/aenm.201100390.

[53] T.M. Burke, S. Sweetnam, K. Vandewal, M.D. McGehee, Beyond langevin re-
combination: how equilibrium between free carriers and charge transfer states
determines the open-circuit voltage of organic solar cells, Adv. Energy Mater. 5

(2015) 1500123, http://dx.doi.org/10.1002/aenm.201500123.
[54] M.D. Ediger, J.A. Forrest, Dynamics near free surfaces and the glass transition in

thin polymer films: a view to the future, Macromolecules 47 (2014) 471–478,
http://dx.doi.org/10.1021/ma4017696.

[55] W. Xia, J. Song, D.D. Hsu, S. Keten, Side-group size effects on interfaces and glass
formation in supported polymer thin films, J. Chem. Phys. 146 (2017) 203311,
http://dx.doi.org/10.1063/1.4976702.

[56] C.v. Bechtolsheim, V. Zaporojtchenko, F. Faupel, Interface structure and formation
between gold and trimethylcyclohexane polycarbonate, J. Mater. Res. 14 (1999)
3538–3543, http://dx.doi.org/10.1557/JMR.1999.0479.

[57] A.A.Y. Guilbert, M. Zbiri, M.V.C. Jenart, C.B. Nielsen, J. Nelson, New insights into
the molecular dynamics of P3HT:PCBM bulk heterojunction: a time-of-flight quasi-
elastic neutron scattering study, J. Phys. Chem. Lett. 7 (2016) 2252–2257, http://
dx.doi.org/10.1021/acs.jpclett.6b00537.

[58] R. Xie, Y. Lee, M.P. Aplan, N.J. Caggiano, C. Müller, R.H. Colby, E.D. Gomez, Glass
transition temperature of conjugated polymers by oscillatory shear rheometry,
Macromolecules 50 (2017) 5146–5154, http://dx.doi.org/10.1021/acs.macromol.
7b00712.

[59] M. Tokita, S. Funaoka, J. Watanabe, Study on smectic liquid crystal glass and iso-
tropic liquid glass formed by thermotropic main-chain liquid crystal polyester,
Macromolecules 37 (2004) 9916–9921, http://dx.doi.org/10.1021/ma048769+.

[60] M. Encinar, A. Martínez-Gómez, R.G. Rubio, E. Pérez, A. Bello, M.G. Prolongo, X-ray
diffraction, calorimetric, and dielectric relaxation study of the amorphous and
smectic states of a main chain liquid crystalline polymer, J. Phys. Chem. B 116
(2012) 9846–9859, http://dx.doi.org/10.1021/jp305907u.

[61] C.M. Roland, P.G. Santangelo, K.L. Ngai, The application of the energy landscape
model to polymers, J. Chem. Phys. 111 (1999) 5593–5598, http://dx.doi.org/10.
1063/1.479861.

[62] M. Pyda, A. Boller, J. Grebowicz, H. Chuah, B.V. Lebedev, B. Wunderlich, Heat
capacity of poly(trimethylene terephthalate), J. Polym. Sci. Part B-Polym. Phys. 36
(1998) 2499–2511.

[63] W. Chen, D. Zhou, G. Xue, C. Schick, Chip calorimetry for fast cooling and thin
films: a review, Front. Chem. China 4 (2009) 229–248, http://dx.doi.org/10.1007/
s11458-009-0090-z.

[64] M. Campoy-Quiles, M. Sims, P.G. Etchegoin, D.D.C. Bradley, Thickness-dependent
thermal transition temperatures in thin conjugated polymer films, Macromolecules
39 (2006) 7673–7680, http://dx.doi.org/10.1021/ma0605752.

[65] C. Müller, L.M. Andersson, O. Peña-Rodríguez, M. Garriga, O. Inganäs, M. Campoy-
Quiles, Determination of thermal transition depth profiles in polymer semi-
conductor films with ellipsometry, Macromolecules 46 (2013) 7325–7331, http://
dx.doi.org/10.1021/ma400871u.

[66] J.E. Pye, C.B. Roth, Physical aging of polymer films quenched and measured free-
standing via ellipsometry: controlling stress imparted by thermal expansion mis-
match between film and support, Macromolecules 46 (2013) 9455–9463, http://dx.
doi.org/10.1021/ma401872u.

[67] T.G. Fox, P.J. Flory, Second-order transition temperatures and related properties of
polystyrene. I. Influence of molecular weight, J. Appl. Phys. 21 (1950) 581–591,
http://dx.doi.org/10.1063/1.1699711.

C.R. Snyder, D.M. DeLongchamp Current Opinion in Solid State & Materials Science 22 (2018) 41–48

48

http://dx.doi.org/10.1039/C6TA08950J
http://dx.doi.org/10.1038/ncomms6293
http://dx.doi.org/10.1038/ncomms6293
http://dx.doi.org/10.1021/jz201325g
http://dx.doi.org/10.1039/c1sc00674f
http://dx.doi.org/10.1039/c1sc00674f
http://dx.doi.org/10.1039/C3EE24455E
http://dx.doi.org/10.1002/adma.201304241
http://dx.doi.org/10.1021/jz2014902
http://dx.doi.org/10.1021/jz2014902
http://dx.doi.org/10.1002/aenm.201200377
http://dx.doi.org/10.1002/aenm.201200377
http://dx.doi.org/10.1002/adma.201404388
http://dx.doi.org/10.1002/adma.201404388
http://dx.doi.org/10.1039/C2EE21327C
http://dx.doi.org/10.1039/C2EE21327C
http://dx.doi.org/10.1002/aenm.201200637
http://dx.doi.org/10.1021/jp912262h
http://dx.doi.org/10.1021/jp912262h
http://dx.doi.org/10.1002/aenm.201100390
http://dx.doi.org/10.1002/aenm.201500123
http://dx.doi.org/10.1021/ma4017696
http://dx.doi.org/10.1063/1.4976702
http://dx.doi.org/10.1557/JMR.1999.0479
http://dx.doi.org/10.1021/acs.jpclett.6b00537
http://dx.doi.org/10.1021/acs.jpclett.6b00537
http://dx.doi.org/10.1021/acs.macromol.7b00712
http://dx.doi.org/10.1021/acs.macromol.7b00712
http://dx.doi.org/10.1021/ma048769+0,0,2
http://dx.doi.org/10.1021/jp305907u
http://dx.doi.org/10.1063/1.479861
http://dx.doi.org/10.1063/1.479861
http://refhub.elsevier.com/S1359-0286(17)30232-2/h0310
http://refhub.elsevier.com/S1359-0286(17)30232-2/h0310
http://refhub.elsevier.com/S1359-0286(17)30232-2/h0310
http://dx.doi.org/10.1007/s11458-009-0090-z
http://dx.doi.org/10.1007/s11458-009-0090-z
http://dx.doi.org/10.1021/ma0605752
http://dx.doi.org/10.1021/ma400871u
http://dx.doi.org/10.1021/ma400871u
http://dx.doi.org/10.1021/ma401872u
http://dx.doi.org/10.1021/ma401872u
http://dx.doi.org/10.1063/1.1699711

	Glassy phases in organic semiconductors
	Introduction
	Glassiness and charge transport
	Multicomponent systems
	Confinement and interface effects
	Challenges associated with measuring the glass transition
	Closing remarks
	Acknowledgments
	Funding
	References




