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Abstract

Manipulating a crystalline material’s configurational entropy though the introduction of unique atomic
species can produce novel materials with desirable mechanical and electrical properties. From a thermal
transport perspective, large differences between elemental properties such as mass and interatomic force can
reduce the rate at which phonons carry heat and thus reduce the thermal conductivity. Recent advances in
materials synthesis have enabled the fabrication of entropy-stabilized ceramics, opening the door for under-
standing the implications of extreme disorder on thermal transport. Measuring the structural. mechanical,
and thermal properties of single-crystal entropy stabilized oxides, we show that local 1onic charge disorder
can effectively reduce thermal conductivity without compromising mechanical stiffness. These materials
demonstrate similar thermal conductivities to their amorphous counterparts, in agreement with the theo-
retical minimum limit, resulting in this class of material possessing the highest ratio of elastic modulus to

thermal conductivity of any isotropic crystal.

* phopkins@virginia.edu



High entropy alloys (HEAS), consisting of five or more approximately equimolar compositions
of elements,[11, 2] have proven to exhibit unique physical properties such as high hardness,[3] ther-
mal stability,[4]] structural stability,[[5] as well as corrosion, oxidation, and wear resistance.[6-8]
While microstructure and mechanical properties have been extensively studied, thermal properties,
such as heat capacity and thermal conductivity, have been given far less attention.[9-11]] Although
the random distribution of atomic configurations in HEAs are appealing for understanding the role
of configurational disorder on thermal transport, insight is limited by the significant electronic
contribution that arises from the metallic nature of most HEAs, which can obscure insight into the
lattice thermal conductivity. When nonmetal constituents comprise a disordered solid solution, the
dynamics of thermal transport becomes dominated by phonons. However, only recently was the
concept of entropy stabilization realized in ceramics,[12] allowing for an ideal platform to study
the role of mass and interatomic force disorder beyond what has been previously accessible. Since
the conception of these ceramics, high entropy oxides have demonstrated the capability for su-
perionic mobility[[13] and thermochemical water splitting.[14] Furthermore, high configurational
entropy can be highly beneficial to the development of thermoelectric properties.[15] Understand-
ing the general implications of extreme configurational entropy on the lattice thermal conductivity

would greatly benefit the design of high entropy materials for use in such applications.

To this end, we study the thermal properties of a new class of mixed oxides analogous to their
HEA metallic counterparts, entropy stabilized oxides (ESOs). characterized by their high config-
urational entropy that leads to structural and chemical stabilization through a local minimization
of Gibbs free energy.[12] Each ESO forms a single phase, single crystal rocksalt structure having
a fixed oxygen anion sublattice; between each oxygen atom pair sits a cation randomly selected
among the equiprobable distribution of 5 or 6 unique elements. The ESOs (see Table [I) include
J14 (Mg NixCuyCoyZnyO, x = 0.2), and five 6-cation oxides made up of the J14 composition plus
an additional cation to include Sc (J30), Sb (J31), Sn (J34), Cr (J35), and Ge (J36). We show that
ESOs possess amorphous-like thermal conductivities that, in contrast to analytical theory, drop by
a factor of two when adding an additional cation species to a 5-cation crystal. regardless of the
mass added. Using extended X-ray absorption fine structure, we isolate the mechanism of this
reduction to atomic level disorder resulting from charge differences among the ions. This local
atomic disorder manifests itself in an observable distortion of the oxygen sublattice while pre-
serving long range crystallographic order measured with X-ray diffraction. This finding is further

corroborated by molecular dynamics simulations that account for differences among interatomic
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FIG. 1. Structural and Thermal Characterization. (a) 28-w X-ray diffraction scan around the (200) MgO
substrate peak. Inset shows J14 crystal structure with red anions representing oxygen and cation cites occu-
pied by a random distribution of five distinct elements. (b) Schematic for TDTR/FDTR experiment: sample
is 80 nm Aluminum on a ~100 nm ESO film grown on an MgO substrate. Laser heating by a modulated
pulsed pump is detected by a probe by locking into the pump modulation frequency; the modulation fre-
quency is varied and the probe is delayed in time relative to the pump, creating a time and frequency space
to which to fit a thermal model. (c) Combined TDTR/FDTR experimental phase data (¢ = tan~! (Vou. / Vin))
and surface fit for J14 at room temperature (symbols), together with the best-fit thermal model and resulting
normalized residuals (|(¢m — @a)/¢a]). (d) Contour of deviation sum as functions of k and Cy all thin film
samples, as determined by the 95% confidence interval in the normalized residuals. Sample compositions
are provided in Table m (e) k¥ vs. 6th-cation atomic mass for 6-cation ESOs. For reference, x of 14 is also

shown at it’s average cation mass.

forces through electrostatic interactions based on Bader charges taken from density functional
theory calculations.

ESO thin films were grown epitaxially on MgO substrates using pulsed laser deposition. Be-
cause the ESOs are pinned in-plane to the MgO substrate, their in-plane lattice parameters match

that of MgO at 4.21 A, whereas the out-of-plane lattice parameters vary slightly based on com-
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Name Composition d (nm) K( W ) C, (%JE) E (GPa)

mK

J4 | MeNiCuCouZn0, x = 0.2 |14 £2[2.95£0.25/3.01 £0.49|152.0+ 10.6
130 | MgNi,Cu,CoyZn,Sc,0, x = 0.167 | 149 +4|1.68 £0.13/3.37+0.42|236.7+15.9
31 | MgyNiyCuyCoyZn,SbyO, x = 0.167 |17 £6[1.41 £0.17/3.29 £0.54|158.4+ 10.9
134 | Mg NiCuyCo,Zn,Sn,0, x = 0.167|118 £2|1.44£0.10/3.29 £ 0.44|180.8 £ 17.9
135 |MgNi,Cu,Co,Zn,Cry0. x = 0.167 | 109 £8|1.64 £0.24/3.96£0.75| 151.04£9.2
136 |MgNi,Cu,Co,Zn,Ge,0. x = 0.167|109 £3|1.60£0.14/3.55 £ 0.48(220.9 £ 21.2

TABLE I. Thermal and physical properties of ESOs at room temperature. Compositions and measured
properties include film thickness (). thermal conductivity (k). volumetric heat capacity (Cy), and elastic

modulus (£).

position. Crystal structures were characterized using X-ray diffraction (XRD). Figure [[Ja) shows
the 26-w XRD scan around the (200) MgO substrate peak. Lower (higher) 26 indicates larger
(smaller) out of-plane lattice parameters. Thermal characterization was performed using a com-
bined time- and frequency-domain thermoreflectance technique (see Methods) to simultaneously
measure the thermal conductivity (k) and volumetric heat capacity (Cy) of the thin-film ESO sam-
ples by modulating the pump heating event over a range of frequencies large enough to decouple
thermal diffusivity from thermal effusivity. A schematic of the experiment and the sample geom-
etry is shown in Fig.[I[b). The resulting best-fit surface model and data are shown in Fig.[I]c) for
J14, along with the normalized residuals, for the phase as a function of delay time and modulation
frequency. From this, we follow the procedure outlined by Wang et al.[16] to determine the 95%
confidence interval of fitted thermal conductivity and heat capacity based on the 2 standard devia-
tion difference from the minimum normalized residual. Figure [[d) shows the results for J14 and
all 6-component ESOs, where contour lines indicate the combinations of k and C, corresponding

to a 95% confidence interval.

There is a strong reduction in thermal conductivity between J14 and all 6-cation oxides; vari-
ation in K among the latter are within 20% of one another and follow an expected decreasing
trend with heavier average cation mass, as shown in Fig.[I[e). Accounting for uncertainties arising
from film thicknesses and thermal properties does not explain this reduction from 5- to 6-cations.
This finding suggests that there is an enhanced level of phonon scattering intrinsic to the 6-cation

oxides compared to J14 that is dictating the observed reduction in thermal conductivity. Further-
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more, a 105 nm polycrystalline J14 sample (p-J14) was fabricated on an amorphous SiO; (a-SiOz)
substrate; grain sizes were on the order of 50-100 nm as determined by atomic force microscopy
(AFM). Grain boundaries typically scatter phonons on the order of the grain size,[[17, which
would reduce the thermal conductivity of p-J14 relative to single crystal J14. Because the substrate
1s a-S105 1in this case, heat capacity and thermal conductivity cannot be decoupled (see Supporting
Information for details). However, if we assume that the heat capacity is that of J14, the thermal
conductivity is, within uncertainty, equal to that of J14. This indicates that phonon scattering at
grain boundaries negligibly affects the thermal conductivity, suggesting that the phonons contribut-
ing most strongly to thermal transport in J14 have mean free paths smaller than this average grain
size. Moreover, this result indicates that even with additional external scattering mechanisms, the
thermal conductivity of J14 does not reduce to those of the 6-cation oxides. To understand the
significance of this reduction in thermal conductivity, we measure a 78 nm amorphous J14 (a-114)
film grown on a-Si0,. Again assuming the same heat capacity as J14, the thermal conductivity
of a-J14 is 1.16 £0.16, almost a third of that of J14, and within 20% of the thermal conductivity
of J31. This amorphous thermal conductivity is typically assumed to be the minimum limit to the

intrinsic thermal conductivity of a solid.[19]]

Reduced crystalline thermal conductivity approaching the amorphous limit is an attractive prop-
erty to several applications, including thermoelectric power generation[20] and thermal barrier
coatings.[21]] where crystalline materials allow for the desirable electronic properties and temper-
ature stability necessary for extreme environments. Such reduction is often achieved via nanostruc-
turing with defects and/or interfaces, the latter of which resulted in the lowest thermal conductivity
measured in a fully dense solid at 0.05 W m~! K~! for WSe; in the cross-plane direction,[22]] a
30x reduction over the c-axis thermal conductivity of single-crystal WSe>. For macroscale ap-
plications in which films inevitably become large enough that grains of varying orientations form,
thermal conductivity reduction in one crystallographic direction does not have significant bene-
fit. Thus, for isotropic crystals, such reduction is typically achieved via increasing compositional
disorder.[23] which can lead to mass mismatch. atomic radii mismatch, and local atomic strain that
results in additional phonon scattering. For example, mixed crystals with controlled disorder were
shown to have thermal conductivities that approach their minimum limit.[19] Similarly, unary and
binary compound superatomic crystals were shown to have amorphous-like thermal conductivi-
ties when orientational disorder is present.[24] On the other hand, many complex crystals such as

the cubic I-V-VI, semiconductor AgSbhTe, have intrinsically glass-like thermal conductivities[25]
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FIG. 2. Thermal and elastic properties of crystals. (a) Thermal conductivity (x) vs. elastic modulus (E)
for a wide range of isotropic crystals at room temperature. Materials are grouped into metals (squares)
and nonmetals (triangles), the former having the subset of high entropy alloys (open squares) and the latter
having the subset of ESOs (circles). (b) Ratio of E to x for the highest-ratio crystals from (a). A table of

data and references can be found in the Supporting Information.

attributed to extreme nanoscale domains with different orderings on the cation sublattice.[26]

Regardless of the mechanism, a thermal conductivity reduction generally comes at the expense
of a crystal’s stiffness, as determined by its elastic modulus. This is shown in Fig. [2[a), where
thermal conductivity is plotted as a function of elastic modulus for a wide array of isotropic crys-
tals. Whereas metals can maintain a relatively high thermal conductivity due to contribution from
electron transport, phonons are the dominant heat carriers in nonmetals; reduction of elastic mod-
ulus is indicative of a reduction in phonon group velocity and energies, resulting in a lowered

thermal conductivity. As shown in Fig. [2[a), the regime of simultaneously stiff and insulative
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crystals is unpopulated, despite the need in practical applications such as thermal barrier coatings.
We show that ESOs, whose elastic modulus is measured with contact resonance atomic force mi-
croscopy (CR-AFM), represent a step towards filling this void. In fact, in Fig. 2[b) we quantify
the ratio of elastic modulus to thermal conductivity (E/K) to show that ESOs fall in line with the
highest E /x crystals at room temperature, surpassing prominent thermal barrier coating materials
such as zirconates BaZrOs, and LaaZroO7 and the most commonly used Y,03-stabilized ZrO;
(YSZ).[27] By comparison, HEAs have elastic moduli falling anywhere from 20 to 180 GPa,[28]]
while thermal conductivities generally fall in the range of =10 W m~! K~ [28] The general
metallic nature of most HEAs mean that they will have relatively large contributions from elec-
trons to thermal conductivity. However, recent developments in HEAs for use in thermoelectric
applications[[111 29]], have demonstrated that HEAs can have thermal conductivities as low as 0.5
W m~! K=! at room temperature.[11]] Because £/x (o< 1 /Ct, where C is heat capacity and 7 is
phonon scattering time) is indicative of the phonon scattering rate, the high ratios observed for
the ESOs demonstrate the use of entropy stabilization with multiple components to reduce phonon
scattering times rather than velocities, which opens the door to unique combinations of properties,

in this case simultaneously high elastic modulus and near-minimum thermal conductivity.

To better understand this reduction in thermal conductivity from 5- to 6-cations, we measure the
thermal conductivities of J14 and J35 over a temperature range of 78 - 450 K, presented in Fig.[3{(a).
J14 and J35 have nearly identical average mass, thickness, and sound speed, making the two ideal
candidates to compare. A similar reduction in thermal conductivity is observed in J35 compared
to J14 at all temperatures tested. Unlike typical crystalline materials’ thermal conductivity trends
with temperature, both J14 and J35 display trends indicative of amorphous materials, having in-
creasing thermal conductivities with temperature. To put this into perspective, we measure the
thermal conductivity of a-J14 to show this characteristic amorphous thermal conductivity relation
with temperature, revealing that I35 shows similar magnitudes of thermal conductivity to those
of a-J14 at comparable temperatures. Furthermore, we measure 2-cation oxides of CugaNiggO,
Znp4Mgp 0. CopasNig7sO at 230 - 450 K to show the characteristic Umklapp scattering trend
(== 1/T) expected in crystalline materials and enhanced thermal conductivity relative to J14/J35.
Qualitatively, the addition of cations results in greater deviation from a perfect crystal, which re-
duces thermal conductivity through increased phonon scattering. We model this phonon scattering
to estimate the thermal conductivity as a function of temperature using the virtual crystal approxi-

mation (VCA)[30]. details and assumptions for which are provided in the Supporting Information.
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FIG. 3. (a) Thermal conductivity vs. temperature. Purple and gray lines depict VCA models without
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Assessing the VCA as a predictive model, Fig.|3|shows that it accurately describes the thermal
conductivity relation with temperature for both (b) Cug2NiggO and (c) Znp4MgpeO when con-
sidering only mass disorder as the phonon-defect scattering process. The VCA, while capturing
the Umklapp scattering temperature trend observed experimentally, does not accurately predict
the magnitude of thermal conductivity for (d) Cogs5Nig 750, owing to the nearly identical mass
of Co and Ni, suggesting the need to include additional phonon scattering due to variations in
the interatomic force constants (IFCs). For the purposes of the VCA analytical model, we treat
the TFC scattering rate coefficient and the Griineisen parameter, which affects normal scattering
rates, as fitting parameters. With these adjustable parameters, the VCA can accurately capture the
measured thermal conductivity, as depicted in Fig. [3(d). Addition of these fitting terms proves to
make a negligible difference for (b) Cug2NipgO and (¢) Zng4Mgp 0. Overall, the VCA captures
the thermal conductivity of these 2-cation oxides with reasonable agreement to experiment.

When applied to 5- and 6-component ESOs, the VCA lacks predictive capability in both mag-
nitude and temperature trend; this is shown in Fig. [3{e) and (f) for J14 and J35. respectively.

In fact, the VCA predicts that J14 and J35 should have higher thermal conductivities than both



Zng 4Mgp 60 and Cog 25Nig 750 due their virtual crystal’s average mass having a smaller weighted
difference with constituent masses than do the 2-component oxides. Indeed, a saturation of phonon
scattering from mass disorder limits the thermal conductivity reduction achievable with an in-
creasing number of components.[31] A similar argument can be made regarding additional terms
describing disorder scattering in the VCA, which are likewise defined by the difference between
average and constituent properties. While fitting parameters allow for better agreement between
the VCA and experimental thermal conductivities, no combination of Griineisen parameter and
IFC scattering rate can capture the amorphous-like temperature trend. However. this amorphous-
like trend has been observed in a variety of complex crystalline systems.[23]] In such cases, the
minimum thermal conductivity (Kin) model[19] can be invoked to lend insight into experimental
findings. We show in Fig. 3[g) that &n;,. as defined for J14 based on sound speed derived from
CR-AFM, agrees well with experimental thermal conductivities for a-J14 and reasonably captures

J35°s thermal conductivity.

That the VCA fails to capture the trend in thermal conductivity of J14 and J35 may be inter-
preted by recent developments by Seyf et al.,[32] who hypothesize that non-propagating modes
(diffusons) can comprise the majority of vibrational modes contributing to thermal conductiv-
ity when disorder becomes large. This manifests itself in amorphous-like thermal conductivity
trends with temperature. Moreover, we do not observe any statistically significant size effects in
thermal conductivity for the samples tested here (see Supporting Information), further support-
ing the idea that either diffusons or short mean-free-path phonons/propagons dominate thermal
transport in these systems. An alternative interpretation, however, is that if the VCA is valid, the
temperature-independent Rayleigh scattering may be large enough to overwhelm Umklapp scat-
tering. Indeed, if we remove Umklapp scattering from the VCA model, we can reasonably emulate
the thermal conductivity as a function of temperature, suggesting that Rayleigh scattering is the
dominant phonon scattering mechanism dictating thermal conductivity (see Supporting Informa-
tion). Finally, although strong anharmonic phonon scattering has been shown to arise due to large
mass disorder,[33]] the thermal expansion coefficient for the ESOs are measured via temperature-
dependent XRD to be ~1.2 — 1.4x IO*S/OC,in agreement with constituent oxides MgO[34]] and
NiQ,[33] suggesting anharmonic scattering is not abnormally strong in the ESOs. Therefore,
the temperature-independent nature of the mechanism causing reduction in thermal conductiv-
ity in ESOs, in particular that driving down 5- to 6-cation thermal conductivities, suggests strong

Rayleigh scattering resulting from IFC disorder. The best-fit VCA models reveal that IFC disorder-
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induced scattering must be ~2.8x higher in J35 than in J14 to account for the difference in thermal
conductivities between the two. We emphasize that J14 and J35 have approximately the same av-
erage mass. Additionally, we systematically increase mass disorder among 6-component oxides
via increasing 6M-cation mass (Fig.f)) to conclude that while this increase leads to a reduction
in thermal conductivity, the variation is less than 20%, far from the level of reduction needed to
explain the difference from that of J14. Therefore, we hypothesize that there is a strong [FC disor-
der mechanism driving the enhanced reduction in thermal conductivity. Such a mechanism should

be observable via differences in the local structure within the unit cell of J14 and J35.

To test this hypothesis, we use extended X-ray absorption fine structure (EXAFS)[36H39] to
observe changes in the local coordination environment about Co absorbers in J14 and J35. While
XRD revealed crystallographic order, EXAFS allows for an atomic-level probe of the local crystal
structure needed for determination of any observable quantity that would reveal such IFC disorder.
Figure [4]shows fits to the phase-uncorrected, self-absorption corrected magnitude and imaginary
part of the real space function y (R) for (a) J14 and (b) J35, obtained by taking the Fourier trans-
form of the EXAFS spectra, k2y (k). using a Keiser-Bessel window in the range of 3.75- 10 A1
Each x(R) is consistent with a typical metal-oxide system, where the first and second peaks cor-
respond to scattering between the absorber and atoms in the first and second coordination shells,
respectively. Figure [5]illustrates the modified unit cell for both (a) J14 and (b) J35 compositions
extracted by EXAFS. For I14, we find an expected distortion of the Co octahedra that coincides
with the observed lattice parameters of the tetragonal unit cell, « = 4.21 A and ¢ =4.29 A. By
the second coordination shell, or absorber-metal scattering paths, we find that the halt-path length
agrees with observed lattice parameters within less than 1%. The addition of a 6th component,
as is the case in J35, appears to dramatically change the absorber octahedra such that a geometric
extension no longer aligns to the lattice parameters. J35 exhibits a tetragonally compressed unit
cell, witha =4.21 A and ¢ = 4.08 A. Half scattering path lengths between the Co absorber and
the six nearest neighboring oxygen atoms suggest a highly compressed octahedra with 4 planar
oxyeens at 1.93 A and 2 axial oxygens at 1.96 A. Again, comparing the half scattering path
length of the next nearest neighbors agrees with observed lattice parameters to within 1%. These
EXAFS results largely align with our hypothesis from the thermal measurements in that a large
strain is present in the 6-component ESOs such that the oxygen atoms are displaced from their
ideal coordination positions. Such strong oxygen sublattice distortion is the indicator that [FC

disorder is greatly enhanced in I35 relative to J14. This strong IFC disorder is promoted by charge
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compensation among cations to preserve charge neutrality when a 6™ cation is added.[40))

The attribution of thermal conductivity reduction in ESOs to interatomic force disorder is fur-
ther supported by molecular dynamics simulations (see Supporting Information) in which I[FC dis-
order is modeled by electrostatic point charges in the interatomic potential based on Bader charges
from density functional theory calculations. These simulations reveal that accounting for differ-
ences in interatomic forces homogeneously through adjustment of average properties, analogous
to the VCA, cannot capture magnitude or trend in thermal conductivity, whereas heterogeneous
integration of mass and charge disorder accurately captures the reduction in thermal conductivity
observed between J14 and 6-cation oxides, reducing the thermal conductivity by a factor of al-
most two, in agreement with experiment. Moreover, in these simulations we decouple mass and
charge disorder to show that the latter is responsible for the strong reduction in thermal conductiv-
ity measured. Taken together, the experiment and simulation reveal that entropy-stabilized oxides

can have a uniquely low thermal conductivity while maintaining a relatively high elastic modulus,
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(b)

FIG. 5. Modified local structure of J14 and J35. Illustration depicting local structural changes about the
cobalt species in (a) J14 and (b) J35. A comparison of the changes as a result of adding the 6th cation can be
viewed by unit cell cross section along the (200) plane, as shown in (c) and (d) for J14 and J335 respectively.
The lowercase roman numerals mark the coordination shell radius for i. nearest neighbor anion, ii. next
nearest neighbor anion, and iii. nearest neighbor cation. In both cases, the nearest neighbor cation shell

radius corresponds to one-half the face diagonal of the unit cell parameters, as determined through XRD.

made possible through highly disordered interatomic forces resulting from charge disorder among
ionic bonds. These results provide an example of the broader aspect of entropy stabilization as a
means to create materials with unique thermophysical properties that could be highly beneficial to

thermoelectric and thermal barrier coating applications.



Experimental Section

Time- and Frequency-Domain Thermoreflectance: We use a combined time- and frequency-
domain thermoreflectance (TDTR and FDTR) method, which is an optical pump-probe technique.
to simultaneously measure the thermal conductivity and volumetric heat capacity of the thin-film
ESO samples. This approach is based on the concept of varying the modulation frequency of the
heating event to change the measurement property from thermal effusivity to thermal diffusivity,
thereby decoupling thermal conductivity from volumetric heat capacity, allowing for a unique
measurement of both quantities.[41H43]] We extend the approach by Wei er al.[43] to incorporate
TDTR phase data over a range of frequencies sufficient for FDTR, so as to combine the benefits of
multifrequency TDTR and FDTR for thermal property measurement. This development provides
a robust approach for measuring both the heat capacity and thermal conductivity of thin films.

Using the output of a pulsed Ti:Sapphire oscillator emanating 200 fs pulses at a repetition rate
of 80 MHz, we divide the beam into two paths, a pump path and a probe path. The pump is used to
heat a sample of interest, which has an 80 nm aluminum layer of aluminum deposited on it to serve
as a transducer to convert the optical energy to thermal energy. The probe is used to measure the
in-phase and out-of-phase change in thermoreflectance resulting from the pump-induced heating
at time delays ranging from 200 ps to 6 ns and modulation frequencies ranging from 500 kHz to
10 MHz. A lock-in amplifier is used to ensure data collection at a given modulation frequency
and improve signal-to-noise ratios. The number of data points collected are chosen such that they
are sufficient for TDTR at a given frequency and pulsed-pulsed FDTR at a given probe time delay.
Using a multilayer, radially symmetric thermal model incorporating both time delay and modula-
tion frequency information directly extending from TDTR analysis procedures,[44-46] we use a
surface fitting method to minimize the residuals between a time- and frequency-dependent thermal
model with experimental data by varying three thermal parameters: ESO volumetric heat capacity
(Cy), ESO thermal conductivity (x), and AVESO thermal boundary conductance (Gaj/gso). The
ESO/MgO thermal boundary conductance (Ggso/mgo) can in principle be set as a fitting param-
eter as well. However, in practice we are generally insensitive to this parameter, such that doing
s0 gives us no additional benefit or physically meaningful information. Further details on the
combined TDTR/FDTR approach and its comparison to the alternative methods to simultaneously
measure Cy and K can be found in the Supporting Information.

Extended X-ray Absorption Fine Structure: Extended x-ray absorption fine structure (EXAFS)

spectra were collected at beamline 10-BM-B at the Advanced Photon Source, Argonne National
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Laboratory (Lemont, IL). The Co K-edge was measured in fluorescence mode using a 4-element
Vortex detector, elevated 30° above the sample. Measurement parameters varied by region of in-
terest, determined by signal at higher k values up to ~12 A, as described elsewhere.[47] Individual
scattering paths from Co absorbers are generated in J14 and I35 using FEFF6,[48] and fit to ¥ (R)
using Artemis.[49] All EXAFS related uncertainty values were generated though the least squares

output from fitting results.

Quantitatively, we obtain local structural information of the first and second nearest neighbors
by fitting a theoretical model to the uncorrected ¥ (R) between ~1-3.1 A using a Kaiser-Bessel
window, including all scattering path lengths that fall within this range. The structural model used
for fits is based on information obtained though X-ray diffraction. shown in Fig.[Ifa)., exhibiting a
single phase, tetragonally strained rocksalt structure pinned in-plane to the MgO substrate. Each
fit generally contains four fitting parameters: amplitude reduction factor S2, inner potential energy
shift Eg, half scattering path distance R, and EXAFS Debye-Waller factor 62, The resulting best-fit

values for which are listed in Table S2 (see Supporting Information).

Contact Resonance Atomic Force Microscopy: Contact resonance atomic force microscopy
(CR-AFM) measurements were performed on a MultiMode 8 AFM (Bruker, Santa Barbara, CA,
USA) equipped with a lock-in amplifier (Signal Recovery AMETEK, Oak Ridge, TN, USA)
for CR frequency measurements. The AFM probes used were integrated PPP-SEIH silicon tips
(Nanosensors, Neuchatel, Switzerland) with the first two free resonance frequencies at 102.0 kHz
and 637.9 kHz and cantilever spring constant of 6.9 N/m. The same load of 84 nN was applied
on the tip-sample contact in all the measurements to directly observe the stiffness response of
the second CR frequency shift within a fix frequency range from 900.0 kHz to 1,200.0 kHz with
a step of 50 Hz. A lock-in detection technique was used to measure the change in the CR fre-
quency during these sweeps. A set of five measurements were made on each material, with two
sets of measurements on sapphire bracketing the measurements on the ESO test materials. This
measurement cycle with sapphire as reference was to confirm that the tip did not sustain wear or
damage during measurements. Indeed, no significant deviations were observed in the measured
CR frequencies on sapphire and all the measurements were used in the subsequent analysis. Be-
sides these CR-AFM of the second eigenmode, a separate set of measurements were performed
on all the materials studied with frequency sweeps over a larger range (100.0 kHz to 1,200.0 kHz,
step 100 Hz) to observe both first and second CR frequencies. From these measurements, it was

confirmed that the cantilever is well described by a spring coupled-clamped beam model with the
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tip located at the end of the beam.[50! By using this beam model, the frequencies measured
on each material were normalized to the first free resonance of the cantilever and used to calculate
the normalized contact stiffnesses. With the assumption of a Hertz contact geometry, these con-
tact stiffnesses and the indentation moduli of the reference and AFM tip were used to determine
the indentation modulus of a given material.[50-52] For each material, the measured second CR
frequencies were used to calculate a weighted average and uncertainty of this average with the
weights given by the uncertainties of the measured frequencies (the half width at the half height
of the resonance peak). The uncertainty for each determined elastic modulus was calculated then
by adding in quadrature the independent uncertainties from the first free-resonance of the can-
tilever and the second CR frequencies on the tested ESO sample and on the reference material,
respectively.[ST] The substrate contribution to the calculated elastic moduli was found negligible
for the contact geometry, film thickness, applied loads, and materials involved in these measure-
ments. Disclaimer: Certain commercial equipment, instruments, or materials are identified in this
document. Such identification does not imply recommendation or endorsement by the National
Institute of Standards and Technology, nor does it imply that the products identified are necessarily

the best available for the purpose.
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Charge Induced Disorder Controls the Thermal Conductivity of Entropy Stabilized
Oxides
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Kotsonis, Gheorghe Stan, Donald W. Brenner, Jon-Paul Maria, and Patrick E. Hopkins™*

1. MODELING THE THERMAL CONDUCTIVITY
A. Theory

Derived from the Boltzman transport equation under the relaxation time approximation, [’
the thermal conductivity is k = %Z i ) G; (cu)vjz (w)7;(w) dw, where C 1s mode specific heat
capacity, @ is phonon angular frequency, v is phonon group velocity, 7 is phonon relaxation
time, and j denotes phonon polarization. Intrinsic scattering processes involve phonon-phonon
scattering, which include momentum conserving Normal and momentum destroying Umklapp
processes (« w?), and Rayleigh scattering from mass and strain impurities resulting from. for
example, natural isotopes and point defects (¢ w*). Extrinsic boundary scattering can result
from sample dimensions being on the order of phonon mean free paths: for a thin film this
takes the form 1, = 2v;/d. where d 1s the film thickness. For random alloys and solid
solutions, Abeles developed the virtual crystal approximation (VCA).¥] whereby a random
alloy 1s treated as an effective crystal possessing the compositionally- weighted average
properties (sound speed, mass, atomic radii, dispersion, intrinsic scattering rates) of the
elements or compounds constituting the virtual crystal: additional phonon scattering results
from differences in constituent and virtual crystal properties. In general, these Rayleigh
scattering mechanisms are derived from perturbation theory.[®! such that their use, and the
phonon gas picture in general. become dubious when disorder becomes large.["] Still. this
formalism has been used to adequately model the thermal conductivity in a variety of
materials, including SiGe 58 *1 ITnGaNI'l, TnAsP, Il and GaInAs[] across a range of
compositions, and remains the standard to model alloy thermal conductivity, even within first
principles frameworks.[''] Under the VCA. Rayleigh scattering is proportional to I' = T),, + I}
and is described by Abeles to be I' = ¥; x; [(Am/m)* + 2((AG/G) -2 3.2}/(/.\6/5))2].
where x 1s the concentration of each species, y 1s an average anharmonicity of bonds, and the
difference m mass (m), stiffness constant of nearest neighbor bonds (&), and atomic radii (§)
are with respect to their average respective quantities (7, G, §). The disorder defining ' can
take many forms, including mass, strain, interatomic force constant (IFC), and charge
disorder. Because the latter three are related, we decouple T into mass disorder (I},,) and
interatomic force (T) disorder terms. Further details are provided below.

B. Model Details
We model the thermal conductivity, , as a function of temperature, using the relation
Equation S1

1 kemax af (k) 2
. =§Z L ﬁa)j(k)Dj(k)];—ij (k) (k) dk,



where k is the phonon wavevector, j is an index that refers to the polarization
(longitudinal/transverse, acoustic/optical), 7 is the reduced Planck’s constant, w is the phonon
angular frequency, D is the phonon density of states, f is the phonon equilibrium distribution
function (Bose-Einstein distribution), T is temperature, v is the phonon group velocity

(dw/ dk), and 1 is the phonon relaxation time. Integration in Equation (S1) is performed in
phonon wavevector space to allow the use of numerical dispersion relations for MgO and NiO
obtained from literature.[*> 1] However, in practice we find that Debye approximation, the
standard for dispersion modeling of alloys whose phonon contribution to thermal conductivity
1s typically assumed to be dominated by low-frequency modes, is sufficient for modeling
these systems.

The relaxation time 7 for a bulk crystal, such as MgO or NiO, is a combination of
isotope/impurity scattering®! (r;) as well as Normal and Umklapp scatteringt!-* 146! (z,, and
Ty). T, is proportional to w*, while 7, and 7, share the same w? dependence, so that we
combine them info a single term. Together, the phonon relaxation time becomes

T

Equation S2

=10 + Ty (K + 15 (K) = Awf (k) + BTw? (K)exp(=C/T),
where A, B, and C are constants that are typically assigned based on a best-fit of Equation S1
to experimental data. In this case, we use experimental thermal conductivity data vs.
temperature for MgO[!” and NiOUI®] to fit these constants using both an actual dispersion as
well as a Debye dispersion. The resulting experimental data and fit are shown in Figure S1;
similarly good fits are found for both the full dispersion and Debye dispersion. In the former
case, A=1.86%1078s*> B=4.61 x 10 s K, and C =80.3 K for MgO, while A =4.02 x
102 3 B=5.68 x 107 s K1, and C =41.0 K for NiO. In the latter case, A=1.12 x 1073
$>,B=920x10"*s K", and C = 146.3 K for MgO, while A =—-851 x 107% s} B=1.24 x
1078 s K™, and C = 81.66 K for N1O. We note that the fitted values for A in each case were
negligible in determining the best-fit; changing this value by several orders of magnitude
made little difference to the fit. Moreover, when these constants are used later to model the 2-,
5-. and 6-component systems, the mass scattering, which takes the same w* form,
overwhelmingly outweighs any A obtained for the bulk crystal.
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Figure S1. Thermal conductivity vs. temperature for MgO and NiO. Models depict the
thermal conductivity calculated by Equation S1 with best-fit values for parameters A, B, and
C.

To extend this model to multi-component systems, we add the additional scattering times due
to mass-impurity scattering!**! (z,,,), normal scattering, [ ' and boundary scattering (7;)
resulting from finite film thicknesses (d) in experimental samples. Using Matthiessen’s rule,
the total scattering time, t, takes the form

Equation S3
Tt =1 (k) + (k) + (k) + r;j-(k/) + 155 (k)
ra kgy?Q'/? C 2v;(k

= (A + ) (k)) w? (k) + (B + _Br];wf _) Tw? (k) exp (—?) + Jd( )
where the mass-impurity is a Rayleigh type scattering in which phonon-displacement,
phonon-isotope impurity, and phonon-mass impurity scattering are included in T'. k is
Boltzmann’s constant, y is the Griineisen parameter describing the average anharmonicity
between bonds, and Q is the volume per atom. T is described by!™!

Equation S4

2
Amp\° AG; Ad;
r=ro =) () +2((F) -2 (F) |
7

where x; 1s the fraction of element i, m; denotes the atomic mass of species 7, G;represents the
average stiffness constant of nearest neighbor bonds of species i within the host lattice. and &;
denotes atomic radius of species i. Under the VCA, m , G,and & are the average mass,
stiffness, and atomic radius of the perturbed atoms, in this case the metal cations. From this

-
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analytical expression, we observe that three terms dictate the Rayleigh scattering of phonons
within a multi-component alloy or solid solution: (1) mass difference, (2) bond strength
difference, and (3) atomic radii difference between impurity and host atom. While the mass
differences are easily quantifiable, the latter terms, which are all related to the interatomic
force constants, are not. Therefore, we split the summation in Equation (S4) to distinguish the
contribution from mass and interatomic forces, I' = [}, + I. We can then model the thermal
conductivity with and without the I+ term to assess its contribution to the model.
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Figure S2. Thermal conductivity vs. temperature for (a) J14 (squares) and (b) I35 (circles),
together with the best fit VCA model, krotal, which is described by Equation S1 and contains
both Umklapp and Rayleigh scattering rates in the model. Kumiiapp shows the model when
Rayleigh scattering is turned off and Umbklapp scattering is on, while Krayteigh shows the model
when Rayleigh scattering is turned on and Umklapp scattering 1s off.

Under the VCA, all cations are assumed to have the same mass equal to the average cation
mass, m, such that mass differences in Equation (S4) are with respect to m. Additionally, the
differences in stiffness constants and atomic radii are with respect to those average quantities
of all cations. In this case, the B and C used in Equation (S2) will take the form of the average
B and C for each oxide constituent. However, we estimate these values based on the average
of only two such components, MgO and NiO, due to the lack of rigorous temperature
dependent thermal conductivity data for single crystal forms of the other constituents.
Nonetheless, we find that this approximation B and C is relatively unimportant because the
other scattering terms dominate the total scattering time of the system. We use the VCA with
the relaxation time described by Equation (S3) to calculate the models. We begin with no
fitting parameters, ignoring I'; in Eq S4 and assuming the Griineisen parameter is that of MgO
(1.6). Uncertainty in the VCA is primarily from uncertainty in this Griineisen parameter
controlling the normal scattering rate, which we vary from 1.2 to 2.0 based on the constituent
oxide values. We then fit for I and y. All model parameters are listed in Table S1.



Table S1. Model parameters for VCA under a Debye approximation: y is the Griineisen
parameter, I+ is the strain portion of I', B and C are Umklapp scattering parameters.

Sample B (s K" C (K) I (no fit) ¥ (no fit) Ty (best fit) ¥ (best fit)
J14 1.08 x1071® 114 0 16+04 0.496 0
J35 1.08 <1078 114 0 16+04 1.39 0
Co0p.2Nigs0 1.24 =107 816 0 16+04 0.0015 143
ZngsMggs0 0.92 10718 146.3 0 16+04 0 0.84
Cop2sNig 70 1.24 10718 816 0 16+04 0.1 134

The resulting models with and without fitting parameters are shown in Figure 3 of the main
text. However, in order to justify our claim that the Rayleigh scattering mechanism is
dominant over Umklapp scattering, we show the model with and without Rayleigh scattering
in Figure S2. The total thermal conductivity, KTota1, represents the best fit model and considers
both Umklapp scattering and Rayleigh scattering. Kumiapp shows the model when Rayleigh
scattering is turned off and Umbklapp scattering is on, while Krayeigh shows the model when
Rayleigh scattering is turned on and Umklapp scattering is off. The model describing Kumkiapp
greatly overestimates the thermal conductivity and always possesses a decreasing thermal
conductivity trend with temperature at elevated temperatures. However, considering Rayleigh
scattering without Umklapp scattering, the model describing Krayteigh better captures the
experimmental data. This finding suggests that Rayleigh scattering is the dominant phonon
scattering mechanism dictating the thermal conductivity in ESOs within the temperature range
tested.

The minimum limit to thermal conductivity was determined using*"]

T 1/3 T 2 6‘}'/'1" x3€x
R 12/3 2
kuin = (5) kon® Qv (6;) f e -1 &
)

where n is number density and 6; = v;(h /kp)(6m?n)*/3 . The sound speeds, v;, used to
calculate i,,;, are listed in Table S3. For ESO samples, these values are derived from the
measured elastic modulus.

Equation S5

2. MEASURING HEAT CAPACITY AND THERMAL CONDUCTIVITY
SIMULTANEOUSLY

Transient techniques used to measure thermal conductivity, such as time and frequency-
domain thermoreflectance (IDTR/FDTR), are generally analyzed with the heat diffusion
equation so that the volumetric heat capacity and thermal conductivity are coupled through
the thermal effusivity or thermal diffusivity, depending on the time and length scales of the
heating event. Typically for alloys and solid solutions. a composition-weighted average is
used to estimate volumetric heat capacity. However, recent developments in
thermoreflectance experiments have enabled simultaneous measurements of both heat
capacity and thermal conductivity of thin films. The conditions for doing so are outlined and
validated in previous studies!=2*], all of which rely on the same operating principle of
varying the modulation frequency to decouple the sensitivity of the measurement to thermal
conductivity and heat capacity, but are carried out in different ways. There have been many
demonstrations of this concept using both FDTRP!?+ 21 and TDTR at multiple modulation
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frequencies (22232630 T this study, we use and compare all of these approaches to
characterize the thermal conductivity and volumetric heat capacity simultaneously, when
experimental conditions allow. Additionally, we extend the approach by Wei et al.[>] to
incorporate TDTR phase data over a range of frequencies sufficient for FDTR, so as to
combine the benefits of multifrequency TDTR and FDTR for thermal property measurement.
This development provides a robust approach for measuring both the heat capacity and
thermal conductivity of thin films. We mention the caveat that we are able to decouple the
thermal conductivity and heat capacity only as much as experimental conditions allow.
Because the samples tested here are thin films on a conductive substrate (MgO), the thermal
penetration depth can be very high, such that the ESO sample becomes thermally thin!?%! so
that the ratio is sensitive to thermal conductivity but less sensitive to the volumetric heat
capacity. Operating in this regime allows us to characterize the thermal conductivity with
larger sensitivity than volumetric heat capacity; as a result, the measurement of heat capacity
comes with large uncertainty. This concept becomes especially important at low temperatures
where the thermal conductivity of the MgO substrate 1s so high that the thin film is thermally
thin relative to the total thermal penetration depth.

We use the surface fitting procedure discussed in the main text to extract thermal conductivity
and volumetric heat capacity. Figure S3 shows the best fit model and data for J14. Fitting
parameters include the AVESO thermal boundary conductance (G1 =170 MW m K1),
thermal conductivity (i), and volumetric heat capacity (Cv). The ESO/MgO thermal boundary
conductance (G2) was taken to be 300 MW m™ K!; fitting this additional parameter gave the
same value, but because we are insensitive to it, fitting this parameter does not provide
additional benefit. The best fit surface is shown together with the experimental phase data in
Figure S3(a), while Figure S3(b) and (c¢) show the corresponding time and frequency domain
best fit models and data to reveal that the combination of fitted values works well to describe
the data at all time and frequency points.
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Figure S3. (a) J14 combined TDTR and FDTR experimental phase data and best-fit surface.
(b) Time-domain data and best fit models. (¢) Frequency-domain data and best fit models. In
all cases, the best fit model is that of the surface fit minimization.

Figure S4. Sensitivity of phase (¢) for (a) 114 nm J14 and (b) 78 nm amorphous J14 (a-J14)
as a function of delay time and modulation frequency for thermal conductivity (k), volumetric
heat capacity (Cv), Al/J14(a-J14) thermal boundary conductance (G:) and J14(a-J14)/MgO(a-
Si02) thermal boundary conductance (Gz).

Whereas the thermal boundary conductances and input parameters can generally be assumed
independent variables in terms of their affect on the fitted parameters’ uncertaintiesB!, we
recognize that k and Cv are coupled, motivating the use of the contour approach by Wang et
al.l?%l to quantify their respective role on the total uncertainty. To obtain the contours for
thermal conductivity determined in Figure 1 of the main text, we determine the combinations
for k and Cy that produce a model that falls within 26mia, defined as!>¢]

Equation S6
le (¢lﬂ,i == ¢d,i)2
. Pd,i

q
min E n ’

0,



where ¢y, 1s the model for the phase or ratio, ¢4 is the experunental data for the phase or
ratio, q 1s the number of modulation frequencies used, and n 1s the number of time points
used. This contour approach reveals that for J14 and the 6-component oxides, Cv and k can be
simultaneously obtained. One notes, however, that Cv has a higher percentage uncertainty
than does k. This can be explained based on the sensitivity of the fitting parameters within the
thermal model, R, used. The sensitivity to a parameter x is defined asB2]

Equation S7
_dIn(R)

X 9lIn(x)

The sensitivity is dependent on both time and modulation frequency. The sensitivity to phase
is shown for 114 nm J14 at room temperature in Figure S4(a) to reveal that Cv and x have
significantly different sensitivities in both magnitude and trend across all delay times and
modulation frequencies, which allows us to decouple the two quantities using the surface
fitting procedure. Because the magnitude of sensitivity for k 1s in general higher than that of
Cv, the uncertainty in Cv is relatively larger; this is evidenced by the contour plot shown in
Figure 1(c) of the main text, in which a relatively wide range of volumetric heat capacities can
be assumed to fit a relatively narrow range of thermal conductivities. The 6-component oxides
show similar sensitivities to J14. As a result, we are able fo simultaneously measure the x and
Cv, but with a relatively large uncertainty in Cv. For amorphous J14 (a-J14) and
polyerystalline J14 (p-T14), which were grown on amorphous silicon dioxide substrates, we
are not able to reliably decouple the heat capacity from thermal conductivity. The sensitivity
explains this as well; shown in Figure S4(b) is the sensitivity for a-J14, which reveals that «
and Cy have near identical values and trends over all delay times and temperature. This
indicates that the two quantities cannot be decoupled, because the two have near-identical
effects on the model.

As mentioned previously, other approaches have been used to simultaneously measure the x
and Cv in thermoreflectance experiments. One of which, FDTR. was used here as well. We
find that in general, FDTR at a single time delay gives similar fitted parameters as the
combined TDTR/FDTR approach. We show this in Figure S5, where for J14 and all 6-
component oxides, FDTR measurements were taken at five delay times (1 - 5 ns). The best fit
models and data, together with the extracted x and Cv, are shown for (a) J14, (b) J30, (c) J31,
(d) J34, (&) J35, and (£) J36. FDTR proves to be reliable for thermal conductivity
measurements in general, for the same reason regarding sensitivity to this parameter
mentioned above. Cy measurements are in general in agreement with the combined
FDTR/TDTR approach, but can be highly dependent on the delay time chosen, as evidenced
by (a) J14 and (e) J35, which could be due to differing sensitivities or experimental noise.
Thus, the combined TDTR/FDTR approach has the advantage of fitting over a broad range of
data to negate some of these issues from individual FDTR scans, thus reducing some of the
artifacts that may overwhelm the determination of small differences in thermal conductivities
between samples (e.g. the 6-component oxides). Moreover, the combined TDTR/FDTR
approach allows us to quantity the interdependent x and Cv uncertainties via contour plots,
which in general relies on both time- and frequency-dependent data.l*S]

We next used the approach by Liu et al.??! to vary Cy and fit « at three frequencies. Figure S6
shows the resulting best fit values for x as a function of C. The crossing point is taken to be
the “true” thermal conductivity and heat capacity. In this case, we used three frequencies that
span a range large enough to make the dominant thermal property measured transition from

8



film eftusivity (highest frequency) to diffusivity (mid-frequency) to the lowest frequency case
where the substrate properties become more influential. These regimes are evidenced by the
differing trends of k with Cy for each frequency for (a) J14, (b) J30, (c) J31, (d) J34, (e) J35,
and (f) J36. In general, this approach gives similar values to the combined TDTR/FDTR
approach, but it is clear that this approach is not as rigorous, and may require user judgement
to find the crossing point. Taking J34 as an example, the 10 MHz line crosses the 0.615 MHz
line at ~3.0 MJT m> K7}, but crosses the 4.37 MHz line at ~3.7 MJT m K™1. The 0.615 MHz
and 4.37 MHz lines also intersect at ~3.2 MJ m~ K!. In this case, it may not be clear which
value is the correct to use. On the other hand, for J36, all three frequency lines intersect once
at ~3.5 MJI m~ K™, in general agreement with the combined TDTR/FDTR approach. This
approach, however, has a benefit of clearly showing when thermal conductivity and heat
capacity cannot be decoupled. This can be seen in Figure S6(g) and (h) for p-J14 and a-14,
respectively. All frequencies have the same x vs. Cv relation, indicating that the two quantities
cannot be independently measured under these experimental conditions.

Comparing the three approaches, we note that the combined TDTR/FDTR approach is the
most rigorous and allows for a proper estimate of uncertainty when decoupling x and Cv.
Because of these benefits, we use this approach here to report measured values. We
characterize J14 and J35 temperature-dependent data with this approach as well in order to
extract k and Cy as a function of temperature, using the same contour plots as we used at room
temperature. Figure S7(a) shows the contour lines for the temperatures tested. Figure S7(b)
shows the measured heat capacities as a function of temperature. In general, Cv falls within
the range of Cv for each constituent oxide across all temperatures, with the exception of at 78
K. However, the large uncertainty at this temperature due to the J14’s thermally thin nature
and relatively high uncertainty in MgO substrate properties prevents us from accurately
measuring this quantity. Finally, the thermal conductivities are shown as a function of
temperature in Figure S7(c).
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Figure S5. Best fit models and experimental FDTR data at five delay times for (a) J14, (b)
J30, (c) I31, (d) 134, (e) I35, and (f) J36.
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Figure S6. Best fit thermal conductivities as a function of volumetric heat capacity using the
approach outlined by Liu et al.?! for (a) T14. (b) 130, (c) J31. (d) J34, (e) I35, (f) J36, (g)
polyerystalline J14, and (h) amorphous J14. To show the comparison to the values extracted
via the combined TDTR/FDTR approach, also shown are the contours given in Figure 1(d) of
the main text as well as the reported values including all propagated uncertainties.
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3. UNCERTAINTY ANALYSIS

In addition to the interdependent uncertainty of x and Cx, there is additional uncertainty based
on the uncertainties of input parameters to the thermal model. The uncertainty (&) to a fitting
parameter, X to an input parameter, y, is given byt*’]

() =25

X X

Equation S8

where R is the signal (ratio or phase) and 8¢ is uncertainty in absolute phase of the RF lock-
i amplifier. S, denotes sensitivity to parameter x and the summation is over the total number
input variables. Phase correction is post-processed?” *#1. The RMS noise of the out-of-phase
signal determines §¢; for the modulation frequencies used in this study (=500 kHz), this RMS
noise 1s small, so that m practice, only the latter term in Equation (S8) is important to
calculate the uncertainty. The largest contributions to this term are the uncertainties in film
thickness of the aluminum (£2 nm as determined by mechanical profilometry and picosecond
acoustics) and film thickness of the ESO film (determined by x-ray reflectivity measurements,
varies for each sample).

—
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Figure S8. Cross-section SEM images of (a) J14, (b) J30, (¢) Cuo2NiosO, (d) Coo.25Nio 750
and (e) ZnoaMgo.sO.

4. TESTING FOR SIZE EFFECTS IN THERMAL CONDUCTIVITY

To test for size effects, additional films of roughly double the thickness were deposited for
J14 and J30. Cross-section scanning electron microscopy (SEM) was used to measure the filin
thicknesses of these samples and the 2-cation samples. The SEM images are shown in Figure
S8. T14 was measured to be 260 nm = 7 nim, while J30 was measured to be 270 nm = 14 nm.
Both of these films are about twice the thickness of the films discussed in the main text; thus,
we should measure a higher thermal conductivity in the thicker samples compared to the
~100 nm samples if boundary scattering is significantly reducing phonon mean free paths.
However, we measure 260 nm J14’s thermal conductivity to be 3.17 =045 Wm ! Kt and
270 nm J30’s thermal conductivity to be 1.63 £ 0.23 W m™! K. Both of these values fall
within the thermal conductivity uncertainty of their ~100 nm counterparts, which were
reported in the main text as 2.95+0.25 Wm ™ K and 1.68 £0.13 Wm ™ KL, for 114 nm
J14 and 149 mm J30, respectively. The J14 film was additionally measured as a function of
temperature to reveal similar thermal conductivities as it’s thinner counterpart. The lack of
size effects on thermal conductivity indicates that the reported thermal conductivities are
intrinsic values.
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Table S2. Resulting parameter values from EXAFS analysis. All uncertainties are propagated
though Artemis. S¢? is the amplitude reduction factor, Eo is the inner potential energy shift, R
is the half scattering path distance, and 2 is the EXAFS Debye-Waller factor.

Parameter J14 J35

So? 1.0 0.85

Eo 3010 2010

R 210 £0.02 1.96 +0.08
o? 0.0073 = 0.0005 0.006 +0.002
R 215004 193 +004
o? 0.0073 = 0.0005 0.006 +0.002
R 3.00+0.01 286 +002
o’ 0.0073 + 0.0005 0.006 +0.002
R - 297 £0.02
o? - 0.006 +0.002

5. EXAFS FITTING PARAMETERS

The EXAFS fitting parameters are shown listed in Table S2. Each fit generally contains four
fitting parameters: amplitude reduction factor So?, inner potential energy shift Eo, half
scattering path distance R, and EXAFS Debye-Waller factor ¢2.

[
h



6. ELASTIC MODULUS MEASUREMENTS AND DERIVATION OF SOUND
SPEED

Contact resonance atomic force microscopy (CR-AFM)1>3¢] was used to determine the
elastic moduli of all ESO samples. The measurements consisted of observing the change in
the CR frequency, f£°"3¢' of the second eigenmode of the cantilever under a given applied
load on the tip-sample contact. By using the spring coupled-clamped beam model with the tip
located at the end of the beam.B> 31 the f£°"™ frequencies measured on each material were
normalized to the first free resonance f1'" of the cantilever and used to calculate the
normalized contact stitfness k/k., with k being the contact stiffness and k. being the
cantilever spring constant. With the assumption of a Hertz contact geometry, the contact
stiffnesses and the indentation moduli of the reference and AFM tip were used to determine
the indentation modulus of a given material. 3> 37-38] Mg = [(ky /ks)?/? /My +
(kg/kg)®/? /My — 1/M;] L. The indices S. R, and T denote “sample” (the ESO test
material), “reference” (sapphire) and “tip” (silicon), respectively. The determined indentation
modulus was converted to Young’s elastic modulus by assuming a Poisson ratio of 0.28 for
each ESO material, Es = (1 — vZ)Ms. Other values used were Er = 345.0 GPa and vz = 0.29
for sapphire, E = 130.0 GPa and v = 0.28 for the silicon tip. The substrate contribution to
the determined elastic moduli was found negligible for the contact geometry, film thickness,
applied loads, and materials involved in these measurements. For each material, the measured
CR frequencies were used to determine a weighted average and uncertainty of this average
with the weights given by the uncertainties Af of the measured frequencies (the half width at
the half height of the resonance peak). The uncertainty for each determined elastic modulus
was calculated then by adding in quadrature the independent uncertainties from % (first
free-resonance in air), 72" (second CR frequency on a test ESO sample). and f;7¢"*<t

(second CR frequency on the reference material),?”]

Equation S9

aES : s N2 dES 2 2 JES 2 2
AE. = > Afan + A contact + A contact
S (aflau-) ( fl ) (a]cznfgntact ( fZ.S ) afzcjgntact ( fZ,R )

Figure S9 shows the second contact resonance frequency on sapphire (used as a calibration)
and several ESO samples to demonstrate the differences observed that directly relate to the
elastic moduli of these samples; higher frequencies are indicative of stiffer materials. The
elastic moduli (E) among ESOs vary from ~150 to 250 GPa. From these elastic moduli, under
the assumption that the elastic properties are isotropic and the Poisson’s ratio (v) is 0.28, the
longitudinal (vp) and transverse (vr) sound speeds can be derived from the following
equations(®”!

Equation S10

E(1—-v)
p(1+v)(1—2v)’

vy =
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Equation S11
G E
p 2p(1+v)’

Vr =
where p is the density (assumed as the theoretical density) and G is the shear modulus. The
resulting sound speeds are listed in Table S3.

Table S3. Longitudinal (vi) and transverse (vt ) sound speeds in [100] direction for the oxide
constituent oxides that make up J14.

Sample or Constituent vy [km 5] vr [km 57
J14, Ma.Ni,Cu,Co,Zn,0, x = 0.2 5.63 3.11
J30, Mg,Ni,Cu,CoZn,S¢,0, x = 0.167 7.16 3.96
J31, MgiNi,Cu,CoxZnSb,O, x = 0.167 5.33 294
J34, Mg:Ni.Cu,CoxZnSn0, x = 0.167 577 3.19
J35, MgNi,Cu,Co,ZnCr,0, x = 0.167 5.40 3.03
J36, MgNi,Cu,CaZn,Ge 0, x = 0.167 6.67 3.68
MgO 9112 6.59%
NiO 7.39° 3.36°
Zn0Q 6.09¢ 276¢
CoO 6304 290¢
CuO 520° 220¢%

® Reference 39; ¥ Derived from phonon dispersion, reference 13; © Reference 40; ¢ Derived
from elastic properties, reference 41; @ Derived from elastic properties, reference 42.
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Figure S9. (a) The shift of the second contact resonance frequency on sapphire, J30, J34, and
J35 respectively. The measurements were made under the same applied load, so the frequency
shift reflects the stiffness of the material probe: Higher shifts on stiffer materials. The out-of-
contact frequency spectrum shows the absence of any peak in this frequency range when the
tip is not in contact with a material. (b) The determined Young’s modulus of the samples
probed by CR-AFM. The calculations were done by considering the sapphire as a reference
material of Young’s modulus 345.0 GPa and Poisson’s ratio 0.29. An average Poisson’s ratio
0f 0.28 was assumed for all the other materials. The uncertainty in the calculated elastic
modulus of a material is the standard deviation of the mean value and includes the
uncertainties in the contact frequencies measured on that material and on the reference. A set
of five measurements were made on each material, with two sets of measurements on sapphire
bracketing the measurements on the test materials.
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7. LITERATURE DATA FOR ELASTIC MODULUS AND THERMAL
CONDUCTIVITY

Table S4 lists the elastic moduli and thermal conductivity obtained from the listed references.

Table S4. Elastic moduli (E) and thermal conductivities (k) for isotropic single crystals at
room temperature.

Material E [GPa] kW m' K"
Ag 87.03° 429°
Al 71.26° 23750
Au 89152 317"
Cu 144.57° 401°
Fe 207 48° 804°b
w 389.02° 174°
K 4518 1024°
Na 9244 143°
Ni 231.17%2 90 9k
Pb 28282 35.3°
Ge 135.40° 602"
Si 165.82° 149°
Diamond (I/ lla/ lIb) 1144 812 900/2320/1360°
AgSbTes 49.49° 0.684
PbTe 67.23°¢ 17¢
InAs 79.70° 279
SrTiOs 260.85" 117
SnTe 6536° 82!
SnTe:Ga, x=0.1 68.30°® 6.3
AgsSnSes 5263 039k
MgO 310’ 52m
AlO5 345m 34m
MAPDCI; (cubic) 230" 073"
MAPbBrs (cubic) 178" 051"
MAPbDI; (tetragonal) 12.0" 0.34"
CsPbBr; (othorombic) 1350 046"
FAPbBTr: (cubic) 102" 0.40"
YBes 362.60° 2.55P
(KBr)as1 (KCN)p1g 16.3549 0.67P
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CosSs 40" 0227

CogSes 237 018"
CogTes 0627 0137
[CosSes][Canlz 81" 0257
[CosTes][Cadla 157 0167

Ceo 10¢ 0.4t

[ 4% 007!

BaZrOs; 181¢ 43¢

LaxZr07 175v 1.90v
Y,0z-stabilized ZrO, (YSZ) 210¢ 2134
NiO 175" 34"

ByC 350% 3.9Y
(BiSbTe;sSes)1-Ax, X =0 722 06672
(BiSbTe: sSers)1-AGx x=0.3 58% 059
(BiSbTe sSes)1Agy, x=06 39= 061=
(BiSbTeqsSe15)1-A0x x=09 60% 0512
(BiSbTe;sSes)1-Adx x= 1.2 58% 0577
AlCoCrFeNi 1273 113

J14 152.0m 295m

J30 2367 ™ 168M

J31 158.4m 141m

J34 1808™ 1.44m

J35 1510™ 164m

J36 2299™ 160™

3 Reference 43; ® Reference 44; @ Reference 45; 9 Reference 46: @ Reference 47;
D Reference 48; @ Reference 49; Y Reference 50; ¥ Reference 51; ¥ Reference 52;
¥ Reference 33; D Reference 54; ™ This study; » Reference 55; ® Reference 56;
) Reference 20: 9 Reference 57; * Reference 38; ¥ Reference 59; Y Reference 60;
W Reference 61: ¥ Reference 62; ™ Reference 18:; ® Reference 63; ¥ Reference 64;

2 Reference 65; ®@ Reference 66; * Reference 67
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Figure S10. Lattice parameter of J30 vs. temperature. The line represents the best fit to the
data and the shaded region represents the 95% confidence bounds.

8. COEFFICIENT OF THERMAL EXPANSION

The coefficient of thermal expansion (CTE) was measured for composition J30 via non-
ambient XRD. A Panalytical Empyrean was equipped with an Anton-Paar HTK 1200N high-
temperature oven chamber. To avoid any significant interfacial diffusion, high temperatures
were primarily avoided. Measurements were taken incrementally between 25 °C and 500 °C in
air around the (002) film and substrate peaks, respectively (39- 45 26). The ramp rate was 60
°C/min. and each measurement was taken within 10 degrees of incremental set points for a
total measurement time of approximately 90 min. Using Bragg’s law, the shift in diffraction
angle was converted to unit cell lattice parameter and plotted as a function of temperature.
Figure S10 shows the resulting trend for the expansion of the out-of-plane lattice parameter, c,
of J30 as a function of temperature. From the slope of the linear fit and its relationship to
CTE. we find the linear CTE of the out-of-plane lattice parameter of J30 tobe 1.2 £ 0.2 x 107°
K1, which agrees well with both the previously measured CTE of J14.[*] as well as nominal
MgO[®1 and NiO.[7]



9. MOLECULAR DYNAMICS SIMULATIONS
A. Charge induced interatomic force constant disorder

Molecular dynamics simulations were performed to further probe the relationship between
thermal conductivity, composition, and the mass and IFC disorder. The potential energy
function (@) between atom i and j used in the simulations consisted of an exponential-6 pair
potential

Equation S12
q)]-i = AU exp (—%) — i+ﬂ

6 -
i 4megry;

where the last term is detines the electrostatic interactions modeled by atom-centered point
charges. A, p and C are Buckingham potential parameters taken from prior work modeling
MgOU! while Bader charges from Density Functional Theory (DFT) calculations were used
for the electrostatic point charges!’. This model is not intended to quantitatively reproduce
thermal conductivities, but rather to explore the explicit issue of the reduction in thermal
conductivity with the addition of a sixth cation. Three compositions are reported here, J14,
J30 (J14+Sc), and J35 (J14+Cr). For each system, a 480 atom unit cell was populated using
the special quasi-random structure algorithn.[”*l As described in detail elsewhere, DFT
calculations were carried out in which the structure was relaxed to minimize the energy.””!
The point charges used in the simulations were then set equal to the Bader DFT charges (or
their average values). The systems used in the simulations reported here each contained
4x4x4 umt cells for a total of 30,700 atoms.

Using the LAMMPS package,"¥] the potential energy was first minimized with respect to
atom position, followed by equilibration at zero pressure and 300 K for 32 picoseconds using
a Nose-Hoover thermostat. After equilibration, the thermal conductivity was calculated under
NVE conditions using the Green-Kubo method [>~"71 for 20 nanoseconds. This was sufficient
to produce a converged value of thermal conductivity for each system. To separate the effects
of charge from mass disorder, four systems were simulated for each of the three compositions.
The cases include (1) individual DFT charges and individual masses being distributed
randomly to cation positions (heterogeneous charge / heterogeneous mass), (2) a single charge
and mass for each ion that was equal to the average of the DFT charges and atomic mass,
respectively (homogeneous charge / homogeneous mass), (3) a single charge and distributed
individual masses (homogeneous charge / heterogeneous mass), and (4) distributed individual
DFT charges and a single mass (heterogeneous charge / homogeneous mass). These average
charge and mass values are given in Table S5.

The calculated thermal conductivities for all 12 systems are given Table S5 and Figure S11.
The introduction of a sixth cation reduces thermal conductivity compared to J14 for both Sc
and Cr, in agreement with experiment. For the three compositions, heterogeneity in either
mass or charge reduces the thermal conductivity compared to the corresponding fully
homogeneous systems. However, there is little difference between heterogeneity in mass and
charge, and heterogeneity in charge only. This suggests that scattering from disorder in the
force constants dominates over that from scattering due to mass disorder. This agrees with our
mterpretation of the VCA model’s ability to capture experimental data only when Rayleigh
scattering from IFC disorder dominates the total phonon scattering rate dictating thermal
conductivity.
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Figure S11. (a) Thermal conductivities obtained from equilibrium molecular dynamics
simulations using all combinations of homogeneous and heterogeneous mass and charge. The
scenario that includes heterogeneous charge and heterogeneous mass most closely captures
experimental conditions. (b) Comparison of experimental thermal conductivities to MD
results from the heterogeneous charge / heterogeneous mass case. The MD results capture the
reduction in thermal conductivity measured experimentally.

Table S5. Thermal conductivity (k) results from equilibrium molecular dynamics simulations.

Sample KW m' K] W mTKT] W m'KT W mT K] Average Average Mass
Heterogeneous  Heterogeneous Homogeneous Homogeneous Charge [€] [g mol']
charge/ charge/ charge/ charge/
Homogeneous  Heterogeneous  Heterogeneous  Homogeneous
mass mass mass mass
J14 4.9 49 5.7 115 1.285 47.09
J30 3.9 35 57 114 1.283 46.72
J3s 29 29 76 15.0 1.333 47.84
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Figure S12. (a) Schematic of computational domain and (b) thermal conductivity (k) results
from non-equilibrium molecular dynamics simulations vs. both parameters defining the LT
potential, £ (bottom axis) and ¢ (top axis).

B. Charge induced interatomic force constant disorder

In addition to the material specific potentials used to capture the experimentally observed
trends in thermal conductivity, we also show that this concept of interatomic force disorder to
reduce thermal conductivity can be generalized to other material systems. We employ the
widely used 12-6 Lennard Jones (LJ) potential, U(r) = 4e[(c/1)!? — (6/1)¢], where U is the
mnteratomic potential, r is the interatomic separation, and ¢ and € are the LT length and energy
parameters, respectively. For computational efficiency the cutoff distance is set to 2.5¢ for all
the simulations and the time step is set to 1 fs throughout the simulations. As we are interested
in understanding the general effect of mass and interatomic force constant disorder scattering
on thermal transport in multi-atom component crystalline solid solutions as opposed to
material specific properties, the use of the LJ potential is sufficient to provide this
translational insight. For simplicity, the length and energy parameters are modeled for argon
(6=3.405 A and &£ = 10.3 meV, respectively) with the lattice constant ao = 1.566 and arranged
in an fee lattice. The sizes of the computational domains are 10ao x 10ao * 80ao with periodic
boundary conditions applied in the x- and y- directions, whereas, fixed boundaries with 4
monolayers of atoms at each end are placed in the z-direction. The computational domain size
was chosen to allow us to perform nonequilibrium molecular dynamics (NEMD) simulations.
A schematic of the simulated structure is shown in Figure S12(a). In this case, an ordered
sublattice of argon, shown as blue atoms, is analogous to oxygen anions in the ESO
structures, while all other atoms have increasing integer multiples of argon mass from 2x to
5x. These additional atoms are randomly assigned to the remaining sublattice with equal
probability, analogous to the random configuration of metal cations in the ESO structures.

The computational domains are equilibrated under the Nose-Hoover thermostat and barostat
with a fixed number of atoms, volume, and temperature. The domains are then left in an
isothermal-isobaric ensemble with the number of particles, pressure, and temperature of the
system held constant for a total of 2 ns at 0 bar pressure. For the NEMD simulations, a fixed
amount of energy is added per time step to a warm bath at one end of the computational
domain and removed in equal amount from a cool bath at the other end. The length of the
baths is set to 10ao in the z-direction, and the dynamics are carried out under a micro-
canonical, NVE, ensemble, with the number of particles (N), volume (V), and energy (E) held
constant. After 2 ns, a steady-state temperature gradient in the z-direction is established by
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averaging the temperature for atoms in each monolayer for a tofal of another 5 ns. The
thermal conductivity. k is then determined by invoking Fourier’s law, Q = —x (07 /9z) where
the applied flux. Q, is in the z-direction.

Whereas the addition of further mass disorder in the form of higher integer multiples of argon
mass makes a negligible difference in thermal conductivity,[® 7! we find that adding
interatomic force constant disorder can significantly reduce the thermal conductivity. We
obtain such disorder by changing the LT parameters, € and o, for all impurity atom species.
Doing so effectively adds a random disruption to the otherwise continuous network of
identical potentials defining the bond strength between atoms. Furthermore, we can change
the strength of this disruption by changing the magnitude of difference in € and ¢ relative to
the baseline LJ parameters for argon. Figure S12(b) shows the resulting thermal conductivity
change with adjusting the potential. The same results are also summarized in Table S6. There
is a clear difference in thermal conductivity of over 50% between the lowest and highest value
with the parameters chosen, confirming that stronger deviation from the baseline LI potential
leads to stronger reduction in thermal conductivity. However, like the experimental study on
the ESOs, we need an observable metric that quantifies this disorder of interatomic forces.
With the ESOs, we were able to use strain within the oxygen sublattice to reveal such
disorder. Likewise, in these LJ systems, we use strain as a metric to quantify the disorder in
interatomic forces. Shown in Figure S13 are snapshots of the von Mises strain[®® 21 on atoms
with the 5 potentials listed in Table S6. We find that the average level of strain measured in
these simulations is directly tied to the thermal conductivity extracted in NEMD simulations;
the larger strain, indicative of larger interatomic force constant disorder as determined by
deviation from the baseline L] potential, corresponds to a stronger reduction in thermal
conductivity.
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Table S6. Thermal conductivity of nonequilibrium molecular dynamics simulations using
Lennard Jones potentials with varying & and ¢ parameters.

Label in Figure & [meV] o [A] © W mT K

S13

(a) 10.30 3.05 0.153
(b) 9.98 3.47 0.149
(c) 966 354 0139
(d) 9.34 3.61 0.12
(e) 8.70 3.75 0.093
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Figure S13. Snapshots of the von Mises strain on atoms when parameters are adjusted within
the LJ potential. The LT parameters (& and ) and thermal conductivity (k) for each case are
(@)e=1030A.0=305meV.andk=0.153 Wm 'K (b) e=9.98 A, 6 =347 meV, and &
=0.149Wm 'K (c)e=966A,6=3.54meV,andk=0.139 Wm K1 (d)e=934A. ¢
=36l meV,andk=0.12Wm?! K (e) e=8.70 A, 6 =3.75 meV, and k = 0.093 W m™!
Kt
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