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We investigate the effect of band-limited white Gaussian noise (BLWGN) on electromagnetically

induced transparency (EIT) and Autler-Townes (AT) splitting, when performing atom-based con-

tinuous-wave (CW) radio-frequency (RF) electric (E) field strength measurements with Rydberg

atoms in an atomic vapor. This EIT/AT-based E-field measurement approach is currently being

investigated by several groups around the world as a means to develop a new International System

of Units traceable RF E-field measurement technique. For this to be a useful technique, it is impor-

tant to understand the influence of BLWGN. We perform EIT/AT based E-field experiments with

BLWGN centered on the RF transition frequency and for the BLWGN blue-shifted and red-shifted

relative to the RF transition frequency. The EIT signal can be severely distorted for certain noise

conditions (bandwidth, center frequency, and noise power), hence altering the ability to accurately

measure a CW RF E-field strength. We present a model to predict the line shifts and broadenings in

the EIT signal in the presence of noise. This model includes AC Stark shifts and on resonance tran-

sitions associated with the noise source. The results of this model are compared to the experimental

data, and we find very good agreement between the two. https://doi.org/10.1063/1.5020173

I. INTRODUCTION

Significant progress has been made in the development

of a novel Rydberg-atom spectroscopic approach for radio-

frequency (RF) electric (E) field strength measurements.1–10

This approach utilizes the phenomena of electromagnetically

induced transparency (EIT) and Autler-Townes (AT) split-

ting,1–3,11 and can lead to a direct International System of

Units (SI) traceable, self-calibrated measurement. For the

method to be accepted by National Metrology Institutes as a

new international standard for E-field measurements and cal-

ibrations, various aspects of the measurement approach must

be investigated. One key issue is the ability of this EIT/AT-

base technique to measure an RF E-field in the presence of

noise. Here, we perform experiments measuring RF E-field

strengths in the presence of band-limited white Gaussian

noise (BLWGN).

The measurement approach used to measure the RF E-

field strength when no noise is present can be explained by

the schematic and the four-level atomic system shown in Figs.

1 and 2(a). [Note that when noise is present, the six-level

atomic system shown in Fig. 2(b) is required, which is

explained below.] A “probe” laser is used to probe the

response of the ground-state transition of the atoms, and a sec-

ond laser (“coupling” laser) is used to excite the atoms to a

Rydberg state. In the presence of the coupling laser, a destruc-

tive quantum interference occurs, and the atoms become trans-

parent to the resonant probe laser. This is the concept of EIT,

in which a transparency window is opened for the probe laser

light: probe light transmission is increased. The coupling laser

wavelength is chosen such that the atom is in a sufficiently

high state (a Rydberg state) such that a radio frequency (RF)

field coherently couples two Rydberg states [levels 3 and 4 in

Fig. 2(a)]. The RF field in the four-level atomic system causes

constructive interference of excitation pathways within the

EIT transmission window, resulting in a decreased transmis-

sion of the probe laser and AT splitting of the EIT peak. A

typical measured spectrum for an RF source with different

power levels is shown in Fig. 3. This figure shows the mea-

sured EIT signal for a range of E-field strengths (more details

on these results are given below). In this figure, Dc is the

detuning of the coupling laser (where Dc ¼ xc � xo; xo is

the on-resonance angular frequency of the Rydberg state tran-

sition and xc is the angular frequency of the coupling laser).

Notice that the AT splitting increases with increasing applied

E-field strength. Here, we explore how such measurements

are affected by noise-induced transitions and level shifts intro-

duced by BLWGN. It is discussed how this case differs from

related effects caused by thermal blackbody radiation (which

are summarized, for instance, in Ref. 17) Furthermore, we

develop a comprehensive model that extends the usual treat-

ment of EIT based on a density matrix formalism to include

the effects of the BLWGN.

Under the absence of BLWGN, the AT splitting (defined

as 2pDfo) of the coupling laser spectrum is easily measured

and under certain conditions is equal to the Rabi frequency

of the RF transition12

AT splitting ¼ XRF ¼ 2pDfo; (1)a)holloway@boulder.nist.gov
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where XRF ¼ jEj}=�h is the Rabi frequency of the RF transi-

tion, �h is Planck’s constant, and } is the dipole moment of

the atomic RF transition. This relationship between the AT

splitting and the Rabi frequency is obtained in the weak

probe limit and for no Doppler averaging. By measuring this

splitting (Dfm), we get a direct measurement of the RF E-

field strength. In this approach, either the probe or the cou-

pling laser can be scanned or detuned. For either case, the E-

field strength is given by2,3

jEj ¼ 2p
�h

}
D Dfm ¼ 2p

�h

}
Df0; (2)

where Dfm is the measured splitting, Dfo ¼ D Dfm, and D is a

parameter whose value depends on which of the two lasers is

scanned during the measurement. If the probe laser is scanned,

D ¼ kp

kc
, where kp and kc are the wavelengths of the probe and

coupling laser, respectively. This ratio is needed to account

for the Doppler mismatch of the probe and coupling lasers.11

If the coupling laser is scanned, it is not required to correct for

the Doppler mismatch, and D¼ 1. This type of measurement

of the E-field strength is considered a direct SI-traceable, self-

calibrated measurement because it is directly related to

Planck’s constant (which will become an SI-defined quantity

by standard bodies in the near future) and the atomic dipole

moment } (a parameter which can be calculated very accu-

rately2,13) and only requires a relative optical frequency mea-

surement Dfm, which can be measured very accurately.

To investigate how the EIT signals shown in Fig. 3 are

influenced by the presence of BLWGN and in turn the ability

to measure an E-field strength, we perform experiments with

four BLWGN sources: (1) BLWGN with a center frequency

above the frequency of the coherently driven transition

(blue-shifted BLWGN), (2) BLWGN centered about the RF

transition frequency, (3) BLWGN with a center frequency

below the RF transition frequency (red-shifted BLWGN),

and (4) BLWGN with a notch around the RF transition (i.e.,

there is a noise band above and below the RF transition reso-

nant frequency but no noise at the RF transition frequency).

We present a model to predict the observed behavior of the

EIT signal in the presence of BLWGN and show excellent

agreement between experimental and model results.

II. EXPERIMENTAL SETUP AND NOISE SOURCE

A picture of the experimental setup and a block diagram

of the noise source are shown in Fig. 4. The atom-based

FIG. 2. Illustration of the atomic sys-

tems describing the measurement: (a) a

four-level system when no noise is pre-

sent and (b) a six-level system when

noise is present. Coherent transitions

are indicated by “$,” and noise

induced transitions and shifts are indi-

cated by “ .”

FIG. 1. Illustration of the vapor cell setup for measuring EIT, with a

counter-propagating probe and coupling beams. The RF is applied transverse

to the optical beam propagation in the vapor cell.

FIG. 3. Experimental data for the EIT signal obtained without noise. The

figure shows the probe laser transmission through the cell as a function of

coupling laser detuning Dc and for different RF E-field strengths. This data

set is for a RF of 19.7825 GHz and corresponds to the following 85Rb

4-level atomic system: 5S1=2-5P3=2-57S1=2-57P1=2. The apparent substruc-

ture in the peaks is attributed to an inhomogeneity of the RF field along the

beam propagation axis.
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measurements are done using a 10� 10� 75 mm rectangular

vapor cell filled with 85Rb, two lasers (a probe and a coupling

laser), a photodetector, and a lock-in amplifier. A diagram of

the laser orientations in the vapor cell is shown in Fig. 1. The

levels j1i; j2i; j3i, and j4i in Fig. 2(a) correspond to the 85Rb

5S1=2 ground state, 5P3=2 excited state, and two Rydberg

states 57S1=2 and 57P1=2, respectively. The probe is a 780:24

nm laser focused inside the cell to a full-width at half maxi-

mum (FWHM) of 270 lm and has a power of 4:1 lW. To pro-

duce an EIT signal, we applied a counter-propagating

coupling laser (which is overlapped with the probe laser)

tuned to 479.9285 nm to couple the 5P3=2 and 57S1=2 states,

with a FWHM of 353 lm and a power of 43:3 mW. A

19:7825 GHz E-field is applied via a Narda 638 standard gain

horn antenna (mentioning that this product does not imply an

endorsement but serves to clarify the antenna used) to couple

the Rydberg states 57S1=2 � 57P1=2. We modulated the cou-

pling laser amplitude with a 50/50 duty-cycle 30 kHz square

wave and detected the resulting modulated probe transmission

with a lock-in amplifier to obtain an amplified EIT signal.

A power combiner is connected to the input of the horn

antenna to combine the noise signal and the continuous-

wave (CW) 19:7825 GHz signal from a signal generator

(SG), such that both noise and CW signals can be incident

on the vapor cell simultaneously. The horn antenna is placed

34:2 cm from the center of the two overlapped laser beams

inside the vapor cell.

The noise signal is generated by connecting a 50 X
resistor to a series of amplifiers, as shown in Fig. 4(b). The

resistor is connected in series to two power amplifiers (PAs)

with a gain of 26 dB and a low low-noise amplifier (LNA)

with a gain of 27 dB. The output of the LNA is sent to a

bandpass filter (which was changed to the different bands

during the experiment). The output of the filter was then fed

into a third PA with 30 dB gain. The output of the third

amplifier was connected to the power combiner shown in

Fig. 4(a).

To exhibit the importance of the detailed noise spectrum

on the EIT signal, several different bandpass filters are used to

band limit the noise signal. In these experiments, we used

three different filters, each with a bandwidth of �1 GHz, with

different center frequencies as follows: filter 1�20:7 GHz

(blue-shifted BLWGN), filter 2�19:7 GHz (on-resonance

BLWGN), and filter 3�18:7 GHz (red-shifted BLWGN).

Figure 5 shows the noise power spectral density (dP/dv) of the

bandpass filters, measured with a spectrum analyzer con-

nected to the output of the power combiner (i.e., the input to

the horn antenna). Using a power meter, we measured the

integrated noise power (total power over the filter bandwidth)

for each filter, measured at the output of the power combiner

that feeds the horn antenna. The integrated power was 5:4
dBm for filter 1, 6:0 dBm for filter 2, and 6:6 dBm for filter

3. The average noise power was intentionally set to be approx-

imately the same for all three filters. The fourth type of

BLWGN was created by combining filters 1 and 3 (“filter 1/

3”—noise bands above and below the transition frequency,

with a notch on resonance). Using a power splitter, the power

output from the LNA was split, with one channel sent through

filter 1 and the other through filter 3. These two channels were

then recombined with a power combiner and sent to the last

PA. This configuration results in a noise spectrum spanning

18.2 GHz to 21.2 GHz, with a notch from 19.2 to 20.2 GHz.

The integrated noise power for filter 1/3 was 4.95 dBm. In this

configuration, we added additional attenuation to ensure that

the integrated noise power was approximately the same as for

the measurements with a single filter.

III. NOISE EFFECTS ON E-FIELD MEASUREMENTS

In the experiments, we measured the transmitted probe

laser power with a photo-detector, as the coupling laser

FIG. 4. Experimental setup for E-field measurements using EIT: (a) picture

of the setup and (b) block diagram of the noise source setup. A RF absorber

(blue pyramidal cones in the photograph) is used to reduce RF reflections

from the table and optical components.

FIG. 5. Measured noise power spectral density (dP/dv) for the three filters

used in the experiments. These data are measured with a spectrum analyzer

at the output of the power combiner that feeds the horn antenna. In this plot,

we have indicated the CW source frequency.
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frequency was swept, for a set of CW RF power levels of the

coherent RF source. The CW RF power was varied by the

SG, which was fed to the horn antenna through a cable. The

measured coherent input power to the horn antenna ranged

from 0 mW to 2.4 mW (including loss in the cable). By tak-

ing into account the gain of the antenna (G � 15:7 dB at

19:78 GHz) and the distance from the antenna to the lasers

(x ¼ 0:342 m), the E-field strengths seen by the atoms are

estimated by14

jEj ¼ Asw

x

ffiffiffiffiffiffiffi
cl0

2p

r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PSG10

G
10

q
; (3)

where c is the speed of light in vacuo, l0 is the permeability

of free-space, and PSG is the power level at the input to the

horn antenna in units of Watts. There is an additional param-

eter Asw which is called the E-field enhancement factor and

is a correction factor of the E-field due to a standing wave

formed inside the vapor cell.15 Following the method in Ref.

4, we measured the field versus position in the vapor cell

(see Fig. 6) and compared these with the far-field calculation.

At the position inside the cell where the measurements were

performed, we found an E-field enhancement factor of

Asw¼ 1.73.

This gave a range of E-field strengths at the location of

the laser beam crossing from 0 V/m to 11:6 V/m. Figure 3

shows the measured EIT signal for this range of RF E-field

strengths. Throughout the paper, the data in Fig. 3 will be

referred to as CW RF data because they correspond to an

EIT signal with only a CW RF field at 19:7825 GHz (i.e., no

noise present). These data will be compared to the EIT signal

in the presence of various noise profiles. We placed a refer-

ence line at the RF-free 479.9285 nm Rydberg resonance

(i.e., Dc ¼ 0) and two additional reference lines on either

side. These two additional lines indicate the linear trend that

the AT-splitting would follow if the splitting remained linear

with the E-field strength. We see that for larger E-field

strengths, the EIT signal begins to deviate from linear

behavior, with more deviation for the peaks on the Dc < 0

side of the EIT spectrum. This deviation is mainly due to an

AC Stark shift, caused by the coherent RF signal for high

applied E-field strengths.9 When comparing the EIT signals

with and without the RF source, we see that the linewidth of

the EIT signals in Fig. 3 has some broadening. This broaden-

ing is due to the inhomogeneity of the E-field inside the

vapor cell.10

Adding BLWGN to the RF applied through the horn

antenna (via the power combiner) distorts the EIT signal

shown in Fig. 3. The amount of distortion is a strong function

of both the frequency band of the noise (the bandpass filter

of which is used) and the amount of noise power. Figures

7–10 show the measured EIT signal for filters 1, 2, and 3 and

the combined filter 1/3, respectively. In these figures, the

plots on the left-hand-side of each figure [i.e., (a)–(c)] corre-

spond to the experimental data and the plot on the right-

hand-side [i.e., (d)–(f)] correspond to results from a theoreti-

cal model (the model is discussed in Sec. IV). The experi-

mental data and theoretical data are shown side-by-side for

ease of comparison later. The plots in these figures corre-

spond to the indicated levels of attenuation of the noise sour-

ces (i.e., attenuators placed on the noise signal before

feeding the horn antenna). All the plots in these figures have

the Dc ¼ 0 reference line for easier comparison to Fig. 3. It

is interesting to note that the noise sources either red shift or

blue shift the EIT signal. Filter 1 blue shifts the EIT signal,

whereas filter 2 and filter 3 red shift the EIT signal. All the

frequency shifts increase with the increasing noise level. The

combination filter 1/3 blue shifts the EIT signals. The effects

of the filter 1/3 combination are dominated by the contribu-

tion from the noise power spectrum in filter 1. We also see

that for high noise power levels (i.e., 0 dB attenuation), the

noise generated by either filter 1 or filter 2 dramatically sup-

presses the EIT signal. This amount of suppression is not

observed for the high-noise power case when filter 3 is used.

Figure 11 shows the measured E-fields of the coherent

microwave signal obtained from the EIT signals with all

three noise filters (i.e., the results in Figs. 7–9) using Eq. (2).

In these calculations, we use } ¼ 1120ea0 (where e is the

elementary charge, a0 ¼ 0:529177� 10�10m, and is the

Bohr radius). This dipole moment for the resonant RF transi-

tion is composed of a radial part of 3360ea0 and an angular

part of 1/3. The black line is a far-field calculation of the

expected E-field strength (taking into account the enhance-

ment factor, Asw) and agrees with the measured E-field for

the CW RF no-noise case. Adding noise causes an increase

in the measured E-field, by an amount that depends on the

frequency band of the noise, the noise power, and the

strength of the CW field under test. For most noise condi-

tions, the measured E-field strengths with noise are larger by

some amount when compared to the no-noise case. The high-

est noise levels (i.e., 0 dB) with filters 1 and 2 do show a dra-

matic increase in the AT-splitting and the apparent E-field

strength. In actuality, the E-field strength of the coherent sig-

nal in the vapor cell has not increased at all. It is only the

AT-splitting that has increased due to the noise. This point is

further explained by the model presented in Sec. IV.

FIG. 6. Measured E-field as a function of the position in the vapor cell,

where 0 ¼ edge of the cell closest to the horn. The line shows a far-field cal-

culation of the E-field at the cell. All data in the subsequential figures were

taken at the point indicated by the red diamond.
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To better illustrate the effect of the noise, Fig. 12 shows

the percent difference of the apparent E-field obtained using

Eq. (2) from the no-noise case versus the coherent-signal-to-

noise-power ratio (CSNR). The CSNR is calculated using

the CW RF power and the integrated noise power at the input

to the horn antenna. We see that above a CSNR of 1, the per-

cent difference approaches zero. Below a CSNR of 1, the

effect on the E-field measurement strongly depends on the

frequency band of the noise. When the noise is red shifted

compared to the RF transition frequency (i.e., filter 3), the

noise primarily broadens the EIT signal and has less effect

on shifting the EIT peaks compared to other filters. This will

be shown and discussed in more detail in the next session.

Thus, when the noise is red shifted relative to the RF transi-

tion, it has a minimal effect on the ability to measure CW RF

E-fields. Even with the strongest noise power (black squares

in Fig. 12), the E-field measurement is only strongly affected

below a CSNR of 0.2. The blue-shifted noise (i.e., filter 1)

has the strongest effect on the E-field measurements. In the

filter 1 case, the E-field measurements significantly differ

from the CW RF below a CSNR of 1 and differ by �80%

below a CSNR of 0.5. The influence of BLWGN on the E-

field measurement for the on-resonance case (filter 2) falls

between the redshift and blueshift cases (filter 1 and filter 3).

The experimental results in Figs. 3 and 7–12 serve to

illustrate the typical effects of BLWGN on Rydberg-EIT-AT

spectra. The baseline measurement in Fig. 3 shows how a

resonant, coherent microwave signal AT-splits and shifts

Rydberg-EIT lines in the absence of any noise. The AT split-

ting in such spectra can be used to perform an atom-based

measurement of the electric field of the coherent microwave

signal. Figure 7–10 demonstrate that BWLGN added to the

system can have a profound effect on the Rydberg-EIT-AT

spectra. It is seen that the details of the spectral intensity dis-

tribution of the BWLGN give rise to a wide range of cases,

as to how exactly the Rydberg-EIT-AT spectra change from

FIG. 7. Experimental data (a)–(c) and model results (d)–(f) for filter 1. The EIT signal is plotted as a function of coupling laser detuning Dc for different RF E-

field strengths and different noise sources. This data set is for a coherent resonant RF of 19.7825 GHz and corresponds to the following 85Rb 4-level atomic

system, 5S1=2-5P3=2-57S1=2-57P1=2. (a)/(d) �12 dB attenuation, (b)/(e) �6 dB attenuation, and (c)/(f) 0 dB attenuation. The squares on the plots shown in (d),

(e), and (f) correspond to the peaks of the experimental EIT data shown in (a)–(c). The error bars represent the 1=
ffiffiffi
e
p

width of the peaks. The dashed line at

Dc ¼ 0 is used as reference in order to guide the eye to show shifts from Dc ¼ 0.
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the noise-free case. Figures 11 and 12 then show, quantita-

tively, the BWLGN-induced errors in the atom-based mea-

surement of the electric field of the coherent microwave

signal. These errors also strongly depend on the spectral

intensity distribution of the BWLGN.

IV. MODELING THE EFFECTS OF NOISE

In order to understand how the various noise sources

alter the measured EIT signals, we model these effects as

follows: The effect of broadband noise on a Rydberg-atom

system consists of two main contributions: (1) on-

resonance transitions caused by the noise and (2) AC Stark

shift caused by the noise. The Rydberg atoms in levels j3i
and j4i in Fig. 2(b), which are populated by the coherent

sources (lasers and coherent RF source), can transition into

other Rydberg levels due to the frequency components of

the noise spectrum which are resonant with transitions

between Rydberg states. This process is akin to decays

driven by blackbody radiation.16,17 The usual treatment (in

which the radiation field is quantized and the transition rate

is obtained from Fermi’s golden rule and summing over the

possible field polarizations and accessible final angular-

momentum states) needs to be modified so that it applies to

a noise field that has a well-defined polarization and propa-

gation direction (given by the microwave horn’s geometry).

Also, the black-body energy density of the field must be

replaced by the setup-specific noise characteristics and

frequency-dependent propagation. Furthermore, the usual

density matrix formalism has been extended to allow for a

description of the noise effects.

We assume that, at the location of the atoms, the noise

has a spectral intensity [noise intensity per frequency inter-

val, measured in W/(m2 Hz)] of

I� ¼
dI

d�
ð�Þ:

To conform with our typical measurement scenario (i.e., the

noise is applied to the atoms via a RF horn antenna and the

atoms are located in the far field of the horn), we quantize

the field in one dimension only (the propagation direction of

the noise field) and assume a fixed noise field polarization.

FIG. 8. Experimental data (a)–(c) and model results (d)–(f) for filter 2. The squares on the plots shown in (d)–(f) correspond to the peaks of the experimental

EIT data shown in (a)–(c). The error bars represent the 1=
ffiffiffi
e
p

width of the peaks. Additional details are the same as in Fig. 7.
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For the transition rate, Rfi, from an initial state jii into a final

state jf i, we find

Rfi ¼
e2

2�0�h2c
jn � hf jr̂jiij2I�ðj�fijÞ; (4)

where �0 is the permittivity of free-space, e is the elementary

charge, n is the field-polarization unit vector, and �fi is the

transition frequency [i.e., ðEf � EiÞ=h, where Ef and Ei are

the energies of states jf i and jii, respectively]. These rates

(Rfi) are in SI units and have the unit “per atom and per sec-

ond.” For the given states of interest, we calculate the rates,

Rfi, for the known noise spectrum I�ð�Þ. Note Rif¼Rfi.

In the present case, the coherent microwave signal

drives the transition between Rydberg states j3i and j4i in

Fig. 2(b). If the noise spectrum covers the transition j3i and

j4i, it is included in the Master equation in the form of two

noise-induced bi-directional decay terms with equal rates,

R34 ¼ R43, and the corresponding decay rates for the coher-

ences that involve levels j3i or j4i or both.

For transitions j3i ! jf i and j4i ! jf i different from

the coherently driven j3i $ j4i transition, the noise drives

transitions at rates per atom of Rf 3 ¼ R3f and Rf 4 ¼ R4f .

Note that the noise-populated levels jf i have no coherences

between each other and with any of the levels j1i–j4i in Fig.

2(b) because the noise-induced drive has a random phase.

Hence, all levels jf i that become populated from level j3i,
due to the noise, may be lumped into a ficticious level jdi
[see Fig. 2(b)]. Similarly, all levels jf i that become popu-

lated from level j4i are lumped into a ficticious level jei.
Due to electric-dipole selection rules, there is no overlap

between the levels in jdi (which become populated by the

noise from j3i) and in jei (which become populated by the

noise from j4i). The net rates into the ficticious levels are

Rd3 ¼
X
f 6¼3;4

Rf 3;

Re4 ¼
X
f 6¼3;4

Rf 4;
(5)

FIG. 9. Experimental data (a)–(c) and model results (d)–(f) for filter 3. The squares on the plots shown in (d)–(f) correspond to the peaks of the experimental

EIT data shown in (a)–(c). The error bars represent the 1=
ffiffiffi
e
p

width of the peaks. Additional details are the same as in Fig. 7.

203105-7 Simons et al. J. Appl. Phys. 123, 203105 (2018)



FIG. 10. Experimental data (a)–(c) and model results (d)–(f) for filter combination 1/3. The squares on the plots shown in (d)–(f) correspond to the peaks of

the experimental EIT data shown in (a)–(c). The error bars represent the 1=
ffiffiffi
e
p

width of the peaks. Additional details are the same as in Fig. 7.

FIG. 11. Calculated E-field strength from Eq. (2) as a function of input CW RF

power to the antenna for various noise conditions (filter #, integrated noise

power). We use } ¼ 1120ea0 (radial part of 3360ea0 and an angular part of 1/3).

FIG. 12. Percent difference between E-field measurements with added noise

and measurements with no noise [based on Eq. (2)], plotted vs. the coherent-

signal-to-noise-power ratio (CSNR).
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where Rd3 ¼ R3d and Re4 ¼ R4e. The master equation then

includes equations for the level populations of the Rydberg

states j3i and j4i and the ficticious levels jdi and jei

_q33 ¼ ðother termsÞ þ Rd3ðqdd � q33Þ;
_qdd ¼ �Rd3ðqdd � q33Þ;
_q44 ¼ ðother termsÞ þ Re4ðqee � q44Þ;
_qee ¼ �Re4ðqee � q44Þ:

(6)

The “other terms” are terms that are already explained in

detail in Ref. 12. From Eqs. (4) and (5), it is seen that only

transitions from the Rydberg states j3i or j4i into other lev-

els, with transition frequencies that fall within the noise

band, cause broadening of the Rydberg-EIT-AT lines. Note

that the master equation includes no equations for any coher-

ences for the ficticious levels (the coherences involving the

ficticious levels are always identical zero). The equations for

the decay of coherences that involve levels j3i and/or j4i
also need to be amended so that they include all R3d-, R3e-,

and R34-terms.

The noise also induces AC shifts that are calculated based

on the same field quantization model and using second-order

perturbation theory. The shifts of levels jii ¼ j3i or j4i are

found to be

DEi ¼
X
f 6¼i

e2�3
fijn � hf jr̂jiij

2

hc�0

ð�max

�min

I�ð�Þ
�2ð�2 � �2

fiÞ
d�

" #
: (7)

The integration limits �min and �max are chosen wide enough

that the entire noise spectrum is covered. Note that due to

the �3
fi term, the signs of the transition frequencies are impor-

tant (as expected). The AC shifts of levels j3i and j4i are

added into the master equation12 as noise-induced detuning

terms. The AC shifts of other Rydberg levels, included in the

model in the form of the ficticious levels jdi and jei, are not

important.

Comparing Eqs. (4)–(7), it is seen that the AC shifts

are harder to calculate than the decays. For the decays, only

transitions with frequencies that lie within the noise band

have effects, and the noise spectral density is only required

at these frequencies. Typically, only a few—sometimes

even no—Rydberg-Rydberg transitions involving levels j3i
or j4i are within the noise band. In contrast, all allowed

transitions involving levels j3i or j4i, including transitions

with frequencies outside the noise band, are relevant in Eq.

(7). Also, for each transition, an integral over the entire

noise band needs to be evaluated. For transitions within the

noise band, some care needs to be taken because of the pole

in Eq. (7).

For AC-shifting transitions with frequencies �fi outside

the noise band, the directions of the AC shifts of the

Rydberg levels j3i or j4i due to these transitions depend on

the line strengths, the signs, and the �fi-values of the perturb-

ing transitions in relation to the noise band [see Eq. (7)].

The perturbing levels are P-Rydberg states for level j3i and

S- and D� Rydberg states for level j4i, respectively; the fre-

quencies of the perturbing transitions, �fi, and their signs

depend on the relevant quantum numbers and the quantum

defects of the atom. For transitions that actually fall within

the noise band, the integration range in Eq. (7) includes the

pole; in such cases, the AC-shifts depend on the details of

the integrand, including any details of the noise spectrum

itself. The net AC shifts of the levels j3i and j4i then result

from the sum over all AC shifts, summed over all perturbing

levels jf i, as seen in Eq. (7). The net AC shifts therefore

depend on the noise spectrum and the detailed energy level

structure of the atomic species used.

To evaluate Eqs. (4) and (7), one requires the noise

spectral intensity function, I�ð�Þ. Using the free-space propa-

gation equation given in Eq. (3), I�ð�Þ is expressed as

I�ð�Þ ¼
A2

sw

x2

c l0

2p
GLð�Þ

dP

d�
; (8)

where x ¼ 0:342 m (the distance from the horn antenna to

the lasers) and GLð�Þ is the linear gain for the horn antenna.

Using the manufacturer’s specification sheet, GLð�Þ is

expressed as

GLð�Þ ¼ 10ð15þ3ð� GHz½ ��18Þ=8:5Þ=10: (9)

Note that the frequency (�) is entered in GHz into this equa-

tion. The parameter Asw is the correction factor that accounts

for the standing-wave enhancement of the field inside the

cell, and as discussed above, this is determined experimen-

tally to be 1.73. The noise power spectral density (dP
d�) is

given in Fig. 5 and is normalized such that it integrates to the

power (in W) measured (using a power meter, values are

given above) at the input to the horn antenna.

The results for I�ð�Þ for filters 1, 2, and 3 are shown in

Fig. 13. These results are used in Eqs. (4) and (7) to obtain

the noise-induced decay rates and AC level shifts. To illus-

trate the physics, in Fig. 14, we show the partial AC shifts

and decay rates of the levels j3i and j4i for the high-power

case of filter 1, corresponding to Figs. 7(c) and 7(f). It is seen

that decays only result from perturbing states with �fi-values

FIG. 13. Noise spectra I�ð�Þ derived from measurements, the geometry of

the setup, and the horn manufacturer’s data on the horn’s gain dependence

on frequency.
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within the noise band. Large AC shifts are caused by a wider

class of states, namely, states within and close to the noise

band. The details of the situation depend on the type of atom

used because different atomic species have different quan-

tum defects of the Rydberg levels (here we show the case of

Rb, the atom used in this work). The values of the partial

decay rates and shifts for the case of Fig. 14 are also shown

in Table I.

The noise-induced decay rates computed in Eq. (5) are

used to extend the standard four-level master equation12 to

include the ficticious “levels” jdi and jei which hold net pop-

ulations driven by the noise out of the coherently coupled

levels j3i and j4i. The ficticious levels are coherence-free,

i.e., the amended density operator has two new population

terms but no new coherence terms (because all coherences

involving the ficticious levels are identical zero). The new

terms in the rate equations for the populations are shown in

Eq. (6); there are also new terms that add to the decay of

coherences that involve levels j3i and/or j4i. The noise-

induced level shifts computed in Eq. (7) are also included in

the amended master equation. We further add the AC Stark

shift caused by the coherent RF source. The AC shift due to

the coherent signal is obtained from calculations using the

Floquet analysis given in Ref. 9. The steady-state solution of

the amended master equation yields the coherence q12 as a

function of coupler-laser frequency and atom velocity. The

model EIT spectrum is then obtained by computing the Beer’s

absorption coefficient in the medium as a function of coupler-

laser detuning, aðDCÞ, for the given cell temperature (see Ref.

12 for details). This involves an integral over the Maxwell

velocity distribution in the cell,12 because each velocity class

has its own Doppler shifts of the coupler and probe beams.

The ratio of input and output probe powers is then given by

exp ð�aLÞ, where the cell length L¼ 75 mm. It is noted that,

after using all experimentally available input and the com-

puted matrix elements for all noise-driven transitions, hf jr̂jii,
there is no fit parameter left to adjust the model results.

Hence, absolute, fit-free agreement should be expected when

comparing measured and modeled spectra of the Rydberg-

EIT-AT experiments under the influence of BLWGN.

In Figs. 7–10, we show the results obtained from this

model [the model results are shown in plots (d)–(f) in these

figures]. As a comparison, in these plots, we also show peak

positions from the experimental data. The squares in the fig-

ures correspond to the peaks of the experimental EIT data

shown on the left-hand-side of these figures, and the error

bars represent the 1=
ffiffiffi
e
p

width of the peaks. When compared

to the experimental data, we see that the model predicts the

same trends in the EIT signal in the presence of noise. In

that, depending on the noise source, the noise either red

shifts or blue shifts the EIT signal. Also, the modeled EIT

signal tracks the location of the peaks as a function of DRF

very well, and when XRF ! 0, the frequency offsets are very

close. In that, measured and calculated offsets are in the

same directions from Dc ¼ 0 and are usually within a couple

MHz from one another. A comparison between the fre-

quency offsets at XRF ¼ 0 obtained from the model and

those obtained from the experimental data is shown in Table

II (this is also indicated by the dashed lines in Figs. 7–9).

The largest differences are for the high noise powers (i.e.,

0 dB). This is mostly due to the fact that for high noise

power, the measured EIT peaks are diminished and are diffi-

cult to determine at times. As a further comparison, we

FIG. 14. Partial AC shifts, with magnitudes larger than 0.1 MHz, and decay

rates for the levels j3i (left pair of columns) and j4i (right pair of columns)

for the high-power case of filter 1. The vertical position of the circles corre-

sponds to the detuning of the perturbing states from the levels j3i and j4i, �fi

with i¼ 3 or 4, respectively. The area of the circles is proportional to the

noise-induced partial decay rates (outer pair of columns) and noise-induced

partial AC shifts (inner pair of columns). Red circles correspond to positive

and blue circles to negative AC shifts. The labels in the plot indicate the

quantum numbers of the perturbing states. The range of the noise band is

indicated by the horizontal hatched bars.

TABLE I. Partial AC shifts with magnitudes larger than 0.1 MHz and decay

rates for levels j3i and j4i for the high-power case of noise band 1. The col-

umns show, from left to right, the perturbing state, the frequency detuning

�fi in MHz, the partial noise-induced AC shifts DE in MHz, and the partial

decay rates Rfi in 2p�MHz.

Level j3i to: �f 3 DE Rf 3

Unit MHz MHz 2p�MHz

58P3/2 60.168 �0.105 0.000

57P3/2 20.325 20.329 87.205

57P1/2 19.784 13.656 0.319

56P3/2 �21.799 20.487 0.210

56P1/2 �22.371 6.572 0.005

55P3/2 �66.359 0.114 0.000

Level j4i to: �f 4 DE Rf 4

Unit MHz MHz 2p�MHz

58S1/2 21.164 �28.083 26.583

56D3/2 12.483 1.026 0.000

57S1/2 �19.784 �13.656 0.319

55D3/2 �28.958 2.761 0.000

54D3/2 �72.782 0.174 0.000
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compare the experimentally determined E-field strengths to

those obtained from the model based on Eq. (2). Figure 15

shows the comparison for the three filters for the high noise

powers. The results in this figure show good agreement

between the experimental data and the model.

The model allows for further understanding of how

BLWGN influences the AT-splitting. Figure 16 shows the

AT peaks in the EIT spectra obtained from the model.

Shown here are the high-power noise (0 dB attenuation)

cases for the three filters. It is interesting to note the AT

peaks shift in filter-specific ways relative to the no-noise

cases. For large values of XRF, filter 3 shows only slight

shifts in the peaks relative to the no-noise case. This results

in the small percentage error shown in Figs. 11 and 15 for fil-

ter 3. For large values of XRF, filter 2 causes both AT peaks

to shift downward. However, the results for filter 3 show that

one of the peaks shifts downward and one peak shifts upward

relative to the no-noise case. The large shifts in opposite

directions for filter 1 are what causes large errors in the

E-field measurements shown in Figs. 11 and 15 for filter 1.

V. CONCLUSIONS

The effects of band-limited white Gaussian noise on

EIT and AT splitting, when performing atom-based RF E-

field strength measurements using Rydberg atomic vapor,

have been investigated. BLWGN has the effect of shifting

(either red shifted or blue shifted) the peaks of the EIT lines

depending on the noise conditions (bandwidth, center fre-

quency, and noise power). The BLWGN also has the effect

of broadening the EIT lines. We present a model to predict

these effects. The model incorporates two contributions: (1)

the on resonance transitions between Rydberg states caused

by the noise spectrum (analogous to decays driven by black-

body radiation) and (2) the AC shifts caused by the noise

source. The results of this model compare very well to the

experimental data presented here. This indicates that these

two contributions are required in a model in order to cor-

rectly predict the EIT signal in the presence of BLWGN.

The noise has the effect of modifying the EIT/AT signal

from that for the coherent RF field alone, which alters the

ability to measure the E-field strength in the presence of

noise. The amount of deviation is a function of the noise

parameters (bandwidth, center-frequency, and noise power).

We show relative differences of measured E-field strengths

for different CSNR, where we show the relative difference

increases for decreasing CSNR. The shifts and broadening of

the EIT/AT signal caused by noise are dependent on the

Rydberg states chosen for the experiment. With that said, for

the Rydberg states used here, we can summarize that when

the noise is red-shifted from the RF transition, it has a mini-

mal effect on the ability to measure CW RF E-fields.

However, the blue-shifted noise (i.e., filter 1) has the stron-

gest effect on the E-field measurements.

FIG. 15. Comparison of E-field strength obtained from experimental data

with those obtained from the model. The x-axis is the input CW RF power to

the antenna.

FIG. 16. Peaks of EIT spectra obtained from the model as a function of

applied coherent-RF Rabi frequency (XRF). Shown here are the high-power

noise (0 dB attenuation) cases for the three filters.

TABLE II. Comparison of frequency offset of the EIT signal at XRF ¼ 0 for

various noise filters and power levels.

Offset (MHz) Offset (MHz)

Experiments Model

Filter 1

�12 dB þ8 þ5

�6 dB þ21 þ15

0 dB þ56 þ62

Filter 2

�12 dB �3 �3

�6 dB �8 �9

0 dB �30 �38

Filter 3

�12 dB �1 �2

�6 dB �4 �3

0 dB �13 �16

Filter 1/3

�12 dB þ5 þ2

�6 dB þ13 þ6

0 dB þ35 þ23
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Furthermore, besides understanding the effects of

BLWGN on E-field strength measurements, there is a need

to be able to detect various noise sources in general. In order

to investigate if the EIT approach can be useful for detecting

noise, we performed additional EIT experiments with vari-

ous noise levels and at various temperatures (77 K to 400 K).
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