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Introduction

Ti-6Al-4V is the most widely used titanium alloy with sev-
eral applications in the aerospace industry owing to its excel-
lent strength-to-weight ratio, strong corrosion resistance and 
retained high temperature strength [1]. However, high-speed 
machining of titanium alloys faces many challenges owing to 
their low thermal conductivity and high chemical reactivity 
with cutting tools [2]. Inhibition of heat dissipation in the 
workpiece results in higher temperatures at the cutting edge, 
resulting in rapid chipping that could lead to tool failure [3]. 
Numerous modeling efforts have been undertaken in the past 
decade to optimize the cutting process and improve produc-
tivity, frequently focusing on the role of chip segmentation 
on tool chatter and tool life [3–5] and the effect of machining 
parameters on surface integrity and surface hardening for 
mechanical reliability of machined parts [6]. While advances 
in finite element models are reaching the capability to pre-
dict such phenomena, the accuracy of those predictions still 
relies on the accuracy of the viscoplastic constitutive model 
used. A recent review article on progress on machining mod-
eling [7] noted the lack of sufficient experimental data on 
workpiece material behavior under machining conditions as 
an important roadblock to achieving accurate simulations of 
machining processes. Such experimental data are difficult to 
obtain using ordinary test methods because of the extreme 
deformation conditions prevalent in machining. Strains can 
exceed 1, strain rates reach 106 s−1 and temperatures can 
reach 1000 °C with heating rates in the thousands of degrees 
per second.

Abstract  Dynamic deformation behavior of a commercial 
Ti-6Al-4V alloy is measured between room temperature and 
beyond the β-transus temperature with high thermal resolu-
tion using a rapid-heating Kolsky bar technique. The high 
thermal resolution allows for a thorough investigation of the 
dynamic thermal softening behavior of this alloy including 
effects related to the transformation from the initial hcp α/
bcc β dual phase structure to a full β structure for improved 
modeling of high temperature dynamic manufacturing pro-
cesses such as high-speed machining. Data are obtained at 
an average strain rate of 1800 s−1 from room temperature 
to 1177 °C, with total heating times limited to 3.5 s for all 
tests. Short heating times prevent thermal distortion of the 
Kolsky bar loading waves and can allow an investigation 
of non-equilibrium mechanical behavior, although no such 
behavior was identified in this study. Between 800 °C and 
1000 °C, a progressive change in the thermal softening rate 
was observed that corresponded well with the equilibrium 
phase diagram for this alloy. The dynamic thermal softening 
behavior in the transformation region is incorporated via a 
new modification of the Johnson–Cook (J–C) viscoplastic 
constitutive equation. Rate sensitivity is determined at room 
temperature by combining Kolsky bar data with quasi-static 
measurements at strain rates from 7.5 × 10−5 s−1 to 0.16 s−1 
and the data are fit using multi-parameter optimization to 
arrive at a full modified J–C model for Ti-6Al-4V to nearly 
1200 °C. In its generic form, the modification factor we pro-
pose, G(T), is applicable to any material system undergoing 
gradual phase transformation over a range of temperatures.
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Data used for machining model development obtained 
at high-temperatures and strain-rates often employ heat-
ing methods that subject specimens to significant time-at-
temperature prior to testing. This is a clear departure from 
what the workpiece material experiences during machining, 
where heating rates are much higher. High heating rates can 
circumvent diffusion-related metallurgical processes, such as 
phase transformations, such that mechanical behavior during 
machining may deviate from what is observed in typical lab-
oratory tests. While recent work has shown that such devia-
tions may not always be significant [8], it remains likely, 
especially at very elevated temperatures, that the dynamic 
mechanical behavior of titanium alloys might be time-
dependent. For example, annealing temperatures suggested 
for this alloy begin at 700 °C, and grain growth is heating 
rate dependent above 1050 °C [9] depending on texture and 
composition. Any such time-sensitive change in metallurgi-
cal condition may therefore alter the mechanical response 
of titanium alloys at such elevated temperatures. For this 
reason, NIST developed a rapidly-heated high-strain-rate 
testing capability based on the Kolsky bar method [10], and 
it is here used to measure the behavior of a globular Ti-6Al-
4V alloy.

The low-temperature mechanical response of Ti-6Al-
4V has been well studied using various mechanical test-
ing techniques. As with most metals, the plastic flow stress 
of this material increases logarithmically with strain rate 
[11]. Although there is some evidence of an upturn in rate 
sensitivity at very high strain rates (104 s−1), the upturn is 
not nearly as significant as in materials like mild steel [12]. 
Twinning is typically observed at high strain rate, which 
causes an increase in the work hardening rate and is highly 
dependent on starting texture [13]. However, twinning seems 
to be suppressed at high strain rates at mildly elevated tem-
peratures (200 °C) [11]. Adiabatic shear banding is also 
observed in high-strain-rate tests at room temperature after 
a critical amount of plastic strain is reached, depending on 
microstructure. For equiaxed Ti-6Al-4V such as the material 
of interest here, failure has been shown to occur in dynamic 
uniaxial compression tests for strains exceeding 0.3 [14].

The elevated temperature behavior of Ti-6Al-4V at low 
strain rate has also received significant attention in the 
literature, often to better understand and model thermo-
mechanical processing of this material. Results from such 
work have been incorporated into machining models with 
particular focus on work hardening behavior at high tem-
perature, as this greatly affects cutting forces, temperatures 
and chip morphology. Strain softening observed at very 
high temperatures, which has been ascribed to recovery and 
recrystallization processes during hot working [15], when 
introduced into machining models, has been shown to more 
accurately capture chip segmentation behavior [5, 16]. In 
metals, work hardening is most often described by power 

law models, such as the Ludwick relation used in the basic 
Johnson–Cook (J–C) model. However, many metals show 
saturation in work hardening at very large strains due to the 
balance between dislocation generation and annihilation, and 
this is not captured by power law hardening. Voce harden-
ing, or saturation stress behavior, is sometimes used model 
both laboratory observations [17] and has also been used to 
model Ti-6Al-4V machining processes [18]. In general, the 
work hardening rate varies with strain rate and temperature 
as well as strain, and capturing the entire spectrum of this 
behavior is difficult using a simple constitutive model like 
the J–C model [8]. For this reason, temperature and rate 
dependent hardening is often added as a modification to the 
basic J–C equation. This method is followed here.

The high-strain-rate, high-temperature behavior of 
Ti-6Al-4V has received less attention thus far, although 
there are a handful of studies in the literature. This alloy 
undergoes a well known phase transformation in this tem-
perature range, going from an initial two-phase alloy made 
of mostly hcp (α-phase) with some bcc (β-phase) at room 
temperature to completely bcc by the β transus temperature 
(995 °C) [19]. This phase transformation occurs progres-
sively between about 800 °C and β transus [20]. Previous 
studies at high strain rate and temperature have shown 
mixed results regarding the effect of this transformation on 
the dynamic flow stress. The high strain rate data of Lee 
[21] show no difference in thermal softening rate up through 
1000 °C. In contrast, the results of Seo [22] show an effect, 
but they chose to model this effect using a step-change in 
flow stress, following Andrade and Meyer’s [23] model 
for dynamic recrystallization in copper. The step change 
model seems inappropriate because of the phase transition 
takes place gradually over almost 200 °C. The effect of the 
β-transformation on flow stress at low-strain-rate has been 
studied by Semiatin [24] and Kim [25], through a self-con-
sistent modeling (SCM) approach. This approach, based on 
the method developed by Hill [26] and extended by Suquet 
[27], treated the individual component phases separately. 
Zhang [28] adapted this approach to develop a modified 
J–C model suitable for Ti-6Al-4V machining simulations. 
However, to formulate the model, they used the previously 
mentioned data of Lee [21] that showed no phase change 
effect on dynamic thermal softening. Instead, the effect was 
extrapolated from low-strain-rate measurements. While their 
modeling approach has significant merit, the lack of high-
strain-rate data through the transformation region needs to 
be addressed.

In this study, the high-strain-rate response of Ti-6Al-4V 
is measured in compression up through the β transus tem-
perature to directly observe the effect of the transformation 
on dynamic flow stress. A pulse-heated Kolsky bar method 
was used where specimens are heated with a rapid pulse of 
electric current such that heating times were kept to 3.5 s in 
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all tests. The combination of rapid thermal and mechanical 
loading conditions more closely approaches actual machin-
ing processes compared to other heating methods used in 
previous literature. An additional benefit of short heating 
times is that elastic wave distortions during the Kolsky 
bar testing are avoided due to the small size of the heat-
affected zone in the bars. An analysis of this heated zone 
in the bars, and its insignificant effect on wave propagation 
in the Kolsky bar, is described, and a detailed uncertainty 
budget for the measurements is given. Further details of the 
pulse-heated Kolsky Bar method are presented elsewhere 
[10, 29]. In addition to high-strain-rate measurements over a 
wide range of temperatures, the room temperature strain-rate 
sensitivity was explored with compression testing at strain 
rates from 7.5 × 10−5 s−1 to 0.16 s−1 using a servo-hydraulic 
test machine on the same sample geometry. To capture the 
observed dynamic thermal softening behavior and strain 
rate sensitivity, the Johnson–Cook (J–C) model has been 
modified to reflect the gradual nature of the β transformation 
with temperature. A second modification is made to account 
for the observed reduction in hardening rate with increas-
ing strain rate. The paper concludes with the determination 
of all the parameters of the modified J–C equation and the 
comparison of this model prediction with the experimental 
results under different temperature and strain rate condi-
tions. The result is a model that is more suited to modeling 
machining processes involving commercial Ti-6Al-4V in 
which significant amounts of β phase are formed due to 
workpiece heating.

Experimental Procedure

Material and Specimen Preparation

The composition of the commercial Ti-6Al-4V alloy inves-
tigated in this work is shown in Table 1 and compared to 
ASTM standard composition for this material. The alloy pur-
chased in the form of a 3.15 mm thick plate was first ground 
to 2 mm thick then cut into 4 mm cylinders using electrical 
discharge machining (EDM). A second batch of samples 
included in the study were EDM cut from an unground por-
tion of the plate. The as-received microstructure consisted 
of globular α phase grains in a β matrix as seen in Fig. 1, 
which is an optical image of the initial microstructure after 
polishing and etching with Kroll’s Reagent for 1.5 min. The 

β phase is attacked by the reagent and appears dark, whereas 
α-phase regions look bright. The average α grain size was 
7.39 µm ± 0.68 µm as measured by linear intercept method 
following ASTM E112–13.

Pulse‑Heated Kolsky Bar Method

Dynamic compression tests were performed with initial 
temperatures of 23–1177 °C in partial vacuum using the 
NIST pulse-heated Kolsky bar. The apparatus consists of 
an incident bar measuring 1.5 m long by 0.015 m diameter 
and a slightly shorter transmission bar (1.47 m in length) of 
the same diameter. The shortened transmission bar allowed 
specimen recovery after only a single impact. Sacrificial tips 
measuring 3 cm in length and made of hardened maraging 
steel were threaded onto the bar ends to facilitate repairs 
in case inadvertent overheating caused the bar tip and/or 
sample to partially melt. The bars themselves are made 
from un-hardened maraging steel. The Young’s modulus 
and wave speed of the un-hardened bars were measured to 
be 170 GPa ± 2 GPa and 4600 m/s ± 25 m/s, respectively. We 
verified that the tip connection arrangement had no influence 
on the mechanical measurement data by comparing room 
temperature tests with this arrangement against earlier meas-
urements made with solid, hardened maraging steel bars. All 
tests were conducted with a 250 mm long striker impact-
ing at a velocity of 10.0 m/s ± 0.2 m/s. This striker impact 
produced maximum plastic strains of between 0.15 and 0.5 

Table 1   Comparison of the ASTM standard and the chemical composition of the commercial alloy from spectrographic analysis

Chemical composition (mass %) Aluminum Vanadium Carbon Iron Nitrogen Oxygen Hydrogen Others

Spectrographic analysis 6.65 4.49 0.02 0.23 0.007 0.197 0.0029 Sulfur < 0.005
ASTM [30] standard composition 5.5–6.75 3.5–4.5 0.08 < 0.4 < 0.05 < 0.2 < 0.015 < 0.1

Fig. 1   Optical image of the microstructure of as-received Ti-6Al-4V 
showing equiaxed morphology
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in our test specimens, depending on the initial temperature 
and thus specimen strength. Because of the loss in specimen 
strength with temperature, true strain rates also increased 
from 1200 to 2450 s−1 for our tests from room tempera-
ture to the maximum temperature. Because Ti-6Al-4V has 
logarithmic strain rate sensitivity [11, 31] the effect of this 
variation in strain rate on flow stress in this data set was not 
significant. For example, using a logarithmic rate sensitivity 
of 0.02 [11] and a reference strain rate of 1.0, the J–C model 
indicates the flow stress would change by slightly more than 
1% for such a variation in the strain rate, which is below the 
typical uncertainty level in our tests. The average strain rate 
for this data set is 1800 ± 400 s−1. All tests were conducted 
using annealed copper pulse shapers (6.35 mm diameter by 
0.254 mm thick).

Samples were resistively heated using low-voltage (maxi-
mum 12 V) electric current conducted directly through the 
sample and the ends of the incident and transmission bars. 
To facilitate uniform heating and to avoid arcing, thin graph-
ite foils were placed between bar/specimen interfaces. The 
stress–strain response of the specimen was obtained by 
subtracting the deformation in the foil, a process that con-
tributed significantly to the uncertainty in the stress strain 
curves, as will be described later. To limit oxidation of the 
specimen surface during heating, a small vacuum chamber 
was placed around the specimens, fixed to the bar using 
o-ring seals. The arrangement is shown in Fig. 2. Because 

the heating times are were limited to 3.5 s, and the sample 
cross-section is much smaller than the bars (4 mm sample 
diameter versus 15 mm bar diameter), the heat affected zone 
in the bars was small enough to not disturb the passage of 
the elastic loading pulses during Kolsky bar testing, as will 
be discussed later. Heating was controlled using an infrared 
spot pyrometer as the setpoint sensor for the PID control 
unit. The loop time for the PID controller was 1 × 10−4 s. 
Sample temperature uniformity during heating was moni-
tored using a second infrared pyrometer focused on the 
opposite side of the specimen from the control pyrometer, 
as shown in Fig. 2.

Because the emissivity of the samples is not accurately 
known, the pyrometer temperature could not easily be con-
verted to true (thermodynamic) temperature. Instead, true 
temperatures were determined from a 0.125 mm R-type ther-
mocouple spot welded to the sample surface near the spot 
viewed by the control pyrometer. Strong electromagnetic 
(EM) interference from the heating current prevented using 
the thermocouple signal as a PID control signal, however. To 
obtain a clean thermocouple reading prior to the mechanical 
test, the current was switched about 30 ms prior to the wave 
arrival, which was just enough time for EM transients to 
dissipate and limited specimen heat loss. For test tempera-
tures below 400 °C, the measured current signal was used to 
control heating due to insufficient pyrometer signal levels. 
Further details of this heating method and its performance 
capabilities have been described in previous publications 
[29, 30].

Figure 3 shows a typical heating profile and includes the 
pyrometer radiance temperature history and the thermocou-
ple temperature history measured from just after current 

Fig. 2   Heated Kolsky bar technique uses electrical current to resis-
tively heat the specimen (left). Contact with the bar surfaces is 
enhanced by a thin graphite foil, and temperature control is made 
through radiance temperature measured by one of the infrared pyrom-
eters, while a second infrared pyrometer serves to monitor tem-
perature uniformity. An R-type thermocouple spot welded on to the 
sample records the true temperature post-impact. Photograph of the 
vacuum chamber (right), which fixed to the bar through O-ring seals 
and aids in limiting oxidation during high temperature tests

Fig. 3   Typical heating profile up to and beyond impact, showing the 
pyrometer and the thermocouple signals. It shows that temperature 
stabilization is achieved within 1.5 s and total heating period is 3.5 s, 
at the end of which impact causes the sample to move out of pyrom-
eter view and hence an abrupt drop in their signals, but thermocouple 
records the post-impact cooling rate
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shut-down until the sample has cooled substantially. The 
agreement of the pyrometer signals is excellent, indicating 
good temperature uniformity. Temperature uncertainties 
reported in this paper are determined from the difference 
in the two pyrometer signals for each test. Generally, the 
temperature difference is below 20 °C. Temperature stabi-
lization is achieved within about 1.5 s after the current is 
switched on. The total heating time for the tests discussed 
here, including the transient heat up period, is 3.5 s, and this 
includes roughly 2 s of hold time at the test temperature. 
At impact, the sample moves out of the field of view of 
the pyrometers, leading to an abrupt drop in both pyrom-
eter signals. The thermocouple usually survived the impact, 
and because of this the post-impact cooling rate could be 
measured. In most cases, the specimen remained trapped 
between the bars after impact, and as a result the cooling 
rate is very high, in excess of several hundred degrees per 
second. When the specimen was ejected after impact, the 
cooling rate was about an order of magnitude lower. The 
cooling data were used to interpret post-test microstructures, 
as will be described later.

Quasi‑Static Compression Tests

Quasi-static compression tests were performed at room tem-
perature using a servo hydraulic test machine at true strain 
rates of 7.5 × 10−5 s−1, 8 × 10−3 s−1 and 1.6 × 10−1 s−1 with 
three replicates at each strain rate. Specimens were lubri-
cated using the same grease lubricant as was used in room 
temperature Kolsky bar tests.

Results

Effect of Heating on Wave Propagation in Pulse‑Heated 
Kolsky Bar Experiments

Because heating times are short and the sample is small rela-
tive to the bars, the heat-affected zone in the bars is quite 
small. To examine whether these small heat-affected zones 
affect the elastic wave propagation during a Kolsky bar test, 
we first measured the bar-temperature rise during a typical 
heating test using K-type thermocouples. Figure 4a shows 
bar surface temperatures measured at 1 and 5 cm from the 
sample after heating a Ti-6Al-4V sample to 1000 °C with 
a total heating time of 3.5 s corresponding to the present 
experiments. A maximum temperature of just over 60 °C 
was recorded 1 cm away from the sample, and at 5 cm the 
bar temperature remained below 30 °C throughout the obser-
vation period. This data was used as a validation metric for 
a finite-element model that was constructed to calculate the 
internal bar temperature distribution after heating, which is 
then used to calculate elastic wave propagation through the 
heated zone.

The finite element analysis was performed using the 
commercial code ABAQUS.1 The sample and bars were 
simulated with four node axisymmetric rectangular ele-
ments with a single integration point per element. A mesh 

Fig. 4   a Bar surface temperature measurements for a heat-only test at 
1000 °C using a Ti-6Al-4V sample at two increasing distances from 
the sample. b Portion of the finite element solution of the internal 

temperature distribution in the bar when heating a Ti-6Al-4V sample 
to 1175 °C with a total heating time of 3.5 s. NT11 in the legend of 
b denotes temperature values in °C computed at finite element nodes

1  Certain commercial equipment, instruments, or materials are iden-
tified in this paper in order to specify the experimental procedure ade-
quately. Such identification is not intended to imply recommendation 
or endorsement by the National Institute of Standards and Technol-
ogy, nor is it intended to imply that the materials or equipment identi-
fied are necessarily the best available for the purpose.
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of 1600 elements was used for the sample (2 mm radius 
by 2 mm thick), 3000 elements for each bar tip (7.5 mm 
radius by 30 mm length), and 75 elements for each bar 
(7.5 mm radius by approximately 1.5 m long). Higher 
mesh densities were used where significant gradients in 
the computed temperatures or displacements and forces 
were expected. An explicit dynamics solver was used for 
both the transient heat transfer problem and the mechani-
cal wave simulation problem. An axisymmetric bound-
ary condition was imposed on the domain centerline. The 
mechanical simulation was performed by first import-
ing nodal temperatures from the transient heat transfer 
solution that was conducted first using the same com-
putational mesh. A temperature boundary condition of 
1175 °C is used on the sample and calculated the temper-
ature distribution after a hold time of 2.7 s to mimic the 
most severe heating condition used in the experiments. 
The heat transfer coefficient between the sample and the 
bars was determined to be 7000 W/(m·K) by matching 
cooling history data. Heat loss to the surroundings was 
neglected. A heat capacity of 475 J/(kg K) and a den-
sity of 4420 kg/m3 was assumed for the titanium sample, 
and the steel was modeled with a heat capacity of 293 J/
(kg K), a thermal conductivity of 25 W/(m K) and a den-
sity of 8091 kg/m3.

Figure 4b shows the predicted internal temperature dis-
tribution, calculated at the approximate time of impact 
after a heating time at temperature of 2.7 s. The calcula-
tions indicated that the region of significant bar heating 
is quite small, on the order of the volume of the sample 
itself, which implies little wave distortion should be antic-
ipated. Next, we performed finite-element simulations of 
a Kolsky bar test using the calculated bar temperature dis-
tribution along with temperature-dependent bar Young’s 
modulus [32] and found no observable distortion of the 
simulated waves. For this simulation, the bars were mod-
eled as elastic solids and the titanium was modeled as an 
elastic–plastic solid with a plastic stress–strain response 
curve obtained by experiment at the relevant temperature 
and strain rate conditions. These simulation results are 
omitted, however, because they simply confirm the exper-
imental observation that the elastic waves remain undis-
torted by heating, as demonstrated in Fig. 5. This figure 
compares wave records from a room temperature test of 
a brass alloy with wave records for a heated Ti-6Al-4V 
test at 1175 °C, with all other experimental conditions 
(graphite foil and vacuum chamber) being identical. As 
this figure shows, the initial portion of the reflected pulse 
in the 1175 °C test is identical to the room temperature 
test, indicating that the heat affected zone is too small to 
influence wave propagation in these rapid heating tests.

Uncertainty Budget in Pulse‑Heated Kolsky Bar 
Experiments

The dynamic stress–strain curves were determined from the 
usual strain wave analysis methods when good equilibrium 
was indicated by balanced forces on each side of the specimen. 
For the pulse heated experiments described here, two correc-
tions to the calculated strain were needed to obtain accurate 
stress–strain measurements. The first accounted for the defor-
mation of the graphite foils used to achieve uniform heating. 
The second accounted for a small compliance believed to be 
due to the threaded protective tips on the Kolsky bar used to 
facilitate heating damage repairs. Beginning with the usual 
relations for engineering stress and strain from the strain wave 
data: 

where AB, AS are surface areas of the elastic bars and the 
sample respectively, EB is the elastic modulus of the bar, 
CB is the elastic wave speed in the bar, LS is the length of 
the specimen, εR, εT are the transmitted and reflected strain 
waves in the bars. The two corrections to engineering strain 
involve subtracting the foil and compliance contributions 
from the overall displacement between the bar tips: 

�eng =
AB

AS

× EB × �T

�eng = 2
CB

LS

tf

∫
t0

�R(t)dt

ΔLS = 2CB

tf

∫
t0

�R(t)dt − ΔLfoil(�(t)) − ΔLcompl(t)

Fig. 5   A comparison of strain gage records obtained during room 
temperature and pulse heated tests showing no distortion of the ini-
tial portion of the reflected pulse (arrow) despite localized bar heat-
ing. SG1 refers to “strain gage 1” located on the incident bar and SG2 
refers to “strain gage 2” located on the transmission bar
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here ΔLs is the net sample contraction, ΔLfoil is the foil 
contraction, which is a function of sample true stress, and 
ΔLcompl is the compliance contraction, which is a func-
tion of time only. Using standard uncertainty propagation 
techniques with uncorrelated values, an uncertainty budget 
for the Kolsky bar test data was computed. The results 
are shown in Table 2. The strain uncertainty budget was 
dominated by the uncertainties in the foil contraction and 
the compliance. Uncertainties in true stress and true strain 
were calculated at each strain point along the stress–strain 
curves. At 0.1 strain, the stress uncertainty was typically 
3.5% or less, while the strain uncertainty was about 0.02 
true strain, a 20% uncertainty. Uncertainties are exacerbated 
by the small size of the specimens required for these rapid 
pulse heating experiments (thickness of 2 mm). Finally, 
we compared the experimental reproducibility of the stress 
measurement at a true strain of 0.1 through a series of four 
tests conducted under similar conditions of 623 °C ± 12 °C, 
1140 s−1 ± 25 s−1. In these tests the temperature varied due 
to changes in the emissivity of the samples from test to test, 
which was beyond the capability of the controller to correct. 
The flow stresses measured at 0.1 strain were in the range of 
between 715–755 MPa with a scatter of ± 20 MPa (Fig. 6), 
which compares adequately well with the uncertainty esti-
mate of ± 21 MPa from the error propagation analysis.

High temperature dynamic response of Ti‑6Al‑4V

Dynamic, adiabatic stress–strain curves obtained from tests 
conducted between 23 °C and 1177 °C are depicted in Fig. 7. 
The term “adiabatic” indicates that the curves represent the 
dynamic flow stress of the material during a single, short-
duration compression event where the temperature of the 
sample rises due to the conversion of plastic work to heat. 
Thus the curves do not represent the isothermal flow stress 
of the material, and the quoted temperatures are initial test 
temperatures. The effect of adiabatic heating is accounted 
for when fitting constitutive model constants, as discussed 
later. The data ignore the initial, unreliable portion data 
where the strain rate is changing very rapidly and stress 
equilibrium is not established. As explained earlier, the true 

strain rate and total strain generally increase with higher 
initial temperatures because the decrease in specimen flow 
stress. An exception is the two tests that are above β transus 
(995 °C), which were conducted using the thicker specimens 
(3 mm rather than 2 mm), causing a lower total strain in 
these tests. Owing to the relatively weak strain rate sensi-
tivity of Ti-6Al-4V [22, 28], the effect of these small (e.g. 
less than an order of magnitude) variations in strain rate was 
considered minor. Some of the data was omitted from Fig. 7 
for improved clarity, and for the same reason uncertainties 
are only marked for a single point on each curve. Adiabatic 
shear failure was not observed in any of the tests. The sharp 
downturn in the flow stress sometimes observed at the end 
of each stress strain curve shown in Fig. 7 is not caused by 
shear failure but rather by the arrival of the end of the Kol-
sky bar loading pulse. At room temperature, where shear 
band formation was most likely, the maximum strains were 
generally below 0.3, which is a level that has been reported 
in other work to cause adiabatic shear banding in equiaxed 
Ti-6Al-4V [14]. Shear band formation is also suppressed at 
higher temperatures due to the reduction in the barrier to 

Table 2   Uncertainty budget 
for Kolsky bar measurements 
(coverage factor k = 2) [10]

Measured quantity Symbol (unit) Uncertainty expression Uncertainty 
value (unit)

Strain gage ε δε/ε 0.025
Young’s modulus EB (GPa) δEB/EB 0.012
Elastic wave speed CB (m/s) δCB/CB 0.005
Foil contraction ΔLfoil (m) δΔLfoil/ΔLfoil 0.12
Compliance ΔLcompl (m) δΔLcompl 0.02 (mm)
Sample area As (m2) δAs/As 0.01
Sample thickness Ls (m) δLs/Ls 0.005

Fig. 6   Repeated tests performed close to 625 °C comparing observed 
test repeatability with estimated uncertainties from propagation cal-
culations, which are indicated by the error bars plotted at a strain of 
0.1
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slip, which lessens the adiabatic work available to promote 
shear localization via self-heating.

The thermal softening behavior of Ti-6Al-4V is com-
pared in Fig. 8 to literature data at similar strain rates but 
using different heating methods, including induction furnace 
heating (Lee [21] at 1400 s−1), miniature furnace heating 
(Nemat-Nasser [33] at 1900 s−1) and focused radiative heat-
ing (Seo [22], 1400 s−1). Results are plotted at a common 

value of 0.1 true strain. Furnace heating rates are 1–2 °C/s, 
requiring about 15 min to heat to 1000 °C. Radiative heating 
had a faster heating rate of 25 °C/s but still required 40 s to 
reach the same temperature. The present data have a con-
stant total heating time of 3.5 s at all temperatures. At room 
temperature, the mechanical response from our tests was 
similar to that reported by other studies, which helps estab-
lish that the starting microstructural state of the material 

Fig. 7   Dynamic stress–strain 
curves at different initial 
temperatures shows a strong 
thermal softening effect

Fig. 8   Comparison of our 
experimental results with exist-
ing literature. Flow stresses at 
0.1 strain plotted as a function 
of initial temperature show their 
comparability at lower tempera-
tures and enhanced softening 
rates between 800 and 1000 °C
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tested here was comparable to the materials tested in earlier 
studies. The thermal softening behavior observed here was 
quite comparable to literature data, except for the data of 
Lee [21], which showed a uniform thermal softening rate 
(higher strength at high temperatures) compared to the other 
data. It is unclear why this data set diverged from the oth-
ers which, despite the differences in the heating techniques 
and associated heating rates, were generally comparable at 
low and moderate temperatures. The present flow stresses 
are slightly higher than the others between about 300 and 
800 °C, but the differences were not very large and at pre-
sent not worth analyzing further. Overall, until the β transus 
temperature, by comparing our short heating time data to the 
literature, heating rate effects are not significant, indicating 
that the kinetics of microstructural evolution in Ti-6Al-4V 
were either very rapid, or very slow, relative to the range 
of heating conditions examined here and in the literature to 
date. However, the high resolution of our thermal soften-
ing data sheds more light on two important features of the 
dynamic thermal softening behavior of Ti-6Al-4V that have 
not received much attention in the prior literature, namely 
what appears to be dynamic strain aging at about 600 °C, 
and the previously discussed phase transformation behavior.

a.	 Dynamic Strain Aging A plateau in the dynamic flow 
stress data occurs between 600 °C and 650 °C, as high-
lighted in Fig. 9. Nemat-Nasser et al. [34] reported a 
similar phenomenon in commercially pure (CP) titanium 
and attributed it to a dynamic strain aging, in which dis-
locations interact with and become pinned by mobile 
impurity atoms [35]. This effect appears when the cor-
rect combination of the time required for these impurity 
atoms to diffuse to mobile dislocations and the waiting 
time of dislocations at obstacles. Thus the tempera-

ture range for dynamic strain aging increases with the 
applied strain rate. In [34] it was noted that low strain 
rate (10−3 s−1) dynamic strain aging occurred between 
27 and 127 °C while high strain rates (104 s−1) dynamic 
strain aging occurred between 327 and 427 °C. A critical 
strain level was also associated with the appearance of 
dynamic strain aging. The mechanism was discussed in 
detail and modeled in a later publication [35]. Majorell 
[36] also reported a plateauing behavior at a low strain 
rate (about 10−3 s−1), but it was noted in the yield stress 
behavior between 327 to 527 °C. The increase in flow 
stress due to dynamic strain aging observed here is 
small, only about 50 MPa, which is almost comparable 
to the uncertainty in our flow stress measurement of 
3.5% or about 25 MPa. While noticeable in our data, 
was not included in the constitutive model described 
later in the paper due to its relatively minor overall effect 
on the dynamic flow stress.

b.	 β Transformation The main point of departure regard-
ing the thermal softening rates observed in our inves-
tigation of Ti-6Al-4V and the literature concerned the 
behavior as the temperature approaches the β transus 
temperature. Our data set, having a higher temperature 
resolution than prior literature data, shows more clearly 
the transition in the thermal softening rate between 800 
and 1000 °C due to this phase transformation. Prior to 
the transformation, the softening rate observed here was 
comparable to prior literature, but as the transformation 
commences a clear increase in the thermal softening 
rate is noted, that can be attributed to the growth of the 
weaker bcc β phase at the expense of the stronger hcp α 
phase [20]. The equilibrium phase diagram for Ti-6Al-
4V, shown in Fig. 10, indicates a fairly rapid change 
from α to β in this temperature range, with β increasing 

Fig. 9   Flow stresses at 0.1 true strain plotted as a function of ini-
tial temperatures between 500 and 800  °C. A small plateau occurs 
between 600 and 650 °C and is attributed to dynamic strain gaining

Fig. 10   Phase fractions of α and β phases calculated from a pseudo-
binary Ti-6Al versus mass percent V phase diagram [25] showing 
phase transformation rate changes with temperature
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gradually from about 8% at room temperature to 30% at 
800 °C followed by an increasingly rapid transforma-
tion to 100% by 995 °C. Hence, an amplified thermal 
softening rate such as the one observed (Fig. 8) can be 
anticipated as temperature approaches β transus.

Evidence of this phase transformation is clear in the 
microstructures of post-test specimens. As mentioned in 
the “Experimental Procedure” section, our specimens under-
went rapid cooling after the mechanical test, with cooling 
rates reaching 1000 °C/s, which is effectively a quenching 
condition for this material. The result of an α–β transforma-
tion followed by a quench would be a microstructure con-
sisting of quenched α having a characteristic martensitic/
acicular morphology [20] along with some residual globular 
primary α representing material that had not yet transformed 
on heating.

Figure 11 compares the microstructures of specimens tested 
at 849 and 1013 °C with the as-received material. At 849 °C, 
the equilibrium phase diagram predicts a partial transforma-
tion with the composition being 66% α and 34% β [20]. At 
room temperature, the alloy consists of about 92% α and 8% β. 
If an equilibrium amount of excess β were formed on heating 
(about 26%), this phase would, on quenching, form acicular 
α. Hence the quenched microstructure should contain 66% 
globular (primary) α, 26% acicular (transformed) α, and 8% 
β. As anticipated, the quenched microstructure obtained from 
the test at 849 °C showed primary α along with a significant 
amount of acicular α regions that precipitated from quenched 
excess β. Thus in this test, the accelerated thermal soften-
ing rate observed was confirmed to be due to a partial α–β 
transformation. For tests conducted above the β transus, the 
equilibrium composition is 100% β, and one would expect a 
completely martensitic α microstructure if the phase transfor-
mation is completed. The sample heated to 1013 °C showed 
what looked like complete transformation, as the microstruc-
ture contained only martensitic α’. The presence of the mar-
tensitic α’ was further corroborated through surface hardness 
measurements on the post-test microstructures, as this phase is 
significantly harder than the globular as-received microstruc-
ture. Figure 12a plots the Vickers hardness of specimens tested 
at 849, 930, and 1013 °C along with hardness measurements 
made on three as-received specimens. Figure 12b shows the 
strong correlation of these hardness values and the transfor-
mation extent computed from the equilibrium phase fraction 
minus the initial fraction of beta. While the extent of the trans-
formation cannot be quantitatively established without more 
extensive microstructural analysis, the temperature region 
where the increased thermal softening rate is observed in the 
dynamic data corresponds exactly to the temperature region 
where rapid phase transformation is occurring, suggesting that 
a significant amount of transformation occurs within 3.5 s. If, 
for example, reaction kinetics was a limiting factor, one would 

expect a subtler change in the thermal softening rate taking 
place over a more extended temperature range compared to the 
equilibrium phase diagram transformation range. As a result, 

Fig. 11   Comparison of post compression specimens with a the as-
received microstructure showing a fully equiaxed microstructure with 
α/β, b microstructure post-test at 849 °C showing a bimodal structure 
of primary α along with acicular α’ regions c microstructure post-test 
at 1013 °C showing a fully martensitic α’. Etching: Kroll’s Reagent of 
2 ml HF, 5 ml HNO3 and 93 ml H2O
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a constitutive model was developed to account for the β trans-
formation on the dynamic flow stress of Ti-6Al-4V without 
considering transformation kinetics.

Improved Johnson–Cook Model

Previous studies to determine Johnson–Cook (J–C) model 
coefficients for Ti-6Al-4V [21, 33] have ignored the β trans-
formation with the exception of Seo et al. [22], who employed 
a step-function modification applied at the β transus tempera-
ture. Our data, which closely resembles the equilibrium phase 
diagram curvature, shows that a step function is not appro-
priate to capture this transformation, which occurs gradually 
over 200 °C. In this section, the J–C model is modified to 
better capture the β phase transformation effect on dynamic 
flow stress.

The basic Johnson–Cook (J–C) model is given by [37]: 

here �pand 𝜀̇p are the plastic strain and plastic strain rate 
respectively, and T*, the homologous temperature is given 
by T∗ =

(

T−Tref

Tmelt−Tref

)

 and Tref = 23 °C and Tmelt = 1630 °C were 

used. The first term on the right hand side of Eq. 1 describes 
the yield stress and work hardening. A defines the yield 
stress, and work hardening behavior is described by the 
strength coefficient, B, and the hardening exponent, n. The 
strain rate dependence is incorporated in the second term by 
C, the strain rate sensitivity parameter. The reference plastic 
strain rate, �p 0

, is set at 1 s−1. The temperature dependence 

(1)

� =
[

A + B
(

�p
)n]

[

1 + C ln

( .
�p
.
�p0

)]

[

1 − (T∗)
m
]

is given by the term 
[

1 − (T∗)m
]

 where m determines the ther-
mal softening rate.

To identify J–C model parameters, elastic strains were 
first subtracted from the true strain data using a temperature 
dependent elastic modulus by Fukuhara [38] fitted to a polyno-
mial as:E (GPa) = 101.88 − 0.0144 T[◦C] − 4 × 10−5 T[◦C]2

. 

where Ti is the initial test temperature and � (0, Ti) is the 
corresponding flow stress from the stress–strain curve at 
yield, or zero plastic strain. It is assumed that the experi-
mental stress value observed immediately after strain rate 
has stabilized approximates the yield stress. Any variations 
in elastic strain due to increases in stress due to work hard-
ening, or decreases in stress due to adiabatic heating, were 
ignored as these effects are quite small. The resulting plastic 
strain is used to estimate the adiabatic temperature rise due 
to the conversion of plastic work to heat. The net tempera-
ture at a given strain is calculated from: 

where Ti is the initial test temperature, ρ is the density, cp is 
the temperature-dependent heat capacity and � is the effi-
ciency of the conversion of mechanical energy of plastic 
deformation to thermal energy. For metals, the value 
assigned to � is usually 0.8–0.9, but values as high as 1.0 
have been reported for Ti-6Al-4V [39]. In this study, a con-
version efficiency of 0.9 is used. A constant density of 

(2)�p = � −
� (�, T)

E (T)
≈ � −

� (0, Ti)

E (Ti)

(3)T(�) = Ti +
� ∫ �

0
�d�p

�cp

Fig. 12   Comparison of the surface hardness of tested specimens 
(heated, dynamically compressed then quenched) with as-received 
microstructure (marked AR), a plotted as a function of initial test 

temperature b plotted as a function of the extent of the equilibrium 
phase transformation corresponding to the initial test temperature
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4.43 × 103 kg/m3 and a temperature-dependent heat capacity 
given by cp(T)

J

kg−K
= 314.44 + (3.5107 T [◦C]) − (1.27×

10
−2
T[◦C]2

)

+
(

2 × 10
−5

T[◦C]3
)

−
(

1 × 10
−8

T[◦C]4
)

  
[40] were used in Eq. 3 to estimate temperature as a function 
of plastic strain.

Figure 13a compares the present measurements with an 
unmodified J–C model (1) with various values of the thermal 
softening parameter m. For visualization purposes, the stress 

data are normalized by the room temperature stress 
(

� (T)

� (Tref)

)

 

at �p = 0.1 and plotted against T*. This plot shows that the 
thermal softening rate is bounded by 0.7 < m < 0.9 until the 
β phase transition effect begins to appear just beyond 
T* = 0.5. Figure 13b compares the same data with the J–C 
model parameters determined by Seo et al. [22] along with 
their step-correction to account for the phase transition high-
lighting the shortcoming of this modeling approach.

Our proposed modification instead considers the temper-
ature-dependent evolution of the phase fractions of α and 
β, based on equilibrium thermodynamics, to modify the 
thermal softening behavior of the J–C equation. Consider-
ing only temperature effects and ignoring kinetics, the flow 
stress of a material consisting of a mixture of α and β phases 
may be expressed using a temperature-dependent rule-of-
mixtures approach, along with the assumption that both 
phases individually can be described by the same thermal 
softening rate as the mixture (m): 

Here σα and σβ are the flow stresses of the α and β phases, 
respectively, f is the phase fraction such that fα + fβ =1, and 
the subscript RT denotes room temperature. The proposed 
modification factor, G(T), adjusts the flow stress based on 
the temperature-dependent phase fractions as follows: 

G(T) can then be written as: 

G(T) considers the relative contributions of strength of 
the two phases present at a given temperature. For exam-
ple, if both phases have similar strength, then they would 
be weighted identically. On the other hand, if one phase is 
stronger than the other, say 𝜎� ≫ 𝜎�, which one expects 
in this alloy, the weighting of that phase would be higher.

At any given temperature, the phase fractions in this 
material can be estimated using the lever rule from the 
pseudo-binary phase diagram of Ti-6Al versus weight per-
cent V [20]. The room temperature flow stresses of the two 
phases, �α, RTand �β, RT are derived using two limiting condi-
tions on Eq. (7) as follows. Above the β transus temperature 
(995 °C), the alloy is fully transformed to the β phase, so 
f� = 1. The flow stress at zero plastic strain in the fully β 

(4)� (T) = �α (T) × fα (T) + �β (T) × fβ (T)

(5)
� (T) = �α, RT

(

1 − T∗m
)

× fα (T) + �β, RT
(

1 − T∗m
)

× fβ (T)

(6)

�α, RT
(

1 − T
∗m
)

× fα (T) + �β, RT
(

1 − T
∗m
)

× fβ (T)

= �RT
(

1 − T
∗m
)

× G(T)

(7)G (T) =
��, RT × fα (T) + ��, RT × fβ (T)

�RT
Fig. 13   Normalized flow stress at 10% strain plotted as a function of 
homologous temperature demonstrating the inability of current con-
stitutive models to capture the softening trend. a J–C model’s thermal 
softening predictions with “m” values of 0.7, 0.8, 0.9, for compari-
son. b The prediction with the step correction used by Seo [22], with 
m = 0.8 and H(T) = 0.45, which can match data at low temperatures 
and after β-transus but not in the intermediate temperatures
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region is estimated from the high temperature stress–strain 
data and equated to a model for the β phase alone as follows: 

With m = 0.8, σβ,RT = 550 MPa. At room temperature 
(T* = 0) the flow stress of the alloy at zero plastic strain esti-
mated as 1455 MPa. The room temperature phase fractions 
obtained directly from Fig. 10 are fα = 0.925 and fβ = 0.075, 
which was verified by point counting method on an etched 
optical image. So σ α,RT = 1530 MPa is computed from: 

Inserting the values for ��, RT, ��, RT, and �RT into Eq. (9) 
the modification is 

GTi-6Al-4V(T) can be further simplified and expressed purely 
in terms of temperature by fitting the equilibrium phase frac-
tions with functions of temperature. A good fit is made by a 
function summing two Arrhenius terms (R is the universal 
gas constant, 8.314 J mol− 1 K− 1): 

and since 

GTi-6Al-4V(T) written as a function of temperature (in K) is: 

This correction factor is applicable for Ti-6Al-4V from 
room temperature to the β transus temperature (995 °C). 
Above β transus, the phase change is complete, so that fα = 0 
and fβ = 1. Hence, as given by Eq. (12), G(T) becomes 0.378 
and remains constant with temperature through to the melt-
ing point.

With this proposed modification, the model can now 
describe the experimental thermal softening of Ti-6Al-4V 
up to 1200 °C, as shown in Fig. 14. It captures both the rapid 
increase in thermal softening rate above 800 °C (T* = 0.5) 
owing to the growth of the weaker β phase at the expense 
of the stronger α phase, and the model resumes with the 
same thermal softening rate for the pure β phase above the 
β transus temperature. The thermal softening rate in this β 
region was similar to that in the α–β region and thus vali-
dates the assumption made in Eq. (7) where both the phases 
are assumed to have a similar thermal softening rate. It is 
interesting that by using the equilibrium phase fractions it 
is possible to describe the dynamic strength of Ti-6Al-4V 

(8)� (1013 ◦C) = 176.5 MPa = �β,RT
(

1 − T∗m
)

(9)�RT = 1455MPa = �α,RT × fα (T) + �β,RT × fβ (T)

(10)GTi−6Al−4V (T) = 1.051 fα (T) + 0.378 fβ(T)

(11)fβ(T) = 1.035 × 107 e
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R T

]

+ 0.376 e
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(12)
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6
e
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e
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R T
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)

very well without considering the kinetics of the phase tran-
sition. This suggests the transformation kinetics are rapid, 
an observation supported by the foregoing microstructural 
analysis which indicated complete β transformation for tests 
conducted above 1000 °C. Further efforts are planned to 
probe the kinetics of this transformation by examining the 
dynamic strength behavior in this transition region under 
more rapid heating conditions, since in machining processes 
the heating rates can exceed those examined thus far in this 
work.

To complete the constitutive equation, the strain rate 
sensitivity is also explored through room temperature flow 

Fig. 14   Comparison of the modified J–C model along with the exper-
imental normalized flow stress at 0.15 strain, m = 0.8. The new modifi-
cation can capture thermal softening rate at all temperature ranges

Fig. 15   Room temperature stress–strain curves at different strain 
rates that were used to calculate strain rate sensitivity
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stress measurements at various strain rates, shown in Fig. 15. 
These stress–strain curves were used in conjunction with the 
heated dynamic flow stress data to fit all parameters simul-
taneously using multiple parameter optimization. With the 
modification factor determined using the provisional thermal 
softening value of m = 0.8, the remaining J–C parameters 
could be identified. The least square method was employed 
over a selected range of experimental data with the same 
number of data points utilized in each stress–strain curve. 
Each of the five adjustable parameters in the J–C model is 
independently varied with respect to others. The following 
objective function was chosen:

  

The objective function was evaluated for each set of 
parameters chosen, and within the given range of explora-
tion the set of parameters yielding the minimum value was 
selected as the best fit. Several iterations were performed 
in which the ranges of exploration were progressively nar-
rowed about neighborhoods of the best fit values from previ-
ous iterations while increasing the resolution of the search. 
Table 3 lists the initial and final search ranges and resolu-
tions for the fitting process.

The use of the modification factor G(T) resulted in a 
significant improvement in describing the effect of tem-
perature on the dynamic flow stress of Ti-6Al-4V, as shown 
in Fig. 16, compared to the fit results using the original, 
unmodified J–C model as well as the J–C model corrected 
using the abrupt correction method of Seo [22]. As Fig. 16a 
shows, fitting the original J–C model to our data by the 
above method did not describe well any of the stress–strain 
curves. The objective function for the original model is:

  

Fitting results improved slightly through use of the 
abrupt phase transformation correction method H(T) such 
as employed by Seo [22]. The objective function for this 
modification is: 
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where H(T) is 1 for curves below 1000 °C and 0.45 for those 
above 1000  °C. This corrected model captured the flow 
stresses at lower temperatures (below 750 °C) and above the 
transition temperature (above 1000 °C). But it failed to cap-
ture the gradual effect of the phase transition on strength in 
this material between 800 and 1000 °C, Fig. 16b. The new 
modification factor G(T) gives a good fit of all the dynamic 
stress–strain curves as shown in Fig. 16c. These graphs include 
three additional stress–strain curves at 872, 935 and 960 °C 
in the temperature range of gradual phase transition. These 
curves were not used in the fitting but could be matched by 
the modified J–C model demonstrating the capability of G(T) 
factor to accurately predict the effect of phase transformation.

Work Hardening

The work hardening observed in the raw data was much 
more pronounced at low strain rate compared to high strain 
rate. The reduced work hardening at high strain rate is par-
tially due to the adiabatic heating effect, whereby thermal 
softening competes with hardening mechanisms. How-
ever, even after accounting for adiabatic heating effects, 
the resulting “isothermal” hardening at high strain rate 
was still less significant compared to the low strain rate 
response. As explained earlier, an adiabatic conversion 
factor of 0.9 was used to estimate thermal softening in 
the high strain rate tests via Eq. (3). An attempt was made 
to determine whether adding some self-heating for the 
intermediate strain rate test (0.16 s−1) could better capture 
the work hardening observed in this curve. As shown in 
Fig. 17a, using a conversion factor of 0.3 for this test and 
considering the lower rate tests as isothermal, the model 
still predicts less work hardening than is experimentally 
observed. This behavior in the model, is better captured 
by a strength coefficient, B, that varies linearly with the 
logarithm of strain rate. The effect of this modification is 
shown in Fig. 17b, which shows improved fitting of the 
change in work hardening with strain rate.

(a)	 Final Constitutive Equation The final modified equa-
tion is presented in Table 4. These parameters gave a 
good fit with R2 = 0.9620, applicable over these condi-
tions: (a) temperatures between 23 and 1175 °C (b) 
strain rates from 7.5 × 10−5 s−1 to 2000 s−1, and (c) 
plastic strains of 0.05–0.3.
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Table 3   Initial and final search ranges and resolutions of J–C param-
eters for the fitting process

Parameter Initial range (Step) Final range (step)

A (MPa) 800–1200 (100) 1197–1201 (1)
B (MPa) 400–1000 (200) 678–682 (1)
n 0.2–0.6 (0.1) 0.53–0.57 (0.01)
C 0–0.1 (0.02) 0.0155–0.0159 (0.0001)
m 0.6–1 (0.1) 0.8–0.84 (0.01)
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Discussion

The foregoing measurements of the high temperature 
dynamic stress–strain behavior of equiaxed Ti-6Al-4V and 
the resulting modified J–C constitutive model provides a 
more accurate representation of this material near the β 
transus temperature compared to existing models used for 
machining simulations or other high temperature dynamic 
plasticity problems. The primary contribution of this work 
is that it provides high strain rate response of this alloy/
microstructure combination with higher thermal resolution 
than previous data sets, enabling both the gradual β trans-
formation behavior and the minor dynamic strain aging 
effect to be more clearly identified. Several limitations of 
the present contribution are noted and left to future work. 
First, the kinetics of the phase transformation need fur-
ther investigation, as the heating times in actual machining 
processes are well below those used in the present experi-
ments. The present experimental method is well suited to 

probe kinetic effects for heating times on the order of 1 s 
or less. Additional microstructural investigation is needed 
to better quantify the extent of the β-transformation as 
a function of temperature and time. Second, the plastic 
strains achieved in the present data set are generally below 
0.4, which falls far short of the peak strains occurring in 
real machining processes. Recent simulation studies have 
shown that flow softening at large strains (> 0.5) may be 
able to explain the nature of chip segmentation observed 
experimentally [5, 16]. It would therefore be of inter-
est to increase the peak strain in controlled Kolsky bar 
tests at high temperature to observe the flow softening at 
much higher strain rate than has been done previously, 
although the effects of barreling in compression testing to 
very large strains must be accounted for. Finally, the influ-
ence of stress state, strain and temperature history must be 
addressed when using uniaxial compression experiments 
with external heating to inform models used to predict 
machining simulations.

Fig. 16   Comparison of the high temperature dynamic stress–strain 
curves with predictions from the original J–C model (Eq.  14), the 
step correction (Eq. 15), and the new correction G(T) (Eq. 13). The 

model parameters for the predicted curves obtained through multi-
parameter optimization are mentioned below the figures in each plot
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Conclusions

A commercial Ti-6Al-4V alloy of globular initial micro-
structure was investigated under rapid-heating (1550 °C/s) 
and rapid-loading (2000 s−1) conditions at temperatures up 
to 1177 °C with high thermal resolution. Strong thermal 
softening was observed, similar to previous high tempera-
ture dynamic studies, but the greater thermal resolution in 
our data set more clearly indicated the slight dynamic strain 
aging in this alloy (between 600 and 650 °C), as well as 
the more significant change in the thermal softening rate 

between 800 and 1000 °C associated with the allotropic 
transformation from the initial hcp/bcc (α/β) structure to a 
full bcc (β) structure. The transformation was confirmed by 
microstructural analysis, which showed significant acicu-
lar α formation due to rapid cooling from transformed β, 
and by surface hardness measurements on tested speci-
mens. A modification factor to the Johnson–Cook constitu-
tive model was proposed to account for the gradual phase 
transformation between 800 °C and the β transus tempera-
ture (995 °C), resulting in an increase in the thermal sof-
tening rate due to the transformation. The modification 

Fig. 17   Comparison of the room temperature stress–strain curves with the modified J–C model a with a single value of strength coefficient B, b 
with a strain rate dependent B, which captures the shift in the work hardening rate much better

Table 4   Parameters for a modified Johnson–Cook equation

A (MPa) B (MPa) n C m G(T)

Below β-transus (< 995 °C) 1180
800 − 26 ln

(

𝜀̇∗
p

)

0.55 0.0197 0.83
G (T) = 1.051 −

(

6.97 × 10
6
e

[

−1.73×105

R T

]

+2.53 × 10
−1

e

[

−5.67×103

R T

]
)

Above β-transus (> 995 °C) 1180
800 − 26 ln

(

𝜀̇∗
p

)

0.55 0.0197 0.83 0.378
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factor, G(T) = σα, RT ×  fα(T) + σβ, RT ×  fβ(T) σRT, was 
shown to better capture of the thermal softening behavior 
in the transformation region compared to previous mod-
els. A second minor modification involved adding strain-
rate dependence to the hardening rate in the J–C model. 
Together with the two modifications, a full constitutive 
equation was presented that could describe the flow stresses 
of Ti-6Al-4V at temperatures of 23–1175 °C, strain rates 
of 7.5 × 10−5 s−1–2000 s−1, and plastic strains of 0.05–0.3. 
The resulting constitutive model is proposed for modeling 
machining processes where significant β transformation 
takes place due to workpiece heating.
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