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We present a magnetic phase diagram of rare-earth pyrochlore Yb2Ti2O7 in a h111i magnetic field.
Using heat capacity, magnetization, and neutron scattering data, we show an unusual field dependence of a
first-order phase boundary, wherein a small applied field increases the ordering temperature. The zero-field
ground state has ferromagnetic domains, while the spins polarize along h111i above 0.65 T. A classical
Monte Carlo analysis of published Hamiltonians does account for the critical field in the low T limit.
However, this analysis fails to account for the large bulge in the reentrant phase diagram, suggesting that
either long-range interactions or quantum fluctuations govern low field properties.
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Yb2Ti2O7 may be one of the most famous materials
in frustrated magnetism, and yet its ground state has not
been fully established. Yb3þ ions, each forming a Kramers
doublet, occupy the vertices of a (pyrochlore) lattice of
corner-sharing tetrahedra which frustrates the development
of conventional long range order [1–3]. Much of the recent
attention to Yb2Ti2O7 has been driven by the suggestion that
this material forms a quantum spin ice at low temperatures
[4–8], wherein the spins are constrained to point into or out
of tetrahedra with a two-in-two-out “ice rule.” This exotic
state of matter is predicted to have a spin-liquid ground state
with its own effective field theory [9,10]. The quantum spin
ice (QSI) hypothesis is supported by evidence of monopoles
in the paramagnetic phase [6–8], and diffuse zero-field
inelastic neutron scattering [11,12]. Challenging the QSI
hypothesis, however, is evidence that stoichiometric
Yb2Ti2O7 ferromagnetically orders around 270 mK (though
the specific ordered structure is contested) [11,13,14] with
magnetic order enhanced under pressure [15]. It is unclear
how to reconcile the ground state order of Yb2Ti2O7 with
its more unusual behavior, especially since the ground state
is not fully understood. What is more, there is limited
experimental information about collective properties of
Yb2Ti2O7 due to the lack of stoichiometrically pure crystals.
Here we report the phase diagram of stoichiometric

Yb2Ti2O7 in a h111i magnetic field. The h111i field in
pyrochlore compounds like Yb2Ti2O7 harbors the possibil-
ity of a quantum kagome ice phase [16], but our data do
not reveal such a phase in Yb2Ti2O7. Instead, we find a
reentrant phase diagram where magnetic order is enhanced
under small magnetic fields—a behavior that extant models

of Yb2Ti2O7 fail to explain when quantum fluctuations are
neglected.
An unfortunate obstacle to studying Yb2Ti2O7 is that

most single crystals are plagued by site disordered “stuff-
ing,” which causes large variations in the critical temper-
ature [17–21]. This extreme sensitivity to disorder makes it
difficult to compare experimental results to each other or
to theory. Recently, however, high-quality stoichiometric
single crystals were successfully grown with the traveling
solvent floating zone method [22]. We report the first field-
dependent measurements on stoichiometric single crystals
of Yb2Ti2O7, and we use them to build a phase diagram of
Yb2Ti2O7 in a h111i magnetic field. In our analysis, we
used three experimental methods: heat capacity, magneti-
zation, and neutron scattering.
The heat capacity of Yb2Ti2O7 at various magnetic fields

is shown in Fig. 1. We collected heat capacity data on a
1.04 mg sample of Yb2Ti2O7 in a h111i oriented magnetic
field using a dilution unit insert of a Quantum Design
PPMS [23]. The heat capacity data were collected mostly
with a long-pulse method, in which we applied a long heat
pulse, tracked sample temperature as the sample cooled,
and computed heat capacity from the time derivative of
sample temperature (see Ref. [24] and Supplemental
Material [25] for more details). The advantage of the
long-pulse method is sensitivity to first order transitions,
which Yb2Ti2O7 is reported to have [26–28]. Some
adiabatic short-pulse data were taken as well, and Fig. 1
shows the overall agreement between these two methods.
The magnetic fields in Fig. 1(b) have been corrected for

the internal demagnetizing field. The demagnetization cor-
rection (see inset) is Hint ¼ Hext −DMðHintÞ, where D is
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the demagnetization factor (determined by sample geometry)
[29], and MðHintÞ is magnetization (measured separately;
see below). This correction enables quantitative comparison
between measurements on differently shaped samples.
The magnetization of Yb2Ti2O7 (Fig. 2) was measured by

means of a bespoke vibrating coil magnetometer (VCM) as
combined with a TL400 Oxford Instruments top-loading
dilution refrigerator [23,30–33]. We measured the temper-
ature dependence of the magnetization while cooling and
while heating,with field-heatingmeasurements performedon
both a zero-field-cooled and a field-cooled state. Similarly,we
measured field dependence magnetization with field sweeps
from 0 → 1 T performed on a zero-field-cooled sample,
followed by field sweeps from þ1 T → −1 T and −1 T →
þ1 T. Further details are provided in the Supplemental
Material [25]. All magnetization measurements were carried
out on a 4.7 mm diameter, 0.40 g sphere of Yb2Ti2O7, which
was ground from a larger stoichiometric single crystal and
polished into a spherical shape. The spherical geometry
ensures a uniform demagnetization factor of D ¼ 1=3.
Finally, we collected neutron diffraction data at the

SPINS cold neutron triple axis spectrometer at the
NCNR. Our sample for these experiments was a 4.7 mm
Yb2Ti2O7 sphere (ground from the same crystal as the
magnetization sample) in a dilution refrigerator with the
h111i direction perpendicular to the scattering plane and
along a vertical magnetic field, with Ei ¼ Ef ¼ 5 meV
neutrons and a full width at half maximum incoherent
elastic energy resolution of 0.23 meV [34]. To explore
the phase boundaries seen in the heat capacity and
magnetization measurements, we focused our attention
on the ð22̄0Þ peak, which was reported to be magnetic
[11,14]. We first allowed the sample to settle into the
ground state at zero field by cooling from 300 K over 17 h
and allowing the sample to sit for an additional 7 h at

FIG. 2. Magnetization of Yb2Ti2O7 in applied magnetic fields along h111i. (a)–(c) Temperature dependence of the magnetization
where we distinguish between data recorded according to procedure (i) zero-field-cooled or field-heated (zfc-fh), (ii) field-cooled (fc),
and (iii) field-cooled or field-heated (fc-fh). (d) Magnetization and (e) numerical derivative of the experimental data of Yb2Ti2O7 as a
function of internal magnetic field after correction for demagnetization fields. The inset in (d) shows the spontaneous magnetization as a
function of temperature obtained from magnetization field sweeps [protocol (A1); see the Supplemental Material [25] ]. (f)–(k)
Magnetization in field cycles of sweep types protocol (A2) and (A3) (see Supplemental Material [25]).

(a)

(b)

FIG. 1. Heat capacity data for Yb2Ti2O7 with magnetic field
along h111i. (a) C vs T at various fields. Solid traces indicate
long-pulse data, while discrete symbols indicate adiabatic short-
pulse data. The fields in the legend are external fields. [(a), inset]
Isothermal field scans of heat capacity using the short-pulse
method. (b) Color map of long-pulse heat capacity data vs
temperature and internal magnetic field. [(b), inset] Relationship
between μ0Hint and μ0Hext.
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65 mK. Following this, we scanned the applied magnetic
field at 100 mK from 0 to 1 T, and then performed slow
temperature scans at various fields. The results are shown in
Fig. 3. The neutron scattering measurements were taken
with the detector sitting at the ð22̄0Þ Bragg peak’s maxi-
mum intensity, with periodic rocking scans to ensure
alignment after cryogenic operations.
All three methods—heat capacity, magnetization, and

neutron diffraction—point to a reentrant phase diagram
of Yb2Ti2O7 in a h111i magnetic field. The heat capacity
plot in Fig. 1 presents the clearestmanifestation. At zero field,
CðTÞ has a sharp peak at 270 mK, as reported for stoichio-
metric powders [18,22], indicating a phase transition. A
magnetic field initially causes this phase boundary to shift
up in temperature, reaching a maximum temperature of
0.42 K at an internal field of 0.24 T. At higher fields, the
phase boundary sweeps back to 0 K at 0.65 T. The data in
Fig. 1(a) show two heat capacity peaks at fields between
0.02 and 0.1 T. This is consistent with the result of field
inhomogeneity from nonuniform demagnetizing fields in the

platelike specific heat sample. In aweak external field (below
0.1 T), the center of the sample still has no net internal field,
giving rise to a residual sharp peakwith the sameTc as in zero
external field. The residual peak disappears as soon as the
entire sample has a nonzero net field. This field inhomoge-
neity would also broaden the peak in finite fields (see
Supplemental Material [25] for more details).
The magnetization data in Fig. 2 contain several important

features. First, Figs. 2(a)–2(e) confirm the reentrant phase
diagram: the kinks and changes of slope in magnetization
follow the same curved shape as the anomalies in heat
capacity. The derivative dM=dB shown in Fig. 2(e) under-
scores this observation. Second, the temperature-dependent
magnetization data in Figs. 2(a)–2(c) and [(d), inset] clearly
show the ferromagnetic (FM) nature of the low-temperature
phase: at base temperature there is a spontaneous moment
that vanishes above TC. Ferromagnetism is also indicated by
the characteristic field sweeps in panels (j)–(k). Note,
however, the difference between the field-cooled and
zero-field cooled magnetization in Fig. 2(c) at 0.02 T below
the transition temperature, indicating some difference in
field-cooled vs zero-field cooled magnetic order for low
fields. For higher fields, [panels (a) and (b)], there is no
visible difference between fc-fh and zfc-fh data. Third,
the considerable hysteresis in temperature sweeps in
Figs. 2(a)–2(c) confirms previous reports of a first-order
phase transition in Yb2Ti2O7 [26,28], which occurs dis-
continuously via nucleation and domain growth, causing
significant hysteresis in the order parameter vs temperature.
The first order nature is also confirmed by the spontaneous
moment [Fig. 2(d), inset], computed from field-dependent
magnetization (as described in the Supplemental Material
[25]) having no temperature dependence below TC. Fourth
and finally, the field sweeps in Figs. 2(f)–2(k) show
asymmetric minor hysteresis loops for temperatures between
0.3 and 0.4 K (where the field scan passes through the phase
boundary twice). This hysteresis is an additional indication
of the discontinuous first-order phase boundary.
The neutron diffraction measurements in Fig. 3 clearly

show the onset of the magnetic order seen in the magneti-
zation, and corroborate the reentrant phase diagram of
Yb2Ti2O7: the temperature scans in Figs. 3(b)–3(d) show
transition temperatures (defined as the temperature where
the Bragg intensity begins to increase) following the same
field dependence as heat capacity and magnetization.
Additionally, the data in Figs. 3(b)–3(d) confirm the
first-order nature of the phase transition, with massive
hysteresis in the temperature scans, even though the scans
were extremely slow [the scans in panels (c) and (d) had
sweep rates of 0.6 mK=min]. Note, however, that no
hysteresis is apparent in the 100 mK field sweep of the
ð22̄0Þ peak [Fig. 2(a)]. This suggests either a second order
phase transition, or a weakly first order transition.
Closer examination of the ð22̄0Þ neutron diffraction

provides more clues about the magnetic order. In particular,

(a)

(b)

(c)

(d)

FIG. 3. Field and temperature dependence of the ð22̄0Þ Bragg
peak intensity. (a) Magnetic field scan going up (þB) and down
(−B) in field. Note the lack of hysteresis. (b)–(d) Temperature scans
at external magnetic fields of 550, 300, and 0 mT (internal fields of
473, 239, and 0 mT). Red indicates increasing temperature, blue
indicates decreasing temperature. Error bars indicate 1 standard
deviation above and 1 standard deviation below themeasured value.
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the field-dependent scattering in Fig. 3(a) is inconsistent
with that of a kagome ice phase. We compared the
Yb2Ti2O7 data to the ð22̄0Þ scattering for Ho2Ti2O7

entering the kagome ice phase [35], which has steplike
increases in ð22̄0Þ intensity signaling entry and exit from
the kagome-ice state. For Yb2Ti2O7, the steady increase in
scattering suggests that spins continuously cant from a
ferromagnetic ordered state as field increases, until at
0.57 T they undergo a transition to a state polarized along
h111i, causing a drop in ð22̄0Þ intensity.
To determine the low T ordered spin state we collected

difference data at ð22̄0Þ, ð44̄0Þ, and (311). We performed a
refinement to the observed Bragg intensities using the
structures reported by Gaudet et al. (two canted in, two
canted out) [11] and Yaouanc et al. (all canted in all canted
out) [14], allowing the canting angle and moment size to
vary. More details are provided in the Supplemental
Material [25]. The results are shown in Table I.
Although our refinement contained only three peaks and
did not account for extinction, some basic conclusions can
be drawn. First, we found that fitting peak intensities to
either structure requires the existence of ferromagnetic
domains. Evidence for ferromagnetic domains was pre-
viously observed [28], and the presence of domains is
consistent with the vanishing zero field magnetization in
Figs. 2(f)–2(k). Second, our refined moment and angle are
consistent with the Gaudet et al. structure, but not with the
Yaouanc et al. structure. Given the limited data in our
refinement, this should not be taken as conclusive, but as
corroborating evidence for the two-in-two-out structure.
We can amalgamate the anomalies in heat capacity,

magnetization, and neutron scattering to build a phase
diagram of Yb2Ti2O7 in a h111i oriented field, shown in
Fig. 4(a). All measurements concur on the phase boundary’s
location. We double checked for consistency between the
various data sets by computing ΔS using the Clapeyron
equation for a first order phase boundary ðΔS=ΔMÞ ¼
−μ0ð∂H=∂TÞ, and then compared the result toΔS computed
from heat capacity, shown in Fig. 4(b). (See Supplemental
Material [25] for more details.) The agreement corroborates
the first-order nature of the phase boundary.
Three model spin Hamiltonians have been determined for

Yb2Ti2O7 byRoss et al. [4],Robert et al. [36], andThompson
et al. [12] through neutron scattering measurements, and we
used these as the basis for classical Monte Carlo simulations.
The specific heat and average magnetization along h111i
were evaluated bymeasuring thermal averages employing up

to 4 × 105 samples per spin. The simulations were carried out
on a pyrochlore lattice with N ¼ 4L3 spins and periodic
boundary conditions.Here,L is the number of unit cells along
each direction, which varied from 6 to 30 in our simulations.
The results shown are for L ¼ 10; other simulations con-
firmed that finite size effects were small away from phase
boundaries. More details of theMonte Carlo calculations and
results are provided in the SupplementalMaterial [25], which
includes Ref. [37]. The overall field and temperature scale of
the computed phase boundaries to FM order are in accord
with the data, with the Robert et al. parameters coming the
closest. The simulations also predict a first order phase
boundary throughout. However, the marked lobelike shape
of the phase diagram is not reproduced, except for a small
bulge predicted by the Hamiltonian parameters of Robert
et al. that is 5 times too small in temperature.
There are two obvious potential sources of the discrep-

ancy. First, long-range magnetic dipolar interactions—not
included in our simulation—may cause the spins to align
more easily under a field. Alternatively, the enhancement of
magnetic order in a small field may be interpreted as a
suppression of magnetic order in zero field relative to the
classical MC result. In other words, quantum fluctuations
may suppress the zero-field ordering temperature. Various
studies have predicted ground state quantum fluctuations
from competition between ferromagnetic and antiferromag-
netic phases [36,38,39]; the fact that the simulations using
the Robert et al. Hamiltonian—which is near the FM-AFM
boundary—comes the closest to the observed phase dia-
gram may lend credence to this theory. Given the evidence

TABLE I. Refinement to neutrons scattering intensities,
allowing canting angle and ordered moment size to vary.

Structure μ (μB) θ χ2 χ2domain μfit (μB) θfit

Gaudet [11] 0.90(9) 14(5)° 85.5 11.66 0.90(3) 8(6)°
Yaouanc [14] 0.95(2) 26.3(6)° 85.8 18.13 0.851(2) 6.2(1)°

(a) (b)

FIG. 4. (a) Phase diagram of Yb2Ti2O7 in a h111i oriented
field, built from heat capacity, magnetization, and neutron
scattering. Heat capacity points denote peak location (see Fig. 1),
magnetization points denote inflection points (see Fig. 2), and
neutron scattering points denote where intensity begins increas-
ing (see Fig. 3). Error bars indicate the difference in transition
temperature upon heating vs cooling. Theoretically predicted
phase boundaries are shown with the small data points that denote
the location of simulated heat capacity peaks. The colored lines
are guides to the eye. (b) Change in entropy (ΔS) extracted from
heat capacity compared to ΔS computed from the Clapeyron
relation. The green line is a guide to the eye.
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for monopoles in the paramagnetic phase [7,8], it is also
worth noting that the noncollinear spin structure in the
Yb2Ti2O7 ordered phase (FM canted 2-in-2-out) does not
preclude collective ground state quantum fluctuations: even
though the order is ferromagnetic, the ice rule required for
the QSI effective field theory is approximately preserved in
the lattice. In that case, the pocket of phase space that opens
up between theMC phase boundary and the observed phase
boundary could be a finite temperature manifestation of a
Uð1Þ quantum spin liquid. Such quantum fluctuations
would lower the transition temperature and might persist
in the zero-field ground state. Indeed, zero-field spin
fluctuations in Yb2Ti2O7 have been found to be extremely
broad in energy [11]. This is inconsistent with conventional
spin waves of the ordered state and points instead to
remnant fractionalized excitations of a spin liquid regime.
In summary, we have used stoichiometric single crystals

of Yb2Ti2O7 to reveal a peculiar reentrant phase diagram in
a h111i oriented field, which current model Hamiltonians
cannot explain within a classical short range Monte Carlo
simulation. The zero-field ordered state is ferromagnetic
with domains, the spins seem to polarize along h111i above
an internal field of 0.65 T, and magnetization hysteresis
hints at a correlated domain structure. The peculiar
decrease in ordering temperature for h111i fields below
0.2 T may be a first tangible indication of the proximity of
Yb2Ti2O7 to a quantum spin liquid phase.
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