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Industrial control systems are increasingly using wireless communications to improve monitoring and control of industrial processes.
In existing installations, distances and costs for installation often prohibit the running of new cables and conduits, making wireless
solutions very attractive. With costs reduced, monitoring of the physical process becomes easier, and operators often desire to extend
wireless to include supervisory and feedback control. Feedback control, in particular, requires certain reliability, latency, and
performance guarantees that are difficult to characterize. Industrial wireless solutions rarely make quality-of-service measurements
available at the control system level. When they do, indicators such as per-link packet success rate are often difficult to translate into
meaningful metrics useful to the control system designer. This is especially true for multihop mesh network architectures, where it is
difficult to translate link performance to system performance. In this paper, we propose a more useful method to characterize true
network latency and reliability of a deployed industrial wireless network without the need for physical layer and link layer performance
metrics and design knowledge.
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1. Introduction

1.1 Wireless in Manufacturing

Manufacturing processes are industrial processes that convert raw materials, components, or parts into
finished goods based on engineering specifications. Categories of manufacturing processes include discrete
systems and continuous systems. Discrete systems resemble automotive and aerospace vehicle production,
in which parts are machined and assembled according to precision specifications, usually made economical
with robotic machinery, proximity sensors, switches, and actuators. Continuous processes resemble those
found in oil and gas, municipal water, and chemical production, made possible through large and often
unstable thermodynamic processes. In both discrete and continuous manufacturing processes, economical
and practical gains are made by either monitoring those systems through the use of sensors or control of the
those systems with actuators [1]. Wherever wired solutions are possible, those sensors and actuators are
interconnected using wired networking solutions; however, not all networked solutions are practical or
economical. Wired solutions require expensive cables, conduits, and labor to install, making wired solutions
costly, and environmental conditions can make installation of cables impractical. Hence, wireless solutions
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may be advantageous to manufacturing operations [2]. In both discrete and continuous manufacturing
systems, wireless provides the ability to sense variables of the manufacturing process and environment, and
optimize, supervise, and react to change while improving safety and security of people and equipment.

1.2 Importance of System Testing

Wireless communications help to alleviate cost and flexibility constraints by being low-cost and by
enabling mobility [2]. However, the industrial wireless environment can be harsh, because the surroundings
are typically highly metallic, thereby creating multipath effects and severe path loss. Industrial control
systems are often intolerant of communication faults and network latency, and they often require very high
transmission reliability [3]. Depending on the purpose of the wireless network (monitoring, supervisory
control, feedback control, or safety monitoring), understanding the system performance of the network may
be critical. For feedback control systems and safety monitoring systems, understanding the performance of
the network from the perspective of the industrial controller or safety alarm system is essential. However,
factory operators, system integrators, and control systems designers are rarely experts in wireless
communications systems. Considerations such as electromagnetic propagation, antenna efficiency, path loss
exponents, packet error rates, and medium access are often foreign concepts to factory engineers. Even if
factory engineers were expert in wireless theory and design practice, the information that they would need to
make educated decisions is usually unavailable. When available, link quality metrics such as packet loss
ratios are informative but can be difficult to understand with complex mesh architectures and routing
algorithms. Moreover, it is generally difficult to measure these quantities for operational networks. The
control system design will only need to know the statistical distribution of latency and reliability of
information transmission through the network to design a controller that is robust. Therefore, a practical
method for characterizing the performance of the wireless network that does not require an in-depth
understanding of wireless communications or electromagnetic wave propagation is needed.

The primary objective of the test method proposed here is to evaluate the performance of a wireless
network deployed in an industrial environment. It is assumed that detailed metrics of the network operation
such as physical and medium access control (MAC) layer performance metrics are not available. Hence, the
node placement and transmission parameters effects can be easily characterized to decide the usefulness of
adding or positioning a node in a wireless network.

1.3 Related Work

The problem of studying the performance of industrial wireless networks has been studied from
different perspectives in previous research. First, simulations of industrial wireless networks have been
conducted to study various performance measures, such as in Refs. [2, 4–7]. Second, the performance has
been measured using hardware experiments, such as in Refs. [8–15].

In the simulation-based performance analyses, the packet-level measures are easily monitored
throughout the simulation. In Ref. [2], a simulation framework was introduced for using a WirelessHART
communication network in a process control system where all packet-level parameters are controlled and
monitored. The performance is evaluated by studying the effect of various parameters, including cost,
production rate, and the flow rates of various process components. In Refs. [4, 5], the use of various
simulation packages for simulating wireless networks in cyberphysical systems was considered. Moreover,
in Ref. [6], an ISA100.11a system was studied, where the effects of the time slot duration, superframe
period, and back-off exponent on various packet-level measures such as throughput, average delay, and
energy consumption were evaluated. Finally, in Ref. [7], the reliability of an industrial wireless network was
studied through measuring the communication latency and stability at the packet level.
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On the other hand, hardware-based analyzing or testing tools, such as that in Ref. [8], have been used to
monitor packet-level measurements while studying network performance for compatible hardware
experiments. Also, generic or laboratory built wireless nodes can be used to allow monitoring of packet
flows in wireless networking scenarios. In Refs. [9, 10], a wireless network, which been developed by the
authors, was used to monitor a turbine power generation system, where various performance metrics could
be directly measured within the wireless network. In Refs. [11, 12], Institute of Electrical and Electronics
Engineers (IEEE) 802.15.4a development boards were used as the network devices, where configuration and
monitoring could be easily done through an attached computer. Similarly, in Ref. [13], single-hop
transmissions using Wireless Networks for Industrial Automation - Process Automation (WIA-PA) protocol
were evaluated using accessible hardware where packets are controlled. Also, in Ref. [14], wireless stations
that are compliant with both IEEE802.11g and IEEE802.11e specifications were used for wireless
communications where response time was measured in a four-node network. Finally, in Ref. [15], Zigbee
programmable nodes were used for industrial communications where the performance could be measured
directly.

Similarly, in Ref. [16], the quality of wireless service in a factory floor was evaluated by measuring the
received signal strength (RSS) of the transmitted signals. The goal in that work was building a tool to
optimize the wireless coverage, where radio frequency measurements were collected and used in the
analysis. In Ref. [17], the effects of different wireless physical factors were studied, including physical
position, transmission power, link direction, transmission frequency, and line-of-sight availability. An
experimental study on these effects was performed over an industrial wireless network using the RSS
indicator (RSSI) of the signal at various locations as the main evaluation criterion. In Ref. [18], the impact
of various wireless impairments was studied through characterizing the bit and symbol error rates. The
statistics were obtained through actual industrial deployment. In Ref. [19], the idea of injecting virtual
signals through an industrial network was introduced, where on-board virtual sensors were added to the
wireless devices to allow for this task. The goal of that work was to provide a tool for virtual sensor control
and to study the memory and performance overhead on the wireless devices. In Ref. [20], the effect of
interference on an industrial wireless network was studied experimentally to allow for network control to be
optimized based on coexisting interference. The packet polling round-trip time and cycle time criteria were
used for performance evaluation to characterize interference effects on dropping and delaying packets
transmitted over the network.

In all these related works, packet-, bit-, or signal-power-level performance measurements were
considered, using simulations, hardware monitoring tools, or experimentally developed networks. Testing
for available wireless node performance without knowledge about internal operation, especially in industrial
applications, is important. Hence, in this paper, we introduce a test method for industrial wireless networks
at the signal level, including characterization of the quality of the received signal. We adopt the idea of
injecting a virtual sensing signal [19] to obtain the signal-level characterization of an industrial wireless
network.

1.4 Paper Organization

Our contributions in this work can be summarized as follows:

• We propose a test method to characterize industrial wireless network performance without requiring
access to packet-level transmission parameters.

• We describe the use of a testbed composed of industrial wireless networking components and a
channel emulator to include the effects of industrial wireless channels.
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Fig. 1. A generic network model for performance characterization that consists of a digital network. The controller has
direct access to digital information stored in the network.

• We assess the performance of the proposed test method using the testbed to illustrate the effectiveness
of the method. Moreover, we compare various channel models to evaluate the ability of the proposed
method to distinguish among various channel qualities.

The rest of the paper is organized as follows. In Sec. 2, we describe the general system model, the
testbed, and the tested channel models. In Sec. 3, we detail the proposed test method. Then, in Sec. 4, we
discuss the obtained experimental results and industrial network characterization. In Sec. 5, we draw
conclusions. Finally, in Sec. 6, we discuss future directions of this work.

2. System Modeling

2.1 Generic Cyberphysical Model

Generic network models have been proposed, such as the one defined in Ref. [21], in which the plant is
connected to the network through sensor and actuator interfaces and the controller has direct access to the
information transferred within the network, as shown in Fig. 1. Such models accurately represent most
industrial networks, in which the network transfers information reported by sensors, computes a control
decision, and forwards that decision to the actuators. Wireless mesh networks developed using the IEEE
802.15.4 standard fall nicely within this category, assuming that actuation is supported. However, the model
neglects to include the impact of signal domain conversion and assumes that the controller has direct access
to sensor data transported by the network.

Some effective networking technologies used for industrial applications are designed to serve as
“wire-over-wireless,” in which wired industrial interface analog signals, serial data, or Ethernet data are
routed over a wireless transport, making the sensors, actuators, and controller unaware of the wireless
transport mechanism. In a typical wireless deployment, an industrial analog signal at 4–20 mA or 0–10 V is
transmitted by a sensor or received by an actuator with a wireless transport intermediary. For these reasons,
we propose the generic model for an industrial wireless network shown in Fig. 2, which includes optional
analog-to-digital and digital-to-analog blocks. This extended model therefore not only includes latency and
noise effects of the network, but it also includes domain conversion errors such as thermal noise,
quantization noise, gain imbalances, and direct current (DC) offsets.
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Fig. 2. An extended generic network model for performance characterization that consists of a digital network with
optional domain conversions at the network boundaries. Domain conversion is an important aspect of network devices
that is often overlooked.

Fig. 3. The industrial wireless testbed used to validate the proposed test method using real-world network devices. In
this realization, the PLC generates a data sequence that is mapped to a 0–10 V signal. Generic ISA100.11a devices are
used to achieve wireless connectivity through a channel emulator to implement the industrial wireless environment. I/O
indicates input/output.

2.2 Testbed Architecture

The proposed test method was validated using an industrial wireless continuous process testbed. The
testbed is a reconfigurable platform that was designed to evaluate the effects of wireless communication
technology on a continuous process such as a chemical reactor using various modes of wireless
communications. A sensor-only depiction of the testbed is shown in Fig. 3. The testbed is composed of a
high-performance programmable logic controller (PLC) where virtual stimuli are produced. These virtual
stimuli are signals that represent typical signals in certain industrial plants. These signals may include gas
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accumulations, which are realized by a charging exponential waveform, or a tank level, which is realized by
a ramp waveform. The PLC is equipped with 16 bit digital-to-analog (D/A) conversion modules, which
convert digital stimuli to 0–10 V analog signals, xi(t).

We denote the studied wireless network by the black box because the network specifics are not assumed
to be available to the proposed test method. The wireless (”black box”) network is composed of the wireless
devices and infrastructure equipment. We used Ultra Electronics 3eTI iMesh industrial wireless network
devices. We deployed a radio frequency channel emulator capable of replicating the multipath and path loss
environment for a mesh network of up to 8 physical nodes and 56 virtual links between those nodes. The
channel emulator was RFnest D508, and the corresponding software was RFview [22]. The channel
emulator supports an instantaneous bandwidth of 250 MHz (4 ns tap spacing) with an effective dynamic
range of 73 dB, which includes all analog and digital realization impacts. The emulator is controlled by a
nearby computer, which loads the path loss model and channel impulse response for each communications
link. The transmitted signal is received by a wireless gateway, which plays two roles. First, it helps in the
wireless communications within the network through packet exchange for synchronization and provisioning.
Second, it plays the role of the interface between the industrial controller and the wireless network by
having compatible industrial protocol capabilities. The output of the wireless network is yi(t) in the figure.
Since time is maintained by a single entity, the PLC, no synchronization is required for correlation of the
stimuli to the outputs, yi(t). The PLC sends both signals xi(t) and yi(t) to the data-capture computer, where
the delay estimation is performed.

The wireless network we use as an example is based mainly on the ISA100.11a standard. The MAC
protocol of ISA100.11a employs time division multiple access (TDMA) with reserved and shared slots. A
carrier sense multiple access with collision avoidance (CSMA/CA) protocol is used in the shared slots. The
nodes are synchronized with time slot length between 10 and 12 ms. The schedule of time slots is generally
built from a collection of time slots denoted by a superframe. The lengths of the time slots and superframe
are specified by changing parameters in the transmitted packets [6]. However, the main advantage of the
proposed test method is in the evaluation of the black-box end-to-end performance without knowledge of the
network implementation or packet-level metrics.

2.3 Channel Models and Integration

In the testbed, we employed a channel emulator to include industrial environment effects in wireless
transmissions. Generally, industrial wireless environments can be harsh, because the surroundings are
typically highly reflective and resonant, thereby creating significant multipath effects. Hence, it is important
to exploit the proposed test method over the industrial wireless channel. In this subsection, we briefly
describe the two channel models that were considered in this work. We also describe the application of these
models using the channel emulator.

First, we considered the IEEE802.15.4a channel model for industrial environments [23]. We considered
models with and without a line-of-sight (LOS) component. Models without an LOS component are referred
to as non-line-of-sight (NLOS). The IEEE 802.15.4a model is a generic channel model using log-distance
path gain, and a modified Saleh-Valenzuela model for multipath effects. The model has been described and
implemented by Molisch [23]. The values of various channel parameters were obtained using the
measurements in Ref. [24]. Note that these measurements were used to fit the generic channel model.

Second, we considered a measured delay profile of an industrial environment [25] where measurements
are directly processed to be converted into an example of a channel impulse response in industrial
environments. Both LOS and NLOS models were considered. In both the IEEE802.15.4a and the measured
channels, following the injected channel impulse responses (CIRs), the emulator produces random Rayleigh
fading channels for the NLOS cases and random Rician fading channels for the LOS cases.
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The two industrial channel models, with their LOS and NLOS versions, have multipath effects in their
CIRs. They were compared to the benchmarks of the free space wireless model, and of the log-distance
ideal models without multipath with both LOS and NLOS versions. These log-distance models have the
same loss exponents as their counterpart IEEE802.15.4a and measured channel models, but they have an
ideal single-tap CIR.

Finally, the channel models were applied using the channel emulator. The emulator implements a finite
impulse response (FIR) filter at its core. The computational limitations of the channel emulator constrain the
FIR filter to 13 taps. The produced CIR is defined using a maximum of 13 taps, where the tap spacing can
take values that are multiples of 4 ns. In order to use the obtained CIR for channel emulators, we used the
technique introduced in Ref. [26] to both resample and reduce the number of the taps of the CIRs within the
limitations of the emulator. The N-tap CIR was obtained by fractionally resampling the original CIR to 250
MHz while maintaining the total power, the mean delay, and the root mean square (RMS) delay spread.

3. Test Method

In this section, we describe the test method proposed in this work. The primary objective of this test
method is to evaluate the performance of a wireless network deployed in an industrial environment. It is
assumed that network operation metrics such as physical and MAC layer performance metrics are not
accessible. Thus, we propose a two-stage method for assessing the performance of an industrial wireless
network using process variable (PV) signals. The method calls for estimation of network delay using
maximal length pseudorandom binary sequence correlation followed by estimation of the signal error
through the network adjusted by the delay estimate.

Using this method, we injected a known PV signal and monitored the PV signal at the output of the
wireless network at the point where it is considered to be usable by another network node. The network is
considered to be a “black-box” from edge to edge. The PV signals can represent any type of signal coming
from either plant or controller, and the type of signal is irrelevant to the test method, although it is advisable
that the signal conform to a standard industrial protocol. For analog signal, we recommend the typical
industrial sensing and control signals of 4–20 mA or 0–10 V. For digital signals, we recommend a typical
industrial communications protocol; however, the hardware used to implement the method will dictate the
protocols used. Moreover, the required synchronization for delay estimation can be achieved through a
temporary wired or wireless (on a different channel not to cause interference) channel to connect the input
and output nodes. The architecture of the test method for various devices and signal control points is shown
on Fig. 4. The proposed test method in its current form is sufficient for testing continuous process signals
when packet-level statistics are not exposed. On the other hand, the packet-level metrics such as packet loss
and delay are still important in the case of critical control commands.

In the following subsections, we discuss various types of input signals to be introduced for the wireless
network. We discuss the analysis tools used and the performance criteria considered for characterizing a
general industrial wireless network. We split the testing procedure into two stages for delay estimation and
error estimation.

3.1 Delay Estimation

We exploited the conventional general cross-correlation (GCC) method for delay estimation [27]. The
main advantage of this method is its simplicity compared to other delay estimation techniques. Various
algorithms for calculating time of arrival (ToA) can be used. This GCC method is used when the delays are
statistically stationary. Other techniques, such as the method of least mean square time-delay estimation
(LMSTDE), can be used for nonstationary cases [28].
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Fig. 4. The test method architecture for the case of sensor to gateway transmission. DAC indicates digital-to-analog
converter.

We denote the input signal of the first stage to the tested wireless network by x1(t). This signal is an
analog signal following the same characteristics of the electrical signals created by sensor nodes. The output
signal is denoted by y1(t), which is a delayed and distorted version of the input signal. In order to obtain a
good delay estimation using the GCC method, we choose an input signal with no repeating patterns within
the window of delay estimation. Thus, we use a maximal length binary sequence generated by maximal
linear feedback shift registers (LFSRs). In this work, we use an 8 bit maximal shift register with the
following polynomial P(x) to generate x1(t), where P(x) is

P(x) = x8 + x6 + x5 + x4 +1, (1)

where the length of each chip of the sequence takes 2 s, and the length of sequence is denoted by L in
seconds.

We assume that the input signal is delayed by d, and hence the output signal is expressed as

y1(t) = x1(t−d)+n(t), (2)

where n(t) is a noise term that includes all the distortion effects in the wireless network, including the
additive white Gaussian noise (AWGN) of the channel and domain interfaces, the multipath delay spread,
the interference by all in-network and out-of-network nodes, quantization error, and sampling distortion.

The cross-correlation function is obtained by integrating the lag product of the input and output signals
over the whole period of test, which is denoted by T . The cross-correlation function is denoted by R(τ) and
is calculated as follows

R(τ) =
1
T

∫ T

0
y1(t)x1(t− τ) dt. (3)

The delay estimate, which is denoted by d̂, is the value of τ that maximizes the cross-correlation
function as follows

d̂ = arg max
τ∈[0,min{T,L}]

R(τ), (4)

where the range τ ∈ [0,min{T,L}] is used to account for the finite length of the binary sequence.
Moreover, we asses the time-jitter and error effects by calculating the ratio of the peak of the R(τ) to the

peak of the autocorrelation function of x1(t). This ratio is denoted by β and calculated as follows

β =
maxτ∈[0,min{T,L}] R(τ)

1
T
∫ T

0 x2
1(t)dt

. (5)
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The parameter β takes values between 0 and 1. When its value is closer to 1, it indicates that delay
estimation is reliable, the variance in delay is low, and the amount of error in the received signal is small.

3.2 Error Estimation

Various types of sources can cause errors in the signals carried over industrial wireless networks. These
sources include sampling, quantization, background noise, and interference. Assuming no ability to monitor
packet-level measurements related to the signal, a signal-based quality estimation is used in our test method.
This concept has been widely used for voice-quality measurements in order to quantify distortions in voice
signals without considering the various stages of voice transmission, such as in Ref. [29] and the references
therein.

To quantify the error effect on the performance of an industrial network, an arbitrary input signal x2(t) is
injected at the transmitting node. The signal x2(t) is selected to be similar to practical output signals of the
sensing node, for example, being a linear signal with a certain slope, or a signal with step transitions at a
certain rate. The output signal y2(t) is the distorted and delayed version of x2(t). The delay is assumed to
take the value of d̂ from the first stage of the test method.

The error value is denoted by e and is evaluated using the RMS value of the difference between y2(t)
and the delayed version of x2(t) as follows

e =

√
1
T

∫ T

0

(
y2(t)− x2(t− d̂)

)2
dt. (6)

Finally, the block diagram of the proposed test method is shown in Fig. 5.

4. Results

In this section, we illustrate the use of the proposed test method in the described testbed. We employ the
system layout shown in Fig. 6, which depicts the physical locations of the nodes and not the network
topology, which is not available in this work. The location of the tested wireless node has been varied in five
different locations, as shown in the figure, where the distance from the gateway takes the values
{20,30,40,50,60} m. We consider two different modes of operation, which are {Single, Multiple}. In the
mode with a single wireless node, the tested node operates alone in the network. In the mode with multiple
wireless nodes, three other nodes operate concurrently with the tested node. These nodes transmit their own
data to the gateway and are allowed to relay other data as well, based on the ISA100.11a standard. The
nodes’ topology is not enforced, and, hence, the nodes are allowed to self-organize using their ISA100.11a
capabilities. These nodes generate traffic that is similar to the main node under study. The listed distances in
the case of multiple nodes are the distances from the tested node to the gateway, while all the other nodes are
fixed at the locations shown in Fig. 6. Also, due to the randomness of the channels and the ability of nodes
to self-organize, the network topology and the number of hops vary over time during the testing.

The testing is done over the channels described in Sec. 2.3, which are the measured CIRs (LOS and
NLOS), the IEEE802.15.4a CIRs (LOS and NLOS), the log-distance channels (LOS and NLOS), and the
free space channel. Moreover, in all LOS channel models, we used a loss exponent of 1.6; for NLOS
channel models, we used a loss exponent of 2.4.

In the first stage of testing, the test run time was 15 min, and we obtained two sets of results. First, in
Tables 1 and 2, we show the calculated delay in single and multiple modes, respectively, where the
resolution of the calculated delay is 0.5 s. Second, in Fig. 7 and Fig. 8, the value of β is shown against the
distance between the tested wireless node and the gateway.
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Fig. 5. The proposed test method is a two-step algorithm in which the delay estimate is fed to the error estimator.

The delay in the received signals results from various factors through the path of the transmitted signal.
These factors include the transmission delay resulting from packet errors and retransmissions, processing
delay at various system stages, and the buffering delay due to the Modbus protocol used in the PLC unit.
From the obtained results, we note that the performance of the tested node in the single-node case is better
for the first two channel models. In these two cases, the channel quality is good, and so the probability of
packet loss is low. When the channel quality is worse, the delay performance of the multiple-nodes case is
better than the corresponding single-node case. This happens despite having the nodes sharing the same
resources because of the cooperation between the nodes and the reliable routing features of the ISA100.11a
standard. We note also the increase of delays in the NLOS scenarios because of the increased channel delay
spread and the increase of packet errors. In general, the observed delay of the considered testbed is limited
by 4.5 s in the studied scenarios. Depending on the requirements of the applications, these delay values can
be considered satisfactory. Generally, delays are almost non-distance-dependent. The only factor that may
affect the delay is the processing delay for poor channels, where it takes longer for the node to recover the
received signals due to poor channel quality.

The performance parameter β represents the effects of errors and delay spread in the cross-correlation
function. In Fig. 7, the value of β drops for the NLOS multipath channel models in both the IEEE802.15.4a
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Fig. 6. The experimental procedure incrementally increases the distance between a selected node and the other nodes
within the network.

Table 1. Table of the delay value in seconds against the distance for various channel models in the single-sensor case.

Channel/Distance (m) 20 30 40 50 60 Avg.

Free space 2 3.5 2.5 2 2 2.4
Log-distance LOS 3.5 3.5 2.5 2 2 2.7

Log-distance NLOS 3.5 3.5 4 4 4 3.8
IEEE802.15.4a LOS 4 4 4 4 4 4

IEEE802.15.4a NLOS 4 4 4.5 4.5 4 4.2
Measured LOS 4 4 4 4 4 4

Measured NLOS 4 4 4.5 4 4.5 4.2

20 25 30 35 40 45 50 55 60

Distance (m)

0.65

0.7

0.75

0.8

0.85

0.9

β

Free space

Log-distance LOS

Log-distance NLOS

IEEE802.15.4a LOS

IEEE802.15.4a NLOS

Measured LOS

Measured NLOS

Fig. 7. The performance indicator β against the distance for various channel models in the single-sensor case.

and the measured cases. Hence, one of the major factors in degrading the performance over the tested
wireless network is the severity of multipath effects, which increases for the NLOS cases. In all cases, the
performances of the scenarios with multiple nodes in Fig. 8 are better than the corresponding single-node
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Table 2. Table of the delay value in seconds against the distance for various channel models in the multiple-sensors case.

Channel/Distance (m) 20 30 40 50 60 Avg.

Free space 3.5 3.5 3.5 3.5 3.5 3.5
Log-distance LOS 3.5 3.5 3.5 3 3.5 3.4

Log-distance NLOS 3.5 3.5 3.5 3.5 3.5 3.5
IEEE802.15.4a LOS 3.5 3.5 3.5 3 3.5 3.4

IEEE802.15.4a NLOS 3.5 3.5 3.5 3 3 3.3
Measured LOS 4 4 4 4 4 4

Measured NLOS 3 3 3.5 4 4 3.5

20 25 30 35 40 45 50 55 60

Distance (m)

0.7

0.72

0.74

0.76

0.78

0.8

0.82

0.84

0.86

0.88

β

Free space

Log-distance LOS

Log-distance NLOS

IEEE802.15.4a LOS

IEEE802.15.4a NLOS

Measured LOS

Measured NLOS

Fig. 8. The performance indicator β against the distance for various channel models in the multiple-sensors case.

cases. This shows that the impairments in the studied network resulting from the delay, the error, and the
delay spread are all minimized by having the multiple cooperating wireless nodes. In Fig. 7 and Fig. 8, we
found three types of curves: (1) the NLOS curves with multipath effects where β decreases when the
distance increases because of the increased distortion in the received signal, (2) the free space and the
log-distance LOS channel models where β increases against distance, which happen mainly due to
saturation effects of the channel emulator, and (3) the rest of the channel models, where β is fixed against
distance.

In the second stage of the test method, we considered two types of arbitrary input signals. First, we
considered a pulse train signal with a period of 20 s and a duty cycle of 20%. The test run time was 10 min.
The peak amplitude was 10 V. The error value of this type of signal can be representative of the reliability of
the network in the case of transmitting step-varying signals. Second, we considered a periodic sawtooth
signal with a period of 20 s and a slope of 0.5 V/s. The test run time was 50 min with random resets to
average over the initial Modbus polling time. The error value of this type of signal can be representative of
the reliability of the network in the case of transmitting gradually varying signals.

In Tables 3 and 4, the RMS error values of the pulse train signal are shown. As mentioned earlier, the
error in the signals may result from various noise sources, such as thermal noise, channel interference,
quantization error, and systemic sample phase mismatch. In the pulse train signal case, quantization effects
are minimal, and so low error values occur. The main source of errors is the sampling, because the received
signal duty cycle is changed significantly depending on sampling instants, where the sampling time is 1 s
and the Modbus polling rate is around 2 s. More specifically, the node periodically transmits a sample of
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Table 3. Table of the error values of a pulse train signal against the distance for various channel models in the
single-sensor case.

Channel 20 m 30 m 40 m 50 m 60 m Avg.

Free space 0.4578 0.3131 0.4425 0.4462 0.8169 0.4953
Log-distance LOS 0.0197 0.0735 0.3185 0.5420 0.4482 0.2804

Log-distance NLOS 0.3154 0.3185 0.2939 0.1096 0.4948 0.3065
IEEE802.15.4a LOS 0.3181 0.3291 0.4427 0.0608 0.3134 0.2928

IEEE802.15.4a NLOS 0.3046 0.1939 0.2398 0.4730 0.5834 0.3590
Measured LOS 0.7178 0.3289 0.3387 0.4484 0.5552 0.4778

Measured NLOS 0.4214 0.4629 0.5440 0.4648 0.4382 0.4663

Table 4. Table of the error values of a pulse train signal against the distance for various channel models in the
multiple-sensors case.

Channel 20 m 30 m 40 m 50 m 60 m Avg.

Free space 0.4429 0.0608 0.3208 0.3537 0.2386 0.2833
Log-distance LOS 0.0937 0.3189 0.3187 0.3822 0.0845 0.2396

Log-distance NLOS 0.3134 0.1893 0.3133 0.3135 0.1102 0.2480
IEEE802.15.4a LOS 0.3916 0.0733 0.3132 0.4464 0.4656 0.3380

IEEE802.15.4a NLOS 0.5268 0.1311 0.3811 0.2309 0.3292 0.3198
Measured LOS 0.0608 0.3233 0.5055 0.4282 0.6659 0.3967

Measured NLOS 0.4454 0.5952 0.3308 0.3204 0.1647 0.3713

measurement every 1 s. Then, the data at the gateway are buffered and polled to the PLC approximately
every 2 s. The periods of these two event sequences are not synchronous. Hence, the latest received value
can be delayed between 0 to 2 s for every sample. This effect adds to the randomness in delay, in addition to
the transmission delay by the wireless channel. The obtained error in these measurements is slightly
dependent on the wireless channels, and so there is not much difference between various error values.

Finally, we considered the RMS error values of the sawtooth signal in Fig. 9 and Fig. 10 for the
single-node and the multiple-nodes cases, respectively. First, the error values are significantly larger than the
corresponding values in the pulse train case. The main error contribution comes from the zero-order hold,
which does not follow the signal during missed transmissions. Second, in the single-node case, the errors
increase with distance as the packet error rate increases with path loss. Third, the error values in the
single-node case are slightly larger than the corresponding values in the multiple-nodes case, where
cooperation between nodes improves transmission reliability.

5. Conclusions

In this paper, we present a method for characterizing the performance of industrial wireless networks
without the need for internal link-layer metrics. We abstracted the network and domain conversion functions
of the network as a single system. We then injected a maximal length pseudorandom binary signal at one
input and measured the response of the system by cross-correlating the output of the system with the
pseudorandom input. The output of the cross-correlation provides an estimate of the statistical distribution
of network latency for a particular node placement and network configuration. Next, we replaced the
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Fig. 9. The error e for a periodic sawtooth signal against the distance for various channel models in the single-sensor
case.
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Fig. 10. The error e for a periodic sawtooth signal against the distance for various channel models in the
multiple-sensors case.

pseudorandom sequence with pulse train and sawtooth functions, which are typical test signals for control
systems. Using the average latency taken from the binary sequence signal correlation, we can adjust for
delay and estimate the error of these signals through the network. Building an industrial testbed using
ISA100.11a components and a channel emulator to consider industrial environment effects, we were able to
study the proposed test method capability of assessing delay and signal-quality characteristics of a sensor or
actuator input from the perspective of the controller or plant. Industrial system designers may use this
method to assess network performance and to improve control system performance. This method can be
applied to new installations, and, since the physical environment may change over time, it may also be used
as part of a periodic maintenance plan to assess the performance of deployed wireless systems.

14 https://doi.org/10.6028/jres.124.007



Volume 124, Article No. 124007 (2019) https://doi.org/10.6028/jres.124.007

Journal of Research of National Institute of Standards and Technology

6. Future Work

First, the test method has to be further assessed by examination over various industrial wireless
networks. This should include different hardware components, network structures, and industrial wireless
technologies. Second, other performance measurements can be added to this black-box testing strategy,
including jitter and error variance. In order to study new performance measures, we have to study the
corresponding input test signals and the corresponding analysis tools. Finally, this method in its current
form is most applicable to fixed-node systems found in continuous process factories. Our work may be
extended to characterize discrete factory systems where the state of the physical process changes more
rapidly. Time synchronization is an important factor in assessing network performance [30], and more work
is necessary to integrate new test strategies that incorporate time synchronization into products and
protocols. Moreover, in dynamic environments with changing network states, continuous monitoring
approaches can be explored where the system state is captured through passive measurements of
operational-level and network-level system parameters.

Disclaimer

Certain commercial equipment, instruments, or materials are identified in this paper in order to specify
the experimental procedure adequately. Such identification is not intended to imply recommendation or
endorsement by the National Institute of Standards and Technology, nor is it intended to imply that the
materials or equipment identified are necessarily the best available for the purpose.
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