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Abstract

There is considerable interest in developing multi-modal characterization frame-

works capable of probing critical properties of complex materials by relying on dis-
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tinct, complementary methods or tools. Any such framework should maximize the

amount of information that is extracted from any given experiment and should be suf-

ficiently powerful and efficient to enable on-the-fly analysis of multiple measurements

in a self-consistent manner. Such a framework is demonstrated in this work in the con-

text of self-assembling polymeric materials, where theory and simulations provide the

language to seamlessly mesh experimental data from two different scattering measure-

ments. Specifically, the samples considered here consist of diblock copolymers (BCP)

that are self-assembled on chemically nano-patterned surfaces. The copolymers micro-

phase separate into ordered lamellae with characteristic dimensions on the scale of tens

of nanometers that are perfectly aligned by the substrate over macroscopic areas. These

aligned lamellar samples provide ideal standards with which to develop the formalism

introduced in this work and, more generally, the concept of high-information-content,

multi-modal experimentation. The outcomes of the proposed analysis are then com-

pared to images generated by 3D scanning electron microscopy tomography, serving to

validate the merit of the framework and ideas proposed here.

Introduction

Advances in synthesis and processing of materials demand that new characterization methods

be developed to resolve the smallest of features of interest. As scientists and engineers

continue to tighten the cycle of conception, development, and optimization, it is essential that

different modes of characterization be coupled with each other through state-of-the-art theory

and simulation. While the concept of combining data from complementary experiments in

order to arrive at a comprehensive description of a material has been a long-standing goal

of materials science and engineering, its actual implementation, particularly in the context

of nanostructured polymeric materials, has been missing.

Implementing the concept outlined above requires carefully conceived standards or ref-

erence material samples for calibration of the proposed ideas. Over the last several years,
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such samples have been gradually perfected in the context of nanoscale patterning with block

copolymers. More specifically, the directed self-assembly (DSA) of block-copolymers (BCPs)

on patterned substrates has shown significant promise as a potential bottom-up technique

for development of industrial-scale lithographic processes.1–4 Block copolymers exhibit the

ability to spontaneously form periodic structures whose characteristic dimensions are in the

range between 5 and 50 nm. The directed assembly of BCPs relies on external guiding fields

(such as chemical patterns, topographical features, magnetic fields, voltage or shear fields)

to generate perfect, defect-free morphologies over large areas, as required for commercial

fabrication of electronic devices. A key concept in DSA that is of particular importance for

applications and to this work is that of “density multiplication”,1,5 where a coarse guiding

pattern can be printed on a substrate using conventional photo-lithography, and then used

to guide the assembly of a block polymer having much smaller characteristic dimensions,

thereby increasing significantly the density of relevant features (and reducing their size).

One major challenge for implementation of DSA as a patterning technique is identify-

ing the optimal thermodynamic and guiding pattern conditions that give rise to perfect,

defect-free morphology. Finding these ideal conditions requires that precise techniques be

developed to characterize self-assembled BCP structures over large areas. Currently, scan-

ning electron microscopy (SEM) is the most commonly used imaging technique for DSA

characterization. Unfortunately, it only provides two-dimensional surface information. In

comparison, transmission electron microscopy (TEM) does provide three-dimensional infor-

mation, but it requires particularly demanding sample preparation and is limited for “in

situ” characterization of structure formation. Both methods have a limited field of view and

cannot probe BCP film structure over large areas.

Small angle X-Ray scattering (SAXS) techniques, primarily resonant critical-dimension

small angle scattering (res-CDSAXS)6,7 and grazing-incidence small angle scattering (GISAXS)8

have both been used in the past to characterize BCPs. res-CDSAXS is a transmission SAXS

method that uses resonant soft X-rays to enhance contrast between different BCP com-
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ponents.9 GISAXS is a reflection SAXS technique that has been used to determine the

orientation and type of the block copolymer morphology in thin films. These techniques

are capable of probing depth-dependent features with resolution comparable to or even finer

than those accessible from top-down SEM and TEM, while illuminating a much larger region

of surface area with length-scales typically in the range of hundreds of microns. However,

SAXS techniques cannot pinpoint individual defects, making them complementary to real-

space techniques. In the past, SAXS data have been analyzed by optimizing geometric

structural models consisting of polygons to fit data.9–13 Such an optimization procedure nec-

essarily involves many degrees of freedom, which depend on the details of the model and the

complexity of the underlying morphology.

In this work, we use a detailed model of the polymer and surface, along with res-CDSAXS

and GISAXS experiments, to determine the morphology of lamella-forming polystyrene-b-

poly-methylmethacrylate (PS-b-PMMA) BCPs on a chemical pattern. Industrial applica-

tions of this process include, for example, generating lines and spaces for FinFET manu-

facturing.14,15 Without loss of generality, we focus on chemical patterns fabricated by the

so-called LiNe flow,16–18 which has been extensively optimized for first generation materi-

als such as PS-b-PMMA. A schematic representation of the chemical pattern formed by

this process is shown in Fig. 1a. Crosslinked polystyrene (XPS) guiding stripes of specific

width (W) and pitch are fabricated on the substrate using conventional photo-lithography

and oxygen-plasma etch. The isotropy of the etch process results in tapered, rather than

perpendicular, sidewalls. Williamson et al19 found that during the etch process, the XPS

sidewall is oxidized due to exposure to plasma, making the XPS sidewall PMMA preferential

as opposed to the unexposed XPS top which remains PS preferential. The remaining sub-

strate area is grafted by a random PS-r -PMMA brush whose chemistry can be tuned based

on the required degree of density multiplication.17,20 As is evident from Fig. 1a, there is a

multitude of synthesis and processing parameters whose effect on pattern fidelity has to be

quantified in order to extract a working recipe. Developing schemes to produce defect-free

4



morphologies is part of an extensive ongoing effort in making the transition from the lab-

oratory to industrial fabrication facilities. It is precisely in this step where the synergy of

theory-modeling and experiments could have a significant impact.

Figure 1: Schematic of Directed Self-Assembly. 3X density multiplication of PS-PMMA
block copolymer on chemical patterns fabricated by the LiNe flow.17

We rely on a Theoretically Informed Coarse-Grained (TICG) Model which has been ex-

tensively used in the past to simulate the self-assembly of BCPs with excellent agreement to

experimental data.21–23 This model uses a well-established polymer theory24,25 to describe

BCP molecular interactions and therefore provides a consistent representation of BCP mor-

phology given a small number of input parameters. We use experimental X-ray scattering

data to determine the optimal thermodynamics and chemical pattern input for our molecular

simulations. Optimization of these input parameters is driven by an evolutionary algorithm

called covariance matrix adaptation evolutionary strategy (CMA-ES), which has been shown

in the past to be an efficient scheme for optimizing the DSA process.20,26–28 Once optimiza-

tion is complete, the BCP morphology obtained from these input parameters is shown to

reproduce the major features in scattering profiles acquired by X-ray experiments. The va-

lidity of the structures determined from these scattering techniques is confirmed by direct

comparison to results from 3D scanning TEM (STEM) tomography.

In the past, atomistic simulations have been used to investigate SAXS experiments of

biomaterials.29 These methods have been used to calculate 1-dimensional scattering curves

from non-periodic molecular structures. In comparison, our system is periodic, which allows
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it to provide substantially more scattering information, and the material density is treated as

a continuum over hundreds of nanometers, which allows for more detailed and accurate fits.

A key feature of this work is that it provides a first example of a full metrology that combines

complementary experimental data samples to arrive at material parameters clearly defined

within a reliable physical model of the system. The successful application of the proposed

methodology does not only allow one to determine a film morphology that is consistent with

SAXS characterization, but it also provides unique information on the molecular driving

forces that lead to the observed structures, thereby turning modeling into a predictive tool.

We anticipate that applications of the approach espoused here will provide the means to leap

forward in developing new materials and processes that are able to meet stringent industrial

requirements for application of DSA in commercial processes.

Results and Discussion

Scattering Model

The model parameters that are optimized when fitting experimental scattering data are

displayed in Fig. 1. They can be classified into two categories, namely system geometry and

thermodynamic material properties. The geometry of the thin polymer film is defined by 1)

the total height of the film above the substrate (HF, determined by reflectivity experiments

to be in the range of 42-43 nm), 2) the height of the XPS guiding stripe (HXPS), 3) the

side-wall angle of the guiding stripe with the substrate (θXPS), 4) the height of the neutral

brush (HBrush) and 5) the top-width of the XPS guiding stripe (WXPS). The material-

specific thermodynamic parameters include three polymer-polymer and polymer-substrate

interaction parameters: χNSM (between PS and PMMA segments), χXS−S (between guiding

stripe sidewall and PS), and χB−M (between backfill brush and PMMA). These parameters

are used within the TICG Model to generate a statistical ensemble of density fields from

which a scattering pattern is calculated. In our calculations, an ensemble of structures that
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Figure 2: Comparison of GISAXS and res-CDSAXS experiments. Schematic of
X-ray scattering of BCP thin films using a, GISAXS and b, res-CDSAXS. c, Structural
information obtained from X-ray scattering in the inverse space for sample W093. Note that
in all scattering experiments the x-axis is defined as normal to the oriented polymer lamella,
which is standard practice for res-CDSAXS, but non-standard for GISAXS.
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are typically very rough and asymmetric (exhibiting properties such as line edge roughness)

are converted to binary density fields (PMMA-poor and PMMA-rich domains). The PMMA-

rich domains are described by a sum of polygonal shape functions with an analytic Fourier

transform ρ̂(q)30 and a smoothing function introduced in inverse space to account for the

inherently diffuse polymer interfaces. The X-ray scattered intensity can be described as:

I(q) = Im(q) + Id(q) = |〈ρ̂(q)〉|2 + 〈|ρ̂(q)− 〈ρ̂(q)〉|2〉 (1)

where ρ̂(q) is the scattering amplitude as a function of inverse space coordinates q.

Im represents the main scattering compared to calculations while Id represents the diffuse

scattering. The use of soft X-rays near an absorption edge allows res-CDSAXS to greatly

enhance the scattering contrast between domains, while the large volume probed by hard

X-rays at a grazing incidence angle allows GISAXS to examine the electron density contrast

between domains. In the case of res-CDSAXS, calculations are performed within the Simple

Born Approximation (SBA) while the Distorted Wave Born Approximation (DWBA) is used

for GISAXS8,12,31–34 to compute Im from simulations and compare to experimentally recorded

data. The weak contributions from the brush (cyan domains in Fig. 1) to the scattering are

added with half the weight to account for the corresponding PMMA composition.

For res-CDSAXS analysis, we only fit the scattered intensity as a function of qz along

the peaks located at discrete values of qx = 2πn/84 nm−1 associated with the substrate

pattern periodicity. At these peaks, the contribution of the diffuse scattering (second term

in Eq. 1) is negligible and approximated with a constant background. For GISAXS the

intensity is recorded in arcs shown in Fig. 2, each of them corresponding to different incidence

angles (αi).
35–39 Along these arcs, both qx and qz vary continuously and simultaneously

according to relationships that are described in the literature.12,31 The range of GISAXS

incidence angles above the critical angle was selected on the basis of the following criteria:

first, incidence angles above the critical angle distribute the electric field more uniformly

throughout the polymer film. As the incidence angle approaches the critical angle, the
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scattering becomes increasingly surface sensitive and highly dependent on the topography

of the polymer-air surface. In our analysis, the internal morphology is more important to

our aims of understanding the polymer-polymer and polymer-template interactions than the

structure of the polymer-air surface. Second, higher incidence angles correspond to details

on a smaller scale in reciprocal space, and therefore provide the resolution necessary to

understand the finer features of the polymer morphology that are of interest to this study.

Model Fits

In this study, we considered five separate samples that differ solely in the underlying chemi-

cal guiding pattern geometry. Samples are labeled according to their ratio of guiding stripe

width to the natural polymer periodicity (i.e. W047 is a sample with W/L0 = 0.47) and

are all based on 3X density multiplication. An initial estimate of the pattern geometric

parameters was determined on the basis of SEM imaging. All model parameters were op-

timized using CMA-ES by directly comparing simulation predicted res-CDSAXS scattering

profiles to experimentally recorded res-CDSAXS spectra. Simulated GISAXS spectra were

calculated using these optimized model parameters. An example scattering comparison us-

ing optimized parameters for a sample (W093) with expected W/L0 = 0.93 is shown in Fig.

3b and 3d. The corresponding resulting morphology for this sample is shown in Fig. 4a.

The res-CDSAXS scattering profiles can be decomposed into two distinct categories: the five

high-intensity polymer Bragg peaks (second, fifth, eighth, eleventh, and fourteenth peaks),

which correspond to the natural spacing of the polymer, and the lower-intensity template

super-lattice Bragg peaks, which correspond to the pattern template spacing. The polymer

Bragg peaks largely account for the polymer morphology, and contain information about

polymer interface widths and interface fluctuations. The template super-lattice Bragg peaks

account for features that do not have the same periodicity as the polymer, such as template

geometry, or polymer-surface interactions. Additionally, the template super-lattice Bragg

peaks are more sensitive to the assumptions made in the model, such as the air-polymer
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interface being flat. The res-CDSAXS results from simulation and scattering are in good

agreement for all Bragg peaks, particularly when considering the small number of optimiza-

tion parameters. While slight discrepancies are apparent in the lower intensity super-lattice

Bragg peaks, the fitting is particularly satisfactory for the polymer Bragg peaks, which con-

tain more of the statistical and thermodynamic polymer information. Our simulations are

able to reproduce the experimental GISAXS spectra for incidence angles αi ranging from

0.48◦ to 1.31o with satisfactory accuracy. The comparison to experimental data becomes less

favorable at high exit angles (α > 1.31◦), where GISAXS is capable of probing structures

at higher resolutions than the model employed in our simulations (3.19 nm). Nevertheless,

the minimal number of optimization parameters and the physical description of the density

fields by simulations allows for an unparalleled self-consistent description of our scattering

profiles as evidenced by the extracted data.

The final set of simulation parameters for the five samples are shown under two different

optimization conditions in Fig. 3a. The first set (in red) corresponds to an optimization

in which each sample was treated independently. We found that optimizing the parame-

ters independently for each sample often led to different values for thermodynamic material

constants (such as χNSM) as some simulation parameters have a stronger effect on the re-

sulting intensity pattern than others. Therefore, the second set (in blue) is the result of

imposing thermodynamic material constants to be identical (adopted from the fits for sam-

ple W093) across all five samples and optimizing the geometric parameters independently.

The resulting predicted scattering spectra under these constraints remain in good agreement

to experimental data (W066, W073, and W114 are displayed in Supporting Figure 3). This

approach (holding the thermodynamic material properties constant across all samples) ex-

emplifies the level of self-consistency in sample characterization that can only be achieved

using established molecular simulation models.

For a narrower guiding stripe (W047) below half L0, one can appreciate that the PMMA

domains curve towards the sidewall of the guiding stripe, as the PS is tightly held by the
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Figure 3: Optimized simulation parameters and comparison of experimental and
simulated scattering spectra. a, Optimized thermodynamic and geometric parameters
for all samples. Red bars are results when parameters for all samples were optimized inde-
pendently. Blue bars are results when the thermodynamic interaction parameters were con-
strained to those of sample W093. b, res-CDSAXS spectra for a sample with W/L0 = 0.93.
Black circles are experimental data, while blue lines are predictions based on an indepen-
dent simulation fit. c, res-CDSAXS spectra for sample with W/L0 = 0.47. Red lines are
predictions based on an independent simulation fit, while blue lines are predictions when the
thermodynamic interaction parameters are constrained to match those of sample W093. d,
GISAXS spectra for sample with W/L0 = 0.93. GISAXS spectra was calculated using the
morphology from the independent res-CDSAXS fit.
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XPS. As WXPS increases, the width of the PS domain near the XPS-Top increases and the

PMMA domains begin to curve away from the guiding stripe. The PMMA curvature changes

again towards the guiding stripe for W114, where a single PMMA domain is centered over

the guiding stripe, similar to the 1.5 L0 guiding pattern.20

From Fig. 3, one can see that χNSM=25.8 (χNeff=17) describes the experimental data

from both scattering techniques. For PS-PMMA of molecular weight 21k-21k, this value

corresponds to an effective temperature of 38 ◦C,40 which supports that the structure of

the self-assembled morphology corresponds to an effective temperature that is much lower

than the annealing temperature. The XPS sidewalls appear to be strongly preferential to

PMMA (χNXS-S=29.6, χNXS-M=0). This latter feature represents a non-trivial observation

that arises naturally from our analysis, and that is also quantitatively consistent with recent

findings pertaining to the three-toned nature of the underlying patterns that may arise in

the LiNe process.19

Another interesting feature about the resulting morphologies in Fig. 4a is that they all

indicate that the brush is slightly preferential to PS. The brush used in sample preparation

consists of PS-r-PMMA with 51 % PS by volume fraction, a polymer that is expected to

exhibit an overall neutral interaction towards PS and PMMA.17 This result is counter-

intuitive; however, upon further investigation of the structure with STEM imaging, as shown

in Fig. 6, it can be confirmed that the PMMA blocks are broken by multiple discontinuous

PS sections near the interface between the polymer and brush. Williamson and coworkers

found similar discontinuous PMMA domains over the brush for similar chemical patterns.19

They attributed such effects to the formation of PS microbridges, which effectively reduce the

depth of the PMMA domain over the brush. As such, these breaks in the PMMA domains

occur due to a slight PS preference within our simulation model. We emphasize that each

morphology presented in Fig. 4a represents an average over the y-direction exactly as the

high intensity spots recorded in detector images shown in Fig. 2a, 2b collapse information

at inverse-space coordinates of qy ≈ 0. However, even for similar two-dimensional density
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Figure 4: Simulated morphologies and line edge roughness analysis. a, Final mor-
phologies fitted to scattering data from five separate samples. Individual scattering spectra
for each sample is provided in supporting information. b, Examination of structural fluctu-
ations in the film as a function of location over pattern. Error bars represent the standard
deviation of the center of the interface throughout the film. c, Standard deviation of inter-
face location as a function of film depth. This standard deviation value is a measure of line
edge roughness.

13



profiles, distinct positional fluctuations of the interfaces (termed commonly as line edge

roughness, LER) can be revealed through a detailed analysis of molecular simulation data.

W066
I1 I2 I3

Figure 5: Line edge roughness dependence on Flory Huggins χN parameter. In-
terface fluctuation predictions for sample W066. All curves are for the chemical pattern as
determined through SAXS fittings, but with the block copolymer χN varying. All three
unique interfaces are plotted separately for fluctuations near the top, middle, and bottom of
the film.

Interfaces and Line Edge Roughness

The statistical ensemble of density fields used to calculate the scattering profiles can also

be used to examine contributions to the average interfacial width describing the gradual

density changes across the PS-PMMA boundaries. Following past studies,10 the apparent

interfacial width from our scattering data (dictating to a large extent the intensity loss along

qx) is attributed to both a distribution of segments around the center of the interface as well

as positional fluctuations of a fictitious PS-PMMA sharp boundary. While res-CDSAXS or

GISAXS experiments can be used to determine roughness for systems with sharp interfaces,

they alone do not provide sufficient information to determine the individual contributions of

14



the diffuse interface and structural fluctuations to the scattering.13 However, by supplement-

ing our measurements with the results of the TICG model, which incorporates fluctuations

explicitly, the two contributors to the apparent interfacial width can be decoupled, and one

can examine how the magnitude of fluctuations is affected by the pattern and the rest of

the film. In particular, by examining the standard deviation of the center of the PS-PMMA

interface as a function of height, we can investigate the dependence of line edge roughness

(LER) on film depth and location over the chemical pattern. Fig. 4b presents two exam-

ple morphologies along with standard deviations of interface location as a function of film

height. Note, that while the average morphology between the two samples appears similar,

interfacial fluctuations, as a function of film depth shown in the graph in Fig. 4c present

significant differences. For sample W093, shown in Fig. 4b, there are three distinct types

of PS-PMMA interfaces relative to the location over the chemical pattern: the interface be-

tween the XPS top and sidewall (I1), between the XPS sidewall and brush (I2), and over the

center of the brush (I3). Due to the effects of the chemical pattern, the LER shows different

dependence on film depth for each of these interface types. The LER of all interface types

behaves similarly near the top of the film where the pattern effects are less pronounced. At

the bottom of the film, interfaces near the guiding stripe are anchored more strongly and

LER decreases, while interfaces over the brush have high LER near the bottom of the film

with a minimum LER in the middle of the film. These results underline the need to account

for non-uniform fluctuations throughout the polymer film in the analysis of experimental

data, a feature which has been largely overlooked in the past.

Beyond analysis of existing data, the TICG model, calibrated from SAXS profiles, was

used to investigate and predict the magnitude of interface fluctuations as a function of

material properties. Block copolymers with χN values between 20-50 were simulated on the

five substrate patterns. Figure 5 shows the results for these calculations for sample W066.

The trends in interface fluctuations were calculated as a function of χN for the three unique

interface types in the film (I1, I2, and I3) at different depths. The results show that the
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Figure 6: Comparison of STEM Tomography to simulated scattering derived mor-
phology. a, Three dimensional BCP morphology obtained by using CMA-ES optimized
pattern parameters for sample W093. Comparison of the STEM with the simulation predic-
tions at b, Top of the film, c, Close to the pattern (bottom) and d, average cross-sections.
In STEM, PS and PMMA domains are dark and light respectively, while they are red and
blue respectively in the simulations.

interface fluctuation behavior at the top of the film and the middle of the film is nearly

independent of location over the guiding pattern, and the dependence on χN is identical.

At the bottom of the film, however, fluctuation behavior depends heavily on the guiding

pattern. Interfaces that are located between the PS-preferential guiding stripe and PMMA-

preferential sidewall (I1) are anchored strongly in place, and have a weaker dependence

on χN . Those located over the brush (I2 and I3) are less strongly anchored and have

similar behavior to the interface near the top or middle of the film. The highest magnitude

fluctuation behavior appears to occur in regions with high curvature. For example, the

interface located over the guiding stripe in sample W114 (I1, shown in the Supporting

Information) has a weaker dependence on χN and greater fluctuations at high χN than

any other interface.
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Conclusion

A new characterization framework has been introduced by combining physics-based models

and different experimental scattering techniques capable of probing the complex, hierarchical

structures commonly found in ordered materials. For the particular example considered here,

namely that of a self-assembled polymer film on a nano-patterned substrate, it is not only

capable of characterizing the average morphology of the material, but it also furnishes ther-

modynamic information that is otherwise unavailable in a manner pertinent to a molecular

model. This thermodynamic information can serve to better clarify which of the numerous

process conditions must be adjusted to achieve a desirable, defect-free morphology. Our be-

lief is that such a method can advance our knowledge of these materials to the point where

significant progress can be made in applying them to large-scale industrial processes, and,

more generally, to wide classes of materials.

Further research will expand the proposed methodology to incorporate the full three-

dimensional scattering. Currently, our analysis only uses scattering along a single plane

(qx-qz where qy = 0), where all the qy information has been integrated over. While the

scattering from this plane is indispensable for describing the average structure in the x-z

plane (as shown in Fig. 4a) and standard deviations for LER (Fig. 4b and 4c), directly using

all three dimensions of the available scattering data, rather than just two, will allow us to

determine characteristic length-scales in the y-direction, such as correlation lengths for line

edge roughness. Fig. 6 compares an experimental image produced via STEM tomography

to its corresponding simulated image along the y-direction after fitting to SAXS data. By

incorporating out-of-plane scattering into the model, it will be possible to characterize the

full three-dimensional structure, thereby enhancing the capabilities of high-throughput X-ray

based metrology.
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Methods

Experimental Methods

Sample Description: DSA was performed using the 300 mm wafer processing line at IMEC

in Leuven, Belgium, following previously reported methods.18 An XPS layer of thickness 8

nm was coated onto the substrate and annealed for crosslinking. The XPS was patterned with

immersion lithography and O2 plasma into line and space patterns consisting of unexposed

XPS guide stripes and exposed background regions. The pitch of the guide stripes was 84

nm and the width WXPS was systematically varied between different samples. A random

copolymer brush was then coated on the pattern and annealed. The brush was mainly

grafted to the background region to a thickness of 7 nm and the excess material was then

thoroughly rinsed off. A 35 nm thick film of lamellar forming PS-b-PMMA (L0 = 28 nm)

was spin coated onto the chemically patterned substrates and then annealed at 250oC for

5 minutes under N2 to self-assemble. WXPS for all samples was measured by SEM imaging

before resist removal and the average θXPS for samples with similar geometry was measured

via GISAXS.19 The summary of the geometry measurements is given in Supporting Table 1.

STEM Tomography: The three dimensional structure of DSA films was characterized

using scanning transmission electron microscopy (STEM) tomography. To enhance the con-

trast between the blocks, selective growth of Al2O3 in the PMMA domains was used to stain

the PMMA domains.41–43 Thus, bright domains in STEM images correspond to PMMA

domains stained with Al2O3, while dark domains correspond to PS domains. A series of

51 STEM images (with 30 second acquisition time per image) were acquired at tilt angles

ranging from −68◦ to 68◦, followed by alignment and reconstruction to obtain reconstructed

volume of the DSA film, with dimensions of 0.5 µm × 0.5 µm × 0.01 µm (x,y,z).

GISAXS: GISAXS experiments were performed at Sector 8-ID-E in the Advanced

Photon Source at Argonne National Laboratory,44 following the procedure described else-

where.12,13 Each sample, originally prepared on a 300 mm wafer, was cleaved into an ap-
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proximately 7.5 mm by 5 mm (x versus y) size piece fully covered by the DSA sample. The

samples were measured under vacuum with an incident X-ray beam of 7.35 keV (λ=0.1687

nm). The X-ray beam was 20 µm in height and 200 µm in width. The samples were carefully

aligned for azimuthal rotation angle, defined as the angle between incident X-ray beam and

the direction of X-PS guide stripes, to be zero. Scattering images at different incident angles

ranging from 0.46◦ to 2.3◦ were collected. The sample-to-detector distance (SDD) was set

as 2157 mm for incident angles above 1.4◦ and 1304 mm for incident angles below 1.4◦. A

fresh area was exposed to the X-ray for each incident angle. Each GISAXS pattern was the

result of summing 90 and 300 images of 1 second exposure scans for data collected at longer

and shorter SDD, respectively. In order to minimize the radiation damage on BCP samples,

the samples were exposed to the beam for 1 second at every 4 seconds. Before analysis of

GISAXS data, the incident angles were calibrated based on SDD, the position of the direct

beam, and the specular point shown in the GISAXS patterns at αi = αf and 2θf = 0.

res-CDSAXS: res-CDSAXS using soft X-ray characterization in transmission geometry

required the BCP film to be placed on thin membrane substrates. A back etch method

was employed to fabricate the membrane in-situ after DSA.45 Before DSA, SiNx layers were

deposited onto both sides of the substrate. DSA was then performed on the front side of the

wafer. After DSA, the wafer was segmented into coupons and a rectangular area of nitride

on the back side was removed using mechanical scribing. The coupon was then placed in

a holder that sealed off and protected the polymer side while exposing only the back-side

nitride pattern. The setup was immersed in potassium hydroxide solution to completely

etch the exposed Si until reaching the nitride layer on the front side. The resulting nitride

membrane had a thickness of 13 nm and a size of 0.9 mm 2.2 mm to allow ±70◦ of maximum

tilt angle.

The soft X-ray res-CDSAXS experiments were performed at beamline 11.0.1.2 at the

Advanced Light Source in Berkeley, using the procedure developed by Kline and co-workers.9

The scattering vector was first calibrated with a grating sample of known pitch. The sample
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chamber was kept under high vacuum (< 10-5 Pa) and the X-ray energy was set to 282

eV near the carbon absorption edge to enhance the contrast between PS and PMMA while

avoiding extensive beam damage. The beam was circular and the spot size was approximately

300 µm. The membrane sample was measured in transmission geometry and rotated from

-70◦ to 60◦ with increments of 1◦. The axis of rotation was parallel to the DSA line patterns.

Collection time varied from 0.1 to 60 s depending on the rotation angles to maximize the

signal-to-noise ratio.

Computer Simulations

The TICG model used in this study has been described extensively in the literature.21

Here we include only the details necessary to simulate our system of interest: a three-tone

chemical pattern. The system Hamiltonian can be broken into two terms: the bonded energy

describing short range interactions along the polymer backbone and the non-bonded energy

describing long-range intermolecular interactions. The bonded energy is shown in Eq.2.

Hb

kBT
=

3

2b2

n∑
J=1

N−1∑
K=1

(rJK+1 − rJK)2, (2)

where rJK is the position of the Kth segment of chain J .

The non-bonded contribution to the Hamiltonian is modified to include substrate interac-

tion effects, unlike previous work .17,21,22 The local densities of PS and PMMA are denoted

by φS(r) and φ0M(r) respectively. The chemical pattern is modeled by three additional

components, φXT (r), φXS(r) and φB(r) representing the density of XPS-Top, XPS-Sidewall

and brush respectively. Unlike the copolymer which is evolved during the simulation, these

materials are modeled as constant fields constrained within the substrate geometry. The

contribution to the inter-molecular, or non-bonded, interactions (Hnb) of the aforementioned
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species is given by:

Hnb

kBT
=

√
N̄

R3
e

∫
V

dr(
∑
α,β

χNαβφα(r)φβ(r) +
κN

2
(1−

∑
α

φα(r))2), (3)

where α, β any of PS, PMMA, XPS-Top, XPS-Sidewall, Brush. The sum
∑

α,β, represents all

the possible unique permutations of α and β such that χNαβ 6= 0.
√
N̄ is the interdigitation

number, a measure of the number of polymer chains each chain interacts with. All polymer-

polymer and polymer-substrate interactions are described by a Flory-like parameter.

The interaction of XPS-Top with PS and PMMA is treated the same as PS with PS and

PS with PMMA (χNSM), respectively. Additionally, the substrate interaction differences

between PS and PMMA, χNXS−S − χNXS−M and χNB−M − χNB−S, better describe the

polymer-substrate interactions than the absolute values of χNXS−S, χNXS−M , χNB−M and

χNB−S. Hence, we set χNXS−M = χNB−S = 0. These interaction parameters are shown in

Supporting Table 2.

Simulations were equilibrated using
√
N̄=83, Re = 17.75 nm, χNSM=22 and κN=23.

These correspond to a PS-PMMA copolymer with a molecular weight of 22K-22K g/mol

and a natural periodicity of 28nm when annealed at 250◦C.

Scattering Calculations

The scattering intensity from a general DSA film with scattering density ρ(r) can be calcu-

lated as

I(q) = |ρ̂(q)|2 (4)

where ρ̂(q) is the complex scattering amplitude. For res-CDSAXS experiments, the simple

Born Approximation is sufficient, and ρ̂(q) can be calculated directly as the Fourier transform

of ρ(r):

ρ̂(q) = F [ρ] (5)
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In GISAXS experiments, ρ̂(q) must be calculated within the Distorted Wave Born Approxi-

mation (DWBA) to account for multiple scattering effects and refraction within the polymer

film:8,13

ρ̂(q) =ρ̂(qx, qy, k
i
z, k

f
z )

=T (αi)T (αf )F [ρ](qx, qy, k
f
z − kiz)

+R(αi)T (αf )F [ρ](qx, qy, k
f
z + kiz)

+ T (αi)R(αf )F [ρ](qx, qy,−kfz − kiz)

+R(αi)R(αf )F [ρ](qx, qy,−kfz + kiz)

(6)

where αi and αf are the incident and exit angles, and T and R are the Fresnel transmittance

and reflectance. These four terms account for single scattering and three types of multiple

scattering effects. We implement both the Simple Born Approximation and Distorted Wave

Born Approximation calculations by treating the scattering density as a sum over a collection

of shapes

ρ̂(q) =
∑
J

FJ(q)exp(iq · r) (7)

where Fj is the scattering amplitude of shape J if it were centered at the origin. The phase

shift accounts for the displacement from the origin. The scattering intensity can then be

calculated as

I(q) =
∑
J

∑
K

FJ(q)F ∗K(q)exp(iq ·∆r) (8)

where ∗ denotes the complex conjugate, and ∆r is the separation between shape J and

K. We assume that each shape comes from a distribution with a well-defined mean. The

scattering amplitude for shape J can be rewritten as FJ = 〈F 〉 + δFJ , where δFJ denotes

the deviation of the scattering amplitude for shape J away from the average. The intensity
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is then

I(q) = |〈F (q)〉|2S(q) +
∑
J

∑
K

δFJδF
∗
Kexp(iq ·∆r)

= Im(q) + Id(q)

(9)

where

S(q) =
∑
J

∑
K

exp(iq ·∆r) (10)

Im(q) and Id(q) are the mean scattering located at the Bragg peaks and the diffuse scattering,

respectively.

The structure factor, S(q) is approximated as a series of Gaussian peaks located at

qx = 2πn/P where P is the pattern pitch. The height and width of these Gaussian peaks

(A1 and A2, respectively) are fit parametrically from the experimental data.

S(q) = A1

∞∑
n=−∞

exp

[
−
(
qx − 2πn

P

)2

2A2
2

]
(11)

Additionally, the diffuse scattering, Id, is fit parametrically prior to running simulations to

extract an appropriate background baseline to be added to Im when comparing to experi-

mental data. It is fit to a curve of the form

Id =
B0

1 + (B1qx)B2
+B3 (12)

The mean scattering, Im, is what is investigated using simulations. A further simplification

is made to the equation by segmenting the system in the y direction into pieces of length λ

that are small enough to be approximately constant.46 In this case, the scattering amplitude

is then

F (q) =
∑
m

λF2D(qx, qz)sinc(0.5λqy)exp(iqy∆ym) (13)

where F2D is the form factor of the 2D projection of each shape onto the xz plane. In our
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experiments, we focus specifically on the plane where qy = 0. Since we only consider data in

this plane, Equation 13 can be further simplified to

|〈F (q)〉|2 = n2λ2|〈F2D(qx, qz)〉|2 (14)

The 2D form factor, F2D is calculated from simulations in a series of steps designed to

eliminate gridding artifacts. First, the polymer density field over a small length in the y

direction projected onto the xz plane, providing a 2D density field, and segmented into

a binary representation of PS and PMMA domains using φA = φB as a boundary. An

illustration for how these domains are defined is given in Supporting Fig. 1. The 2D

projection and binary representation effectively decouples the domain shape and the diffuse

interface. The Fourier transform of the shapes can be calculated analytically,30,47 while the

diffuse interface is accounted for through multiplication by a smoothing function H(qx, qz).

As a first approximation we chose to employ two independent functions along each direction

described by H(q,∆a) = (πq∆a/4)csch(πq∆a).
10 Therefore

F2D(qx, qz) = Fpoly(qx, qz)Hx(qx,∆a,x)Hz(qz,∆a,z) (15)

The Monte Carlo simulation samples from the equilibrium ensemble, so the average form

factor, 〈F2D(q)〉 is calculated by averaging F2D(qx, qz) throughout the simulation to capture

the appropriate structural fluctuations and variations that would be seen throughout a DSA

film.

The calculated scattering is then compared to the experimental data. A fitness function

for judging the closeness of the comparison is defined as

f =
∑

data points

(log(Iexp)− log(Isim))2 (16)

The logarithm of the intensity was selected to capture all features of the intensity profile
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across six orders of magnitude. This fitness function is used within the Covariance Matrix

Adaptation Evolution Strategy (CMA-ES)20 to optimize the simulation input parameters

until a suitable morphology has been reached.

One advantage of this type of analysis is that line edge roughness (LER) and line width

roughness (LWR) can be calculated concurrently with the form factors.

Line Edge Roughness Calculations

As was stated in the previous section, the scattering is calculated by averaging the form factor

of an ensemble of instantaneous morphologies during the Monte Carlo simulation. Each

instantaneous density profile can be considered as a randomly selected 2D cross section from

a unit cell. Statistical information about the interface location can be found from sampling

sufficiently from these cross sections. In particular, measurements of the line edge roughness

(LER) and line width roughness (LWR) along the lamella can be calculated. The LER and

LWR reported in the main body of the paper were calculated from isocontours extracted

from the simulations. The contour lines represented the center of the PS-PMMA interface.

Calculations were performed on these isocontour lines at all film depths to determine the

standard deviation in interface location and domain width, providing σ for LER and LWR,

respectively as both a function of location over the pattern (x) and film depth (z).

Predictive interface fluctuation calculations for the samples not presented in the main

text are shown in Supporting Fig. 2. These results were calculated using the same process

as outlined above.
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