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Automated Planning for Robotic Cleaning Using
Multiple Setups and Oscillatory Tool Motions

Ariyan M. Kabir, Krishnanand N. Kaipa, Jeremy Marvel, and Satyandra K. Gupta

Abstract— This paper presents planning algorithms for robotic
cleaning of stains on nonplanar surfaces. Access to different
portions of the stain may require frequent repositioning and
reorienting of the object. Some portions with prominent stain
may require multiple passes to remove the stain completely. Two
robotic arms have been used in the experiments. The object is
immobilized with one arm and the cleaning tool is manipulated
with the other. The algorithm generates a sequence of reorien-
tation and repositioning moves required to clean the part after
analyzing the stain. The plan is generated by accounting for the
kinematic constraints of the robot. Our algorithm uses a depth-
first branch-and-bound search to generate setup plans. Cleaning
trajectories are generated and optimal cleaning parameters are
selected by the algorithm. We have validated our approach
through numerical simulations and robotic cleaning experiments
with two KUKA robots.

Note to Practitioners—We encounter nonrepetitive cleaning
tasks everyday in both industrial and household environments.
Variations in stain pattern, geometry, and material of the object
make it difficult to manually program robots for such tasks.
In this paper, we present planning algorithms to automate
the cleaning task using robots. The practical impact of our
approach is evidenced by the actual robot results involving
realistic examples like cleaning of hard paint stains on curved
surfaces and rust on metal surfaces. Practitioners from industry
can use the methods presented in this paper to develop auto-
mated robotic systems for nonrepetitive tasks like cleaning and
polishing. Our approach caters to the primary requirements of
these applications like multiple setups, multiple passes within
each setup, and determination of optimal motion parameters like
velocity, force, and oscillation frequency of the cleaning tool.
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I. INTRODUCTION

MANY applications like manufacturing, maintenance,
service, construction, food processing, and health care

involve the common task of cleaning tools and parts. Different
cleaning modes may be used, depending on the nature of
the cleaning task. Cleaning fluid is utilized, in some cases,
to separate foreign particles on the surface by force or to
dissolve them. Kitchen utensils and clothing are cleaned using
this mode. There are many other cleaning tasks that require
mechanical scrubbing with an oscillatory moving cleaning
tool. Abrasive particles are usually embedded in the surface
of the cleaning tool. Removal of foreign particles involves
mechanical erosion in this mode. This paper deals with robotic
cleaning with abrasive actions.

Consider a remanufacturing application where the task is to
remove rust from a nonplanar surface. The task needs to be
handled differently based on factors like patterns of rust, prop-
erties of the metal surface, and geometry of the part. Therefore,
this is a representative example of nonrepetitive tasks. Typi-
cally, this task is performed by humans and is very tedious
in nature. If robots can perform this task automatically, then
human workers can allocate their time to other tasks where
their skills are more needed. A bimanual robotic setup can be
useful to reduce the use of fixtures for different parts. One
manipulator can be used to immobilize the part and the other
can perform the operation. However, it is challenging to auto-
mate this seemingly simple task due to the following reasons.

1) It may be difficult to clean the entire stain from one
posture. Often, the part must be moved and regrasped
to ensure access to the entire part surface.

2) Cleaning progress must be constantly monitored and the
plan modified, if needed, to ensure efficient cleaning.
This requires a sensor-based feedback loop.

3) Cleaning with mechanical action requires application of
force. Often, the parts being cleaned cannot withstand
arbitrarily large forces. This requires that the applied
force be monitored and controlled to ensure that the part
being cleaned is not physically damaged.

4) Cleaning time is considered as a nonvalue-added
time in manufacturing applications. Hence, it needs
to be minimized by carefully selecting cleaning
parameters.

5) Cleaning complex geometries require complex motions.
Past generation industrial robots were not equipped to

automatically perform nonrepetitive tasks like cleaning.
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Fig. 1. Robotic setup built with two KUKA robots and Microsoft Kinect.
(a) Kinect. (b) Holding robot arm. (c) Cleaning robot arm.

Robotic cleaning has become feasible with recent technologi-
cal advances. Bimanual robotic setups can be used to immo-
bilize the object to be cleaned with one arm and manipulate
the cleaning tool with the other arm. This enables frequent
part reorientation without requiring part-specific fixtures, and
hence, offers flexibility while performing tasks dealing with a
wide variety of geometries. High-resolution torque/force sen-
sors, with support for impedance control, are being integrated
into some current robots. These features ensure safe robotic
cleaning without causing physical damage to the part.

In this paper, we describe planning algorithms to remove
stains from nonplanar objects. Some stain regions may require
multiple cleaning passes and the object may need to be repo-
sitioned and/or reoriented multiple times. The stain intensity
determines the number of required cleaning passes. We used
a cleaning tool with an abrasive surface. The experimental
setup involves two robot arms. The first arm immobilizes
the object. The second arm moves the cleaning tool. Fig. 1
shows the experimental setup used to implement the results of
the planning algorithm. The algorithm analyzes the stain and
determines the sequence of poses (positions and orientations)
needed to clean the part based on the kinematic constraints of
the robot arm. Each pose is referred to as a cleaning setup in
this paper. Our algorithm generates multipass trajectories for
the cleaning tool to follow. Cleaning performance is further
optimized through selection of optimal cleaning parameters by
our algorithm. The algorithm is capable of refining the plan
by observing the cleaning performance.

In our previous work [1], we presented a preliminary
approach and studied its feasibility to address the problem
of robotic cleaning. This paper builds on our previous work
with the following new contributions:

1) improved heuristics based on probabilistic estimation to
optimize computation time;

2) analysis of gradient descent approach to improve candi-
date samples;

3) analysis of different bounds on future cost and their
impact on convergence rate and optimality.

In this paper, we propose planning algorithms for robotic
cleaning by changing the object’s pose based on robot’s
reachability constraints. Our focus is on problems involving
hard stains that typically require multiple passes of mechanical
scrubbing over the same surface area and setup change for
complete coverage.

II. RELATED WORK

The research community is showing a growing interest
in robotic cleaning in recent years. Previous works have
approached the problem using perception [2], control [3]–[6],
coverage path planning [7], and learning [8]–[10]. Both mobile
robots [2] and robot manipulators [3]–[5], [7]–[10] have been
utilized in different modes of cleaning. Variation in stain
type, geometry of object, surface material, and environmental
constraints have led to different approaches. Mobile robots
have been used to vacuum dirt like clips, sticks, and paper-
balls lying on floors. Robot manipulators have been deployed
to clean particles/seeds, talc powder, dry erase marker ink,
powdered candy mixed with food color, etc., from flat and
curved surfaces. We are interested in cleaning hard stains on
curved surfaces that require mechanical scrubbing by robot
manipulators. Therefore, we confine our review of prior work
to this topic.

Coverage path planning to clean curved surfaces has been
addressed by Hess et al. [7] using a robot manipulator. They
considered different inverse kinematics solutions as graph
nodes and grouped the nodes in clusters. They formulated the
problem as a generalized traveling salesman problem where
the arm needs to visit at least one node in each cluster.
They achieved lower completion time and manipulation effort
compared to Euclidean coverage algorithms. However, their
work concentrated on area coverage and did not consider
evaluating cleaning performance.

Sato et al. [3] worked on cleaning dry erase marker
ink from a white board using a robot manipulator. They
developed a trajectory and force tracking controller. Planning
for high-level manipulation actions has been presented by
Martinez et al. [11] where they approached the problem of
cleaning dry erase marker on white board and particles/seeds
on a flat surface. They used a perception feedback loop to
replan actions based on change in dirt distribution. They also
presented a learning method to adapt the system with different
tool grasp, robot, and surfaces. Equilibrium point control has
been used by King et al. [4] to introduce wiping motions
with relatively low force (<3 N) by a robot for a bed bathing
application in hospital environments. Powdered candy mixed
with food color was used to create stains on a human body
in their experiments. The stain was detected by analyzing the
hue content with image processing. Imitation learning based on
dynamic Bayesian network was used by Eppner et al. [9] to
develop a two-layer framework that models a human through
vision and then uses force profiling to wipe a kitchen table.
Dynamic motion primitives was used by Nemec and Ude [10]
to wipe a table. In our earlier works [12]–[14], we used
semi-supervised learning approaches to learn optimal opera-
tion parameters for robotic cleaning.
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Efforts on painting, grinding, and polishing are related to
robotic cleaning of curved surfaces. Grinding and polishing
tasks have considered automated tool path planning on curved
surfaces. Ng et al. [15] developed a framework to bridge
the knowledge transfer gap of the manual operator’s skills
to a robot program by capturing contact force and tool path
with a sensorizedž handheld belt grinder. Zhao et al. [16]
used a parallel plane slicing method to plan trajectories for
robotic blade grinding. Wang et al. [17] compared different
path patterns for robot-assisted grinding. There have been
studies on tool path planning for automotive body painting
tasks. Sheng et al. [18] developed a method for spray painting
complicated, multipatch, sheet-metal surfaces. They partition
the surface into feasible patches and generate tool paths
to optimize performance. Conner et al. [19] considered the
effects of surface curvature and deposition pattern to automate
tool trajectory generation. Force models for shaving and face
wiping have been presented by Hawkins et al. [20].

Position and force control methods have been developed
by Nagata et al. [5] for polishing molds with curved surface.
Liu et al. [21] used a supervised learning method to learn
human welder intelligence for polishing tasks.

III. PROBLEM FORMULATION

We have adapted the problem formulation that we intro-
duced in our earlier work [1]. We define the task for the robot
as cleaning stains on an arbitrary curved surface � ∈ R

3. Let
� ∈ R

6 = {x, y, z, α, β, γ } represent a general pose where
(x, y, z) and (α, β, γ ) represent the position and orientation,
respectively, in 3-D. Let �(�) represent the target surface
oriented in an arbitrary pose �. We approximate the stain
on the surface as a set of small discrete stain patches P =
{pi : i = 1, 2, . . . , n}. Each patch pi is a small planar triangle
with an area ai ≤ am , where am is the surface area of the tip
of the cleaning tool. Fig. 2(a) demonstrates an example of a
surface after triangulation. The red region represents P .

We assume that the stain intensity is not uniform across the
surface and that a single pass may not be able to clean the
entire stain region completely. Let Ni represent the number of
cleaning passes required to remove the stain from patch pi .
The number of passes is determined by image processing
explained in Section VII. We restrict the robot’s motion such
that its tool axis aligns to the surface normal and the sweeping
motions are orthogonal to the surface normal. The robot may
fail to satisfy these conditions for some segments of P , for
some �(�). For each �(�), we can test how many patches can
be reached by the robot by solving its inverse kinematics. This
reachability problem can be solved by changing �(�) in steps
such that all the subsets of the target surface fall in the robot’s
reachability space at least once. Therefore, we formulate our
cleaning problem as a multisetup, multipass, cleaning task with
setup planning for the target surface and trajectory planning
for the cleaning robot.

We define a set of candidate setups S = {s j ; j =
1, 2, . . . ,m}, where s j = {pi

j : i = 1, 2, . . . , k} ⊆ P , k ≤ n
and the conditions on robot motion is satisfied ∀pi

j ∈ s j . Fig.
2(b) and (c) demonstrates two candidate setups to clean P .

Fig. 2. (a) Representation of an initial setup, i.e., the object’s coordinate frame
aligned with world coordinate frame. (wx , wy, wz) and (bx , by , bz) represent
the world coordinate frame and the bowl’s coordinate frame, respectively. The
red region (P) is the target region to clean. (b) and (c) Two sample candidate
setups. The setup configurations (b) and (c) are achieved by applying +90°
and −90° rotation about wz axis to the initial setup.

Each setup s j corresponds to a distinct pose �(� j ). The
maximum number of passes to cover s j is given by Nmax

j =
max

|s j |
i=1 Ni

j , where Ni
j is the number of passes to clean pi

j . Let
t i

j be the time required for the i th cleaning pass for setup s j .

Let, t j be the time to clean setup s j , i.e., time to complete

Nmax
j cleaning passes for setup s j . Then, t j =∑Nmax

j
i=1 t i

j .

Let, ts
j be the setup time, defined as the time to change the

pose of the object from setup s j to setup s j+1. Let, ai
j be

the surface area of the patch pi
j in setup s j . We define the

cleaning rate for setup s j as R j = (
∑|s j |

i=1 ai
j )/(t j + ts

j ).
We can generate different ordered setup sequences by

permuting si ∈ S. We define a valid setup plan S =
(s1, s2, . . . , sq), where q ≤ |S|, as an ordered sequence of
setups that cleans the entire region. The path planner generates
a trajectory τ j for each s j ∈ S. The trajectory τ j comprises
Nmax

j cleaning passes. The robot may need to reposition the
tool to cover the disjointed patches in a setup. Both the
cleaning motions and the repositioning motions are captured
by τ j . The sampling based method for generating S and the
algorithm to find setup sequence solutions are described in
Sections IV and V-A, respectively. Our method to generate
trajectories is described in Section VI. The method to select
optimal operation parameters (e.g., tool speed, applied force)
is described in Section VIII.

For each setup, s j , there is an execution time te(τ j ) =
tc(τ j ) + tr (τ j ), where tc(τ j ) = t j is the cleaning time when
the tool is in contact with P , while following τ j and tr (τ j ) is
the repositioning time when the cleaning robot moves between
disjoint patches. We define the total cleaning time for a valid
setup plan S as

T(S) =
|S|∑

j=1

(te(τ j )+ ts
j ). (1)

The problem is formally stated as follows: Find a setup plan
S
∗ = (s∗1 , s∗2 , . . . , s∗k ), k ≤ |S|, where s∗1 , s∗2 , . . . , s∗k ∈ S, such

that P is completely clean and T(S∗) is minimized.

IV. GENERATING CANDIDATE SETUPS

A sampling based approach is used to generate the initial set
of candidate setups. For each candidate setup si , we determine
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the number of stain patches that the robot can reach in the
desired orientation. This is achieved by solving the inverse
kinematics of the manipulator for all the vertices of each patch
pi ∈ P . We consider a stain patch to be reachable when all
three vertices of that patch are reachable by the robot. We then
assign that patch to the candidate setup si under consideration.
While triangulating the surface we pose the constraint that
surface area of the patch needs to be smaller than the surface
area of the cleaning tool tip.

Our sampling starts with a coarse resolution over a wide
range of configuration space parameters. We find a narrower
feasible sampling range by eliminating setups that do not cover
any patch. We experimented with the following three sampling
approaches in the narrower sampling range of configuration
parameters: 1) fine resolution uniform sampling; (2) hierarchi-
cal uniform sampling with gradient descent; and (3) random
sampling with gradient descent. These sampling approaches
are described in Sections IV-A1–IV-A3, respectively. The
notion of nondominated setups has been used to describe these
approaches. We consider a setup s to be dominated if there
exists another setup s′ that contains all the patches covered by
s.

A. Sampling Approaches

1) Fine Resolution Uniform Sampling:
i Initialize an empty set ψ of setups.

ii Set a fine resolution for each axis of the configuration
space to perform uniform sampling over the narrower
sampling range of configuration parameters.

iii Generate setup samples using the resolution from Step
i i and add them to ψ .

iv Eliminate all dominated setups in ψ .
v Send nondominated setups as input to setup planner.

2) Hierarchical Uniform Sampling With
Gradient Descent:

i Initialize an empty set ψ of setups.
ii Set a coarse resolution for each axis of the configuration

space to perform uniform sampling over the narrower
sampling range of configuration parameters.

iii Generate samples of setups using above resolution.
iv Pick setups in the generated set which do not belong to
ψ and refine them by using gradient descent over the
configuration parameters to optimize the area covered
by each setup. Add the refined setups to ψ .

v Eliminate all dominated setups in ψ .
vi If the nondominated setups in ψ do not cover all pi ∈ P ,

then refine sampling resolution and go to Step (iii).
vii If the nondominated setups cover all the patches in P ,

then send them as input to the setup planner.
3) Random Sampling:

i Initialize an empty set ψ of setups.
ii Generate a random setup sample from the narrower

sampling range of configuration parameters.
iii Refine this setup by using gradient descent to optimize

the area covered by this setup.
iv If refined setup does not belong to ψ , then add it to ψ .
v Repeat steps ii–iv until setups in ψ cover all pi ∈ P .

TABLE I

GRADIENT DESCENT VARIANTS EXPLORED TO IMPROVE AREA COVERED
BY A SETUP. SCORING METHODS: TYPE I—CONSERVATIVE;
TYPE II—TWO ROUNDS (ROUND 1 IS CONSERVATIVE AND

ROUND 2 IS ABSOLUTE)

vi Eliminate all dominated configurations in ψ .
vii Send nondominated setups in ψ as input to the planner.

B. Scoring Scheme for Gradient Descent to
Improve Area Coverage

We use gradient descent in the configuration space to
optimize the area covered by a setup. Let P1 ∈ P be the
set of patches that were reachable by the robot for a starting
configuration. We define |P1| as the score for the starting
configuration. Suppose one step was taken by gradient descent
and it is at a new setup configuration. Let P2 ∈ P be the
set of patches that are reachable by the robot for this new
configuration. We use two score evaluation schemes:

Conservative Scoring: In this scheme, we enforce a con-
straint to ensure that the improved configuration is able to
cover all the patches that were present in the starting con-
figuration. Therefore, if P1 ⊆ P2, then the score of the new
configuration is |P2|. Else, it is |P1 ∩ P2|.

Absolute Scoring: We do not enforce any constraint. The
score for the new configuration is evaluated as |P2|.

We explore different gradient descent vairants by perform-
ing the search over the entire configuration space, over the
subspaces by batch covering the entire configuration space,
with conservative scoring scheme, and with both conservative
and absolute scoring schemes (refer to Table I).

V. SETUP PLANNING

The sampling based method described in Section IV leads
to a set of refined setups. The setup planner finds a setup plan
from this set of candidate setups S.

A. Setup Planner

Our algorithm uses a depth-first branch-and-bound
(DFBnB) search with computational time bound Tmax to
generate setup plans. DFBnB [22] is an efficient search
algorithm. We have adopted this algorithm to solve our setup
planning problem. Let si

j ∈ S represent a setup, where j is
the node index in the i th solution (not necessarily a sequence
of setups that completes cleaning the part). Therefore, the
i th solution is given by S

i = (si
1, si

2, . . . , si
k), k ≤ |S|.

The planner implementation consists of the main routine
FindSetupPlan(P,S) (Algorithm 1) that calls the routine
AddSetUp(Pr ,Su,Scurr) (Algorithm 2). Cleaning rate is
used as a branch-guiding heuristic. At the first instance of a
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Algorithm 1: FindSetupPlan (P,S)
1: Initialize S

∗ = ∅
2: Initialize T

∗ = ∞
3: Call AddSetUp (P,S,∅)
4: Return S

∗

Algorithm 2: AddSetUp(Pr ,Su,Scurr)

1: If computation time exceeds Tmax then abort search.
2: If Pr = ∅ and T(Scurr) > T

∗ then Return
3: If Pr = ∅ and T(Scurr) ≤ T

∗, then
update S

∗ = Scurr, T
∗ = T(Scurr) and Return

4: If T(Scurr) + T
lb(Pr ) ≥ T

∗, then Return
5: Otherwise,

If ∃p ∈ Pr associated with only one s ∈ Su , then
Find P(s) by patches that are present in s
Call AddSetUp (Pr−P(s), Su−s, Scurr

⋃
s)

Otherwise,
Sort Su by highest to lowest cleaning rate.
For every s in Su in decreasing order of
cleaning rate

Find P(s) by patches that are present in s
Call AddSetUp (Pr−P(s),Su−s,Scurr

⋃
s)

call to Algorithm 2, we compute the cleaning rate (defined
in Section III) for all the setups and select the setup s0

1 ∈ S,
which has the maximum cleaning rate. This results in the
remaining stain area Pr = P−{pi ∈ s0

1 } to be covered and
the set of un-used setups Su = S−s0

1 . Then, in the second
instance, we recompute the cleaning rate for all setups in Su ,
and select the setup s0

2 ∈ Su , which has the maximum
cleaning rate. This cycle repeats by making recursive calls to
Algorithm 2 to find other setups s0

j , one at a time, until all the
stain area is covered (Pr = ∅). Once the initial solution S

0 is
found, we set the best solution S

∗ = S
0 and the cleaning time

for the best solution T
∗ = T(S0), which is the sum of the

setup and execution times for all the setups in the solution
sequence. Then, we keep branching to find better solutions
until Tmax is exceeded.

We use the following branch-pruning heuristic for faster
convergence. Let Scurr represent the set of setups in the current
partial solution. We consider T(Scurr) as the cost of the current
partial solution. Next, a lower bound on future cost is defined
as the lower bound on the execution and setup time for the
remaining stain region Pr

T
lb(Pr ) = min

j
(ts

j + te(τ j )) (2)

where si
j ∈ S−Scurr. If T(Scurr) + T

lb(Pr ) ≥ T
∗, then we

prune that branch from the search tree since it is suboptimal.

B. Setup Planner Using Initial Estimate on Setup Size

In Section III, we defined setup time as the time taken
to change setups. Note that no cleaning happens during this
time. Therefore, a solution with a large number of setups will
lead to low cleaning rate. This implies that the initial solution

Algorithm 3: FindSetupPlan (P,S)
1: Initialize S

∗ = ∅
2: Initialize T

∗ = ∞
3: IESS ← InitialEstimateOfSetupSize(P,S)
4: Call AddSetUp (P,S,∅)
5: Return S

∗

Algorithm 4: AddSetUp(Pr ,Su,Scurr)

1: If computation time exceeds Tmax then abort search.
2: If |Scurr| > IESS then Return
3: If Pr = ∅ and T(Scurr) > T

∗ then Return
4: If Pr = ∅ and T(Scurr) ≤ T

∗, then
update S

∗ = Scurr, T
∗ = T(Scurr) and Return

5: If T(Scurr) + T
b(Pr ) + Tdecay ≥ T

∗, then Return
6: Otherwise, If ∃p ∈ Pr associated with only one

s ∈ Su , then
Find P(s) by patches that are present in s
Call AddSetUp (Pr−P(s), Su−s, Scurr

⋃
s)

Otherwise,
Sort Su by highest to lowest cleaning rate.
For every s in Su in decreasing order of
cleaning rate

Find P(s) by patches that are present in s
Call AddSetUp (Pr−P(s),Su−s,Scurr

⋃
s)

produced by the setup planner may be suboptimal. The number
of setups in the optimal solution may be much lower than that
in the initial solution. Since the algorithm considers the total
time of this suboptimal solution as an initial bound and keep
updating when a better solution is found, it will take a long
time to converge. However, the convergence will be faster if
we could use a better initial bound. If we can estimate the
setup size in the optimal solution (i.e., the number of setups
in the optimal solution or the size of the minimum set cover)1

before running the AddSetUp algorithm, then we could use it
as a branch-pruning heuristic to converge faster towards the
optimal solution.

For this purpose, we modified Algorithms 1 and 2
as Algorithms 3 and 4, respectively. Algorithm 3 calls
InitialEstimateOfSetupSize(P,S) (Algorithm 5) in step 3,
which gives us an initial estimate of the setup size (IESS)
of the optimal solution. step 2 of Algorithm 4 prunes the
branches in the search tree when the solution size exceeds the
initial estimate (IESS). Therefore, it makes the search converge
faster towards the solution compared to Algorithm 2.

Algorithms 2 and 4 are depth-first branch-and-bound search
algorithms. They are constructed in a recursive manner. Their
computational complexity is exponential in time with order
of |S|, where S is the set of candidate setups. The expo-
nent is the number of nodes in the first solution branch.
In Algorithm 5, Nrepeat is the number of times the random
sampling process is repeated. Algorithm 5 is constructed as
two nested loops. The outer loop runs Nrepeat times. The inner
loop picks one setup from the set of candidate setups (S) in

1Subcollection of the setups which will cover all stain patches.
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Algorithm 5: InitialEstimateOfSetupSize(P,S)
1: Initialize ψ = ∅
2: Initialize N = [ ]
3: For i in range(Nrepeat)
4: Initialize P = P
5: While( |P| > 0 )
6: Randomly pick s ∈ S − ψ
7: ψ ← ψ ∪ s
8: Find P(s) by patches that are present in s
9: P← P− P(s)

10: N.append(|ψ|)
11: Return min(N)

each iteration until |P| is empty. Therefore the inner loop runs
|S| times or lower. However, as explained in Section IX-B,
Nrepeat needs to be significantly larger than |S|. Therefore,
the computational complexity of Algorithm 5 is linear in time
with Nrepeat.

1) Initial Estimate on Setup Size: Algorithm 5 generates the
initial estimate on number of setups by finding the set cover
through random sampling. It repeats this process for Nrepeat
times. The probability of finding the minimum set cover at
least once in Nrepeat trials can be be analytically derived as
follows.

Let Sc = {S i
c ⊆ S} represent the set of all set-covers. The

minimum set-cover S∗c ∈ Sc is given by

S∗c = {s∗1 , . . . , s∗q ∈ S |
q⋃

i=1

P(s∗i ) = P} (3)

where

q = arg min |Si |, Si ∈ Sc. (4)

Note that if |S∗c | = |S|, then the size of minimum set-cover
can be found using Algorithm 5 with probability one.

Next, assume that the size of the minimum set-cover q =
|S∗c | < |S| and that S∗c is unique. The probability of finding
this unique set cover is given by the following theorem.

Theorem: If there is a unique minimum set cover S∗c ⊂ S
such that q = |S∗c | < m = |S|, then the probability of finding
S∗c using Algorithm 5 is given by

1−
(

1− q! × (m − q)!
m!

)Nrepeat

. (5)

Proof: Algorithm 5 (steps 5−9) finds a set cover by ran-
domly sampling one setup at a time from S.
Since q < m, the probability of finding the minimum set-cover
in one trial is given by

p =
( q

m

)(
q − 1

m − 1

)

. . .

(
q − (q − 1)

m − (q − 1)

)

= q! × (m − q)!
m! . (6)

Hence, the probability of not finding the minimum set cover
in one trial is (1 − p). This implies that the probability of
not finding the minimum set cover by repeating the random
sampling process for Nrepeat times is (1− p)Nrepeat .

Therefore, the probability of finding minimum set cover at-
least once in Nrepeat trials is given by

1− (1− p)Nrepeat = 1−
(

1− q! × (m − q)!
m!

)Nrepeat

.

The above theorem considered the case when the minimum
set-cover is unique. However, there could be multiple mini-
mum set-covers of the same size. In these cases, the probability
will be much higher, and (5) gives us a lower bound on the
probability of finding a minimum set cover using Algorithm 5.
Note that, we cannot predict q beforehand. We can numerically
evaluate the probability given by (5) for q = 1, 2, . . . ,m − 1
with different Nrepeat. This can guide us to select the best
Nrepeat for different m. In Section IX-B, we discuss how to
choose Nrepeat such that Algorithm 5 can guarantee the size
of optimal solution with high probability.

The heuristic based on IESS does not prune branches with
optimal solution if the setup size of the true optimal solution
size is lower than IESS. This is because it only prunes branches
with solution size higher than IESS. Suppose the size of the
optimal solution is IESS. There might be multiple solutions of
the same size but with different cleaning rates. Since branches
with solution size ≤ IESS are not pruned, the search will still
yield a solution with optimal cleaning rate.

The effectiveness of the branch-pruning heuristic in step 4
of Algorithm 2 depends on the setup time. It may generate a
solution with a large number of setups if the setup time is too
low. The initial estimate on the setup bound heuristic makes
Algorithm 4 robust against variations in setup time. It will
guarantee a minimum setup size with a good probability even
if it fails to guarantee a solution with true optimal cleaning
rate.

2) Different Bounds on Future Cost: Step 4 of Algorithm 2
and step 5 of Algorithm 4 are branch-pruning heuristics that
prune branches based on future cost of covering remaining
patches. In Section V-A, the lower bound on future cost was
given by (2). If we can guarantee with high enough probability
that Algorithm 5 can estimate the solution size of the minimum
set cover, then we can modify (2) as follows:

T
b(Pr ) = max

i

(
ts
i + te(τi )

)
where si /∈ Scurr. (7)

This will enable the search to converge faster. However, this
will guarantee an optimal solution with a probability ≤ 1.0.

The algorithm may find the least setup-size solution very
fast (might not be optimal in cleaning rate). However, it may
still take a long time to prune all the remaining branches when
the number of nondominated setups or setup time is high. In
step 5 of Algorithm 4, the term Tdecay on the left side of
the inequality, can be an exponential function of the number
of nodes expanded in the search tree. This will accelerate
convergence (similar to simulated annealing Algorithm) for
practical purposes, when the true optimal solution might not
be absolutely desired. In our experiments, we set Tdecay = 0
and consider the setup time to be fixed for all setups.

VI. TRAJECTORY PLANNING

A cleaning trajectory is generated for each pass of each
setup by creating a spline through the connected triangles
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in the setup. Therefore, the cleaning trajectory consists of
multiple splines for a single setup. A setup s∗j ∈ S

∗ may
require Nmax

j passes to complete cleaning. Correspondingly,
there are a total Nmax

j number of trajectories generated for the

setup s∗j . For example, if s j = {p j
1, p j

2 , p j
3} and the number of

passes required for p j
1 , p j

2 and p j
3 are 1, 2, and 3, respectively,

then the first trajectory will pass through all the patches
p j

1 , p j
2 , and p j

3 . The second trajectory will pass through p j
2

and p j
3 , and the third trajectory will cover p j

3 alone. This
strategy utilizes the advantage of continuous motion and saves
cleaning time. We find most stains to be locally continuous in
reality. Therefore, all the stain patches in a locally continuous
stain region may require the same number of cleaning passes.
It will take more time if the robot stops at each stain patch
to complete all the required cleaning passes for it and then
moves to the next patch.

The target surface is intersected with equally spaced par-
allel planes to generate the continuous trajectory [23], [24].
We sample the curves resulting from the intersections to get
waypoints. From the waypoints, we create spline curves as
nominal trajectories to be followed by the cleaning tool.

An example of a cleaning trajectory is illustrated
in Fig. 3(a). If the robot fails to travel through all the desired
points on a single spline, we segment the trajectory into
multiple, small, splines. The robot arm then repositions itself
suitably at the starting point of each small spline such that it
can follow the entire trajectory. The arm is also repositioned
to avoid traveling through stain-free regions that may lie
between remaining stain regions. Repositioning is equivalent
to jumps as the arm comes out of contact with P during these
moves, hence incurring repositioning time. The repositioning
trajectory is generated as a spline that connects the current
pose of the tool, an intermediate pose where tool is not in
contact with P , and the starting pose of the tool for the next
cleaning spline.

We overlay a force oscillation on top of the nominal trajec-
tory to expedite cleaning. This is described in Section VIII.
Fig. 3(b) illustrates an example of a trajectory with overlaid
force oscillation. In our implementation, we used the spline
motion primitive of the KUKA Robotics Application Program-
ming Interface. It creates smooth spline curves for the cleaning
tool by taking a set of reachable waypoints as input. We denote
the trajectory for the setup s j by τ j = {τ cl

j , τ
repo
j }, where τ repo

j

is the repositioning trajectory and τ cl
j is the cleaning trajectory.

VII. PERCEPTION

We need object and stain detection methods to automate
the robotic cleaning process. We used the iterative clos-
est point (ICP) algorithm [25] to match the computer-aided
design (CAD) model of the object to its point cloud captured
by an RGB-D camera. We recognize the stain on the object
by using image processing. The required number of cleaning
passes for each triangulated stain patch is estimated at the
beginning. The cleaning performance is evaluated after each
cleaning pass based on how much stain is removed. After
completing all the cleaning passes, we evaluate the cleaning
rate.

Fig. 3. (a) Example of a trajectory generated by parallel plane slicing for
a setup. (b) Overlay pattern generated by an example set of parameters.
The values for the parameters used in this example are fx = 6 Hz, κx ,
κy =5000 N/m, Ax , Ay = 30 N, v = 0.3, and fn = 10 N.

Fig. 4. Clockwise from top-left: before cleaning (original), after cleaning
(original), after cleaning (binary), and before cleaning (binary).

K-means clustering was used to classify the stain and
background color of the object from the red-green-blue (RGB)
image. This vector quantization method considers the color of
each pixel as a vector in 3-D space of RGB colors. We set the
clustering algorithm to classify the pixels in two colors (binary
representation). Two examples of stain detection are illustrated
in Fig. 4. White and black colors represent the cleaned area
and remaining stains, respectively.

Let N−p and N+p be the number of black pixels in the binary
image of the target surface before and after a cleaning pass,
respectively. Let Ih and Iw be the height and width of the
target region in pixels. We define cleaning performance for a
single pass as Cp = (N−p −N+p )/(Ih × Iw).

Our setup planner needs to know the number of cleaning
passes required to clean each triangulated stain patch. With
the K-means algorithm, we can classify the pixel colors of the
stain image into Nc number of color clusters. If we have a rich
database of stain images, then we can use supervised learning
methods to determine Nc . In our current implementation,
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Fig. 5. Pixelwise vector quantization of stain image.

Nc is user defined. The norm of the RGB color value of the
clusters is used to determine the number of cleaning passes
required for that particular color. An example for Nc = 4 is
illustrated in Fig. 5. The RGB color value with the largest
norm represents zero cleaning pass and the color with the
lowest norm represents three cleaning passes. This convention
will flip if the stain color is relatively light with respect to
the background color. Suitable multiplication factors may also
be applicable to the number of cleaning passes determined by
this approach.

VIII. OPERATION PARAMETER SELECTION

Mechanical scrubbing is necessary in many practical appli-
cations to remove hard stains from a surface. The scrubbing
action can be characterized as an oscillation on the cleaning
tool. The nominal tool trajectory was defined as splines in
our method. In our preliminary experiments, we observed
that oscillations along and normal to the direction of tool
frame gives better cleaning compared to oscillation in only
one direction. Therefore, the Lissajous pattern was selected
for overlaid force oscillation on top of the nominal trajectory
to expedite cleaning. The force oscillation was overlaid on the
XY -plane of the tool frame, whereas the cleaning force was
applied to the part surface along the z-axis of the tool frame.
The frequency ( fx ) and amplitude (Ax ) of the force oscillation
were controlled along the x-axis of the tool frame. Along the
y-axis of the tool frame, the frequency and amplitude were
fy = 0.4 × fx and Ay = Ax . The phase offset between the
x- and y-axes was 1/2× π .

In our physical experiments, we explored the effect of the
following robot motion parameters on the cleaning perfor-
mance: 1) robot tool speed v; 2) force fn applied by the
tool in the orthogonal direction to the surface; (3) stiffnesses
κx and κy in the x- and y-directions of the tool reference
frame; (4) frequency fx (or fy) of the forced oscillation in the
x- (or y)-direction with respect to the tool reference frame;
and (5) amplitude of overlaid force Ax (or Ay) for Lissajous
force oscillation mode.

It is difficult to represent cleaning performance as a
closed-form function of these parameters. We adapted the
Gaussian process regression (GPR)-based semi-supervised
learning method developed in our previous work [12] to
estimate the optimal values for these parameters to achieve
the desired performance.

We started by defining the task performance target.
We wanted the cleaning performance to meet or exceed a

certain given threshold (Cth
p ). Our objective function was a

known function designed to maximize tool speed and mini-
mize applied force. However, the model of cleaning perfor-
mance is not known, therefore we considered the cleaning
performance to be a black-box inequality constraint. We then
defined the operation parameter limits. The minimum and
maximum values of the operation parameters were selected
based on the safety considerations and the robot capabili-
ties. We uniformly sampled the parameter space at a coarse
resolution to conduct initial exploratory experiments. These
experimental data were used to fit a surrogate (Gaussian
Process) model for the cleaning performance. Our parameter
selection algorithm identifies candidate points from which the
next point for experiment is to be selected. The algorithm eval-
uates the objective function at these candidate points. It also
estimates the probability of the points to meet the cleaning
performance constraint using GPR. The algorithm identifies
the points that meet the probability threshold (Pth) for meet-
ing cleaning performance constraint. From these points, the
algorithm returns the point, which minimizes the objective
function to conduct a new physical experiment. We call this
an exploitation experiment. The surrogate model is updated
at each iteration with new experimental data. The iterative
algorithm repeats exploitation experiments until it converges
to a solution.

IX. RESULTS

A. Synthetic Test Cases

We conducted experiments in simulation with a Puma
560 robot to evaluate our setup planner. We considered four
synthetic test objects, as illustrated in Fig. 6. They are rep-
resented as triangulated meshes. The area of each triangular
face is less than 1.5 cm2. The red regions represent the stain
and consist of about 4000 to 5000 stain patches on each
object. Stain intensity was user defined such that not more
than three cleaning passes would be required. In our exper-
iments we restricted ourselves to a 3-D configuration space
(x , y, and α, where α is the rotation about z) for the objects’
pose (i.e., we did not consider roll, pitch, and translation about
z-axis). The narrowed down sampling region in this space
was [0, 1 m] × [0, 1 m] × [0, 2π].

1) Baseline Results: We conducted fine resolution sampling
on the configuration space, removed dominated setups, and
ran the setup planner on the nondominated setups to find
the number of lowest possible setups for each synthetic test
object. We did not use gradient descent in these baseline
experiments. We found that the largest sampling resolution
corresponding to the solution with minimum number of setups
was 50 mm × 50 mm × 10° for all the test cases. This
leads to 16 317 setup configurations to start with. Table II
summarizes the baseline results. We have a reachability test
function that solves the inverse kinematics of the robot for each
stain patch for a given setup. Each instance of this function
takes a significant amount of computational time. Let nrfc be
the number of calls made to the reachability test function. For
example, let us assume there are 5000 stain patches on a target
surface. For each pose of the object, we need to test if the robot
can reach all the three vertices of each of the stain patches.
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Fig. 6. Four curved surfaces used as synthetic test objects. (a) Sine function (1600 mm × 1600 mm × 500 mm). (b) Schwefel function (600 mm × 600 mm
× 350 mm). (c) Concave bowl (1200 mm × 1200 mm × 530 mm). (d) Hyperboloid of one sheet (1200 mm × 1200 mm × 412 mm).

TABLE II

BASELINE RESULTS FOR THE FOUR TEST CASES IN SIMULATION

For each pose of the object, this will involve finding the inverse
kinematics solution of the robot for 15 000 times. If there
are 12 candidate setups, then we will need to solve inverse
kinematics for 180 000 times. Therefore, we use the number
of calls to the reachability test function (nrfc) as a performance
metric of the algorithms. Lower nrfc with optimal setup plan
indicates better performance of the algorithm. For all the cases
in Table II, nrfc = 16,317.

2) Comparison Between Uniform and Random Sampling
Approaches With and Without Gradient Descent: As men-
tioned in Sections IV-A2 and IV-A3, we experimented
with hierarchical uniform sampling and random sampling
approaches. Different gradient descent variants (Section IV)
were added on top of these sampling schemes and their per-
formance was evaluated. Different sampling resolutions were
used at different hierarchy levels for the hierarchical sampling
approach. Sampling resolution was scaled by half along one
axis at a time at the different hierarchies. Table III summarizes
the results of hierarchical uniform sampling. Optimal setup
solution was found for all four cases by refining the set of
candidate setups with the C A_XY variant of gradient descent
(refer to Table I).

We evaluated the random sampling approach by repeating
the experiment 100 times for each test case with each type of
gradient descent. Table IV shows the likelihood of finding the
optimal solution for the synthetic objects. The C A_XY variant
worked reasonably well for all four test cases. The number of
function calls for the Sine-object, Schwefel-object, Concave
bowl, and Hyperboloid-object is illustrated in Fig. 7. We can
see that sampling without gradient descent, and sampling
with C_XY and C A_XY gradient descent have relatively low
variation in nrfc.

From the experiments on synthetic cases, we found that hier-
archical uniform sampling with the C A_XY gradient descent
variant guarantees optimal solution. The random sampling
based approach has significant reduction in nrfc. However, it
guarantees an optimal solution with a probability less than 0.5.

TABLE III

RESULTS OF HIERARCHICAL UNIFORM SAMPLING FOR

FOUR SYNTHETIC OBJECTS

TABLE IV

LIKELIHOOD OF FINDING OPTIMAL SOLUTION BY RANDOM SAMPLING

Fig. 8 represents the landscape of area coverage by absolute
scoring on a uniformly sampled grid on the x − y plane
for a fixed α. For any (x, y) location of the object, the
z − axis corresponds to the number of triangles reachable
by the robot. The sampling resolution was 50 mm in both the
x- and y-directions. The black-star represents the randomly
selected initial seed (x, y configuration) and number of tri-
angles covered by this configuration. The green-star and the
red-star represent points indicating the number of triangles
covered by the configurations, after running a gradient descent
using conservative and absolute scoring schemes, respec-
tively. We can see that both scoring schemes give significant
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Fig. 7. Variation in nrfc for different kinds of gradient descent in the random
sampling-based approach.

improvement in area coverage for gradient descent on the x−y
plane keeping α fixed.

3) Performance of C A_XY Type Gradient Descent:
Intuitively, we can understand that changing orientation can
make abrupt change in the number of reachable stain patches.
Whereas, changing position makes gradual change in the num-
ber of reachable stain patches. This phenomenon is reflected
in the landscapes in Fig. 8, which explains why C A_XY type
gradient descent performed well for both hierarchical uniform
sampling and random sampling approaches.

4) Comparison of Heuristics for Setup Planner: We used
a branch-guiding heuristic and a branch-pruning heuristic in
our depth-first-branch-and-bound-search. The branch-guiding
heuristic is based on cleaning rate. In step 5 of Algorithm 2
and step 6 of Algorithm 4, the candidate setups are sorted
based on cleaning rate. The setup with relatively high cleaning
rate is chosen as a potential optimal solution branch. The
branch-pruning heuristic is based on bound on future cost
(future cleaning time). Step 4 in Algorithm 2 and step 5
in Algorithm 4 prune branches based on the estimated bound
on future cost.

We experimented by keeping either of these heuristics
ON or OFF to see their impact on convergence rate of the
search. Table V summarizes the results for three synthetic
objects. In these experiments, there were 36 candidate setups.
They were uniformly sampled without refinement using gra-
dient descent. There were 7, 12, and 13 nondominated setups
for Hyperboloid, Sine, and Concave bowl objects, respectively.
The number of setups in the optimal solution were 5, 5, and 7
for Hyperboloid, Sine, and Concave bowl objects, respectively
(established using the method described in Section IX-A1).

Fig. 8. Eight examples of gradient descent along x & y keeping α fixed
(C A_XY type gradient descent) for the convex bowl used in physical test.
In these figures, the x- and y-axes represent the (x,y) configuration of the
part. The z-axis represents number of reachable stain patches on the part
by the robot, at the corresponding (x, y) location of the part. Therefore, the
mesh is representing the landscape of the number of reachable stain patches
for different (x, y) configuration of the part. The number of stain patches
reachable by the robot at the initial (x, y) location of part is represented with
black-star. The green-star and red-star represent the number of stain patches
reachable by the robot at the new (x, y) location after applying gradient
descent using conservative and absolute scoring, respectively.

TABLE V

COMPARISON OF HEURISTICS FOR SETUP PLANNER

The branch pruning heuristic leads to faster computation time
by terminating infeasible branches in the search tree. The
impact of the branch pruning heuristic can be seen in Table V.
It significantly reduced the number of node expansions in the
search tree. On the other hand, the branch guiding heuristic is
crafted to help the search algorithm find setups with higher
cleaning rates first. This helps to find a feasible branch
faster. Keeping both the heuristics active leads to quickest
convergence in search.
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TABLE VI

COMPARISON OF ALGORITHMS 2 AND 4 WITH TWO DIFFERENT BOUNDS ON FUTURE COST

B. Comparison of Algorithm 2 and Algorithm 4 With Two
Different Bounds on Future Cost

Table VI summarizes the performances of Algorithms 2
and 4 under different setup times with two different bounds
on future costs. In these experiments, candidate setups were
generated using uniform sampling without gradient descent.
The computation was performed on a single core of a machine
with an Intel Xeon E3-1241 3.50 GHz processor and 8GB
RAM. We see that larger setup time leads to higher node
expansions, hence slower convergence. This is because when
setup time is much greater than the execution time, then
the future cost based branch-pruning heuristic becomes less
effective. As described in Section V-B1, we also see that the
performance of Algorithm 2 varies with setup time. We see
that it is more likely to get suboptimal solutions with lower
setup time. Also, setting T

b(Pr ) using (7) leads to faster
convergence over using (2). This can guarantee optimality with
probability ≤ 1.0 for proper choice of Nrepeat . We can see
that the combination of Algorithm 4 and (7) can lead us to
an optimal solution with a good probability at a much faster
rate.

Fig. 9 guides us in selecting Nrepeat such that Algorithm 5
guarantees optimality with probability ≥ 0.90. Since we do
not know the size of minimum set cover q beforehand, we
need to compute the probability for different q for different
Nrepeat . If the cardinality of the set of candidate setups
m = |S|, then we need to numerically test the probability
for q = 1, 2, . . . ,m − 1 for different values of Nrepeat.

Suppose we want Algorithm 5 to give us a correct estimate
with probability 0.90. Then, for each m and q , we can evaluate
the probability using (5) by gradually increasing Nrepeat and
stopping when probability ≥0.90 is reached. We should pick
the highest Nrepeat that we found among different q for a fixed
m. From Fig. 9(a)–(d), we can see that Nrepeat vs q forms a
bell curve and Nrepeat is highest for q close to m/2. From
Fig. 9(e)–(h), we can see for what values of Nrepeat
the probability converges to 1.0. The fastest rising curves
in Fig. 9(e)–(h) are for q = 1 and m − 1, and the slowest

Fig. 9. (a)–(d) (Y1) vs q, where Y1 = Nrepeat to find minimum set cover size
with probability 0.90. (e)–(h) (Y _2) versus Nrepeat , where Y2 = probability of
finding minimum set cover size. m = |S| =cardinality of the set of candidate
setups, for q = possible minimum set cover size = 1, 2, . . . ,m−1. In (e)–(h),
each curve represents different q.

rising curves are for q = m/2. Therefore, for a given m we can
evaluate (5) for q = �m/2 by gradually increasing Nrepeat and
stopping when our desired probability threshold is reached.
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Fig. 10. Bowl surface (a) before cleaning and (b) after cleaning. Images
taken from two different angles.

Fig. 11. Snapshots from a video showing execution of cleaning on the plastic
bowl according to the setup plan comprising five setups. The part’s surface
is mostly convex.

C. Physical Testing Results

We conducted robotic cleaning experiments with two
KUKA iiwa 7 manipulators. One robot immobilized or held
the part and the other robot manipulated a cleaning tool.
We used a plastic bowl and a 3-D printed model of ship hull as
curved surfaces. The bowl had convex surface. The ship hull
model had convex, concave, and flat regions on the surface.
A human operator performed the setup changes manually for
the bowl. The ship hull model was mounted on one robot
arm to perform setup change automatically. We applied acrylic
paint and mud on them as a surrogate for stains as shown in
Figs. 10 and 12, respectively. We applied different layers of
stain on different regions to obtain nonuniform stain intensity.
The bowl and hull surfaces were represented as a mesh of
15,644 and 22,764 triangles. The stain region consisted of
1000 and 5709 triangles. Each triangle had a surface area
of less than 10 mm2. The dimensions of the bowl were
21.5 mm × 21.5 mm × 9.5mm. The dimensions of the hull
model were 20.1 mm×18.0 mm×14.0mm. For the bowl, we

TABLE VII

RESULTS FROM PHYSICAL EXPERIMENTS

Fig. 12. 3-D printed ship hull model surface: (a) before cleaning and
(b) after cleaning.

Fig. 13. Snapshots from a video showing execution of cleaning on the 3-D
printed model of ship hull. This part has convex, concave, and flat regions on
the surface. The setup planner generated a two-setup solution. (a) Ongoing
cleaning on setup 1. (b) Setup 1 after cleaning by scrubbing. (c) Setup 2
before cleaning. (d) Setup 2 after cleaning by scrubbing. (e) Robot wiping
off the dust from the surface. (f) Cleaned surface.

used the following values for the robot motion parameters:
1) fx = 7 Hz; 2) κx , κy = 5000 N/m; 3) Ax , Ay = 30 N;
4) v = 0.3 (where maximum joint velocity vmax = 1); and
5) fn = 10 N. For the hull, we used the following values
for the robot motion parameters: 1) fx = 6 Hz; 2) κx , κy =
5000 N/m; 3) Ax , Ay = 35 N; 4) v = 0.1 (where maximum
joint velocity vmax =1); and 5) fn = 20 N. These parameters
were found to be optimal by using the method described in
Section VIII. In the learning method, we used Cth

p = 0.60 and
Pth = 0.10 for the bowl. For the ship hull model, we used
Cth

p = 0.90 and Pth = 0.30. For the ship hull, we considered a
two pass cleaning, the first pass for dry cleaning by scrubbing;
the second pass with a wet sponge to remove the dust particles.

The candidate setups were generated by uniformly sampling
the 3-D configuration space (x, y, α, where α is the angle



1376 IEEE TRANSACTIONS ON AUTOMATION SCIENCE AND ENGINEERING, VOL. 14, NO. 3, JULY 2017

Fig. 14. Robotic cleaning of a rusty surface. (a) Before cleaning. (b) Ongoing
cleaning pass. (c) After seven cleaning passes.

about z axis). We used C A_XY type gradient descent on top
of hierarchical uniform sampling as they performed well in
the synthetic tests. We used our setup planner described in
Algorithm 2 to generate a solution. Table VII summarizes
computational data of the setup planner from the physical
experiments. For the bowl, it took three and two cleaning
passes for setup 1 and all other setups, respectively. For the
hull, it took a single cleaning pass for all the setups.

Figs. 10 and 12 illustrate the before-and-after cleaning
states of the bowl and hull, respectively. Figs. 11 and 13
illustrate snapshots from a video of execution of the cleaning
experiments. We also tested our system on cleaning rust on a
metal block. The target region to be cleaned was user defined
in this experiment. Fig. 14 illustrates the cleaning performance
on a setup. The metal piece started to shine after seven
cleaning passes. Our approaches for stain detection, cleaning
performance evaluation, and estimation of the required number
of cleaning passes are described in Section VII. The operation
parameter selection method, described in Section VIII, ensures
the selection of the right set of operation parameters to
achieve the desired cleaning performance for each cleaning
pass. In this paper, we referred to the required number of
cleaning passes as Nc . In our current implementation Nc is
user defined. If the estimation of Nc is correct, then there
will be no residue stain. If the estimation of Nc is lower
than what is needed, then there will be stain residue. The
perception system tells the robots to stop cleaning when there
is no more stain residue, even if Nc was over-estimated
initially. As described in Section VII, a supervised learning
method can be applied to estimate Nc accurately from the
experimental data. However, in our current implementation
we evaluate the cleaning performance on the entire part once
the robot completes cleaning the part. If there is an error in
estimating Nc , then we correct for it and run our setup planner
again for the stain residues and iterate the cleaning process
until there is no more stain left.

X. DISCUSSION

We have conducted physical experiments on objects with
constant curvatures. Therefore the operation parameter selec-
tion method produced results for fixed curvature. The right
set of parameters may vary with curvature for the same
surface and stain profile. Our parameter optimization method is
general enough to add an arbitrary number of input parameters.
Curvature of the surface can be added as an input parameter in
the algorithm and then it will be able to determine the optimal
set of parameters for different curvatures on the same surface.

In our experiments, we have considered a fixed pose of the
robot with respect to the global frame of reference. The pose

of the object is different with respect to the global frame for
each setup. Therefore, the pose of the object is different with
respect to the robot for each setup. The setup change time is
the time taken to change the object’s pose from one setup to
another. Our setup planner is general enough to be used for
objects too large compared to the dimensions of the robot.
In that case the object can be stationary with respect to the
global frame of reference. The setups will then correspond to
different poses of the robot’s base with respect to the global
frame. The setup time will be the time to change pose of the
robot’s base with respect to the fixed object frame or global
frame.

XI. CONCLUSION

We presented algorithms to automate robotic cleaning of
curved surfaces with hard stains. The approach is applicable
to tasks like polishing and paint stripping. Involvement of
multiple repositioning and reorienting makes the method well
suited for practical cleaning tasks. We presented heuristics
that enable the algorithm to provide solutions in real time.
Semi-supervised learning of optimal cleaning task parameters
makes the method robust against change in surface and stain
profile. We demonstrated experimental results where the robot
removed stains that are tedious and difficult for humans to
remove. In our physical experiment with a bowl, we con-
sidered fixture free operation. In our current implementation,
a human operator changes the setups for fixture free operation.
We plan to develop planning algorithms for a combination of
prehensile and nonprehensile manipulations to automate the
setup change in our future work.
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