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Electric-field noise from carbon-adatom diffusion on a Au(110) surface:
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The decoherence of trapped-ion quantum gates due to heating of their motional modes is a fundamental science
and engineering problem. This heating is attributed to electric-field noise arising from the trap-electrode surfaces.
In this work, we investigate the source of this noise by focusing on the diffusion of carbon-containing adsorbates
on the surface of Au(110). We show by density functional theory, based on detailed scanning probe microscopy,
how the carbon adatom diffusion on the gold surface changes the energy landscape and how the adatom dipole
moment varies with the diffusive motion. A simple model for the diffusion noise, which varies quadratically with
the variation of the dipole moment, predicts a noise spectrum, in accordance with the measured values.
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I. INTRODUCTION

Trapped ions are a promising platform for demonstrating
coherent operations for quantum information applications [1];
however, heating of their motional modes remains a major
obstacle to continued progress [2]. In particular, motional
heating caused by electric-field noise originating from the
trap-electrode surfaces has proven to be a difficult problem to
mitigate ever since it was first observed more than two decades
ago. This decoherence mechanism scales strongly with the
distance of the ion to the nearest electrode and therefore is a
barrier to scalability through miniaturization.

The origin of this noise source has been suspected to
arise from surface processes based on experimental evidence
of scaling with ion-electrode distance [3,4], electrode tem-
perature [5,6], and spectral-density frequency dependence
[3–5,7–9]. The surface origin of the noise was recently
confirmed experimentally upon in situ surface treatment by ion
bombardment, demonstrating a reduction in motional heating
by more than two orders of magnitude [10,11]. It has been
suggested that this reduction in heating is related to the removal
of surface contamination. One proposal modeled the noise
with thermally activated, normal-to-the-surface fluctuating
adsorbed dipoles and obtained a noise spectrum of the same
magnitude as that observed in experiments [12]. The exact
mechanism that gives rise to electric-field noise at the location
of the ion, however, still remains elusive.

In this joint theoretical and experimental work, we inves-
tigate electric-field noise due to diffusion of carbon adatoms
on gold surfaces. We are motivated by the observation that
carbon is a dominant contaminant on gold trap-electrode
surfaces [10] and that ordered Au(110)-like structures are
observed in scanning tunneling microscopy (STM) mea-
surements after trap electrodes have been treated with ion
bombardment(see Sec. IV). Density-functional-theory (DFT)
simulations provide the first detailed values for the energy and
dipole landscape of the adsorbed carbon atoms on a Au(110)
surface and are used subsequently in an analytical derivation
of noise due to classical diffusion. The model shows how

the electric-field noise varies in a nonmonotonic fashion as
a function of the degree of carbon-adatom coverage. The
electric-field noise spectral density is a function of the variation
in the adatom dipole moment, the surface diffusion constant,
and patch size with different work functions. Using realistic
parameters, the theory predicts an electric-field noise spectral
density consistent with experimental measurement.

II. EXPERIMENTAL METHOD

The DFT calculations of submonolayer C coverages on the
Au(110) system are motivated by the experimental findings
that have indicated a nonmonotonic behavior of the electric-
field noise within this coverage regime. In the experiments,
we employ a stylus-type Paul trap with room-temperature
electrodes similar to the trap in Ref. [13]. We confine a
25Mg+ ion 63 μm above the nearest electrode and measure
heating rates of a 4.7-MHz motional mode as a function
of cumulative doses of ion bombardment. The repeated
treatments incrementally remove the contaminants providing
access to submonolayer coverages.

The electric-field noise spectral density SE(ω) and the
heating rate in terms of rate of increase in motional quanta,
ṅ ≡ dn/dt , are related by

SE(ω) = 4mh̄ω

q2
ṅ, (1)

where ω/2π is the motional frequency of the ion in the trap,
m is the ion mass, q is its charge, and h̄ is the reduced Planck’s
constant [3].

We begin the set of measurements with a microfabricated
trap chip consisting of electroplated Au. As fabricated, these
surfaces are typically covered with 2–3 monolayers (ML)
of carbon contamination, as measured by Auger electron
spectroscopy (AES) [14]. The adventitious adsorption on the
gold electrode surfaces likely originates from atmospheric
hydrocarbons. The carbon AES line shapes are consistent
with graphiticlike adsorbates and often do not show oxygen
peaks [10,15]. In this theoretical work and for computational
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economy, we consider only carbon adsorbates. Future theoret-
ical and experimental efforts will investigate the presence of
more complex molecular hydrocarbon adsorbates.

To achieve various submonolayer coverages of the con-
tamination, we incrementally dose the trap electrode surfaces
with Ar+ bombardment, where we define the total energy dose
(in J/cm2) by

E = Vjt, (2)

where V is the ion-beam acceleration voltage (in volts), j is the
ion-beam current density (in A/cm2), and t is the duration of
the treatment (in seconds). The current density of the ion beam
was calibrated using a Faraday cup with a 0.5-mm aperture in a
separate system. Based on many depth-profiling measurements
using AES in a separate system with duplicate trap chips, we
can infer approximate coverages that result from the various
treatments to the ion trap.

After each of the sputter treatments, which were roughly a
week apart, the trap is reloaded with a low-flux beam of Mg,
directed horizontally across the trap electrode surfaces, making
use of a photoionization laser. The trap chip is fabricated with
a wall at the same height as the stylus electrodes to protect
the gaps between traces and ground from the Mg flux (see
Ref. [13]). This also ensures that Mg deposition on the stylus
electrodes is minimized. After positioning test surfaces within
100 μm of the stylus-trap electrodes during multiple loadings,
we have confirmed with AES that Mg deposition is below
detectable levels.

In Fig. 1, the electric-field noise spectral density is seen to
increase by an order of magnitude and peaks at approximately
1/2 ML of carbon. At an estimated coverage of ∼0.1 ML, the
noise level drops by roughly two orders of magnitude, followed
by another treatment that removed the carbon to undetectable
levels (<0.05 ML) as determined by AES measurements.
These data indicate that in the submonolayer coverage regime,
electric-field noise from surfaces behaves in a nonmonotonic
manner and that trapped ions are sensitive to very low
concentrations of adsorbates. This nonmonotonic behavior
is reminiscent of surface-diffusion experiments in which the
surface-diffusion parameter D was observed to vary by orders
of magnitude as a function of coverage in the submonolayer
regime, with a characteristic peak at ∼0.5 ML [16–19].

III. COMPUTATIONAL METHOD

The theoretical study begins with a characterization of
the C-adatom motion on a Au(110) surface. Total-energy
calculations of bulk Au and Au(110) surfaces, with and without
carbon adsorbate atoms, were performed using spin-polarized
DFT as implemented in the Vienna Ab initio Software Package
(VASP) [20]. The exchange-correlation energy was calculated
using the generalized gradient approximation (GGA) [21] with
the parametrization of Perdew, Burke, and Ernzerhof (PBE)
[22]. The interaction between valence electrons and ionic
cores was described by the projector augmented-wave (PAW)
method [23,24]. The Au 5d106s1 and C 2s22p2 electrons
were treated explicitly as valence electrons in the Kohn-Sham
(KS) equations, and the remaining cores were represented by
PAW pseudopotentials. The KS equations were solved using
the blocked Davidson iterative matrix diagonalization scheme
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FIG. 1. Electric-field noise spectral density at ω/2π = 4.7 MHz
vs the cumulative dose for incremental treatments. SE is determined
from Eq. (1) and the motional heating rate of a 25Mg+ ion trapped
63 μm above the nearest electrode. The ion-bombardment treatments
to the electrodes employ 500 eV argon ions with typical current
densities of ∼0.2–0.5 μA/cm2. As the treatments proceed, the
coverage of the contamination decreases. The line connecting the
points is intended only to indicate sequential data, not to indicate
a trend in the behavior. This nonmonotonic behavior in the noise
with successive treatments has been observed in each of the six ion
traps we have investigated with ion-bombardment treatments. As
the treatments proceed, the estimated coverage of the contamination
decreases from approximately 3 ML to less than 0.05 ML.

followed by the residual vector minimization method. The
plane-wave cutoff energy for the electronic wave functions
was set to 500 eV.

All structures were optimized with periodic boundary
conditions applied using the conjugate gradient method,
accelerated using the Methfessel-Paxton Fermi-level smearing
[25] with a width of 0.2 eV. The total energy of the system and
Hellmann-Feynman forces acting on atoms were calculated
with convergence tolerances set to 10−3 eV and 0.01 eV/Å, re-
spectively. Structural optimizations and property calculations
were carried out using the Monkhorst-Pack special k-point
scheme [26] with 11 × 11 × 11 and 5 × 5 × 1 meshes for
integrations in the Brillouin zone (BZ) of bulk and slab
systems, respectively.

A (2 × 2)-periodic supercell slab was constructed by
cleaving relaxed bulk Au with lattice constant 4.14 Å, i.e.,
in close agreement with the experimental value of 4.0780 Å
at 25◦C [27]. The slab model consisted of six-layer-thick
Au(110) with the reconstructed (2 × 1) superstructure. The
(2 × 1) reconstruction on Au(110) is called the “missing-row”
structure because every second row of the 〈110〉 surface chains
is missing, as observed in STM experiments (see Fig. 2). The
top four layers, on the side of the slab used to model atom
adsorption, were allowed to relax, while the bottom two layers
were kept fixed to mimic the bulk structure. Although a large
vacuum region (�15 Å) was used between periodic slabs, the
creation of dipoles upon adsorption of atoms on only one side
of the slab can lead to spurious interactions between the dipoles
of successive slabs. In order to circumvent this problem, a

033407-2



ELECTRIC-FIELD NOISE FROM CARBON-ADATOM . . . PHYSICAL REVIEW A 95, 033407 (2017)

FIG. 2. (a) Derivative STM image (17 × 10 nm2) of an untreated
ion-trap surface covered by ∼2.5 ML of adventitious carbon. (b)
Derivative STM image (17 × 10 nm2) of the same trap after treatment
by Ar+ bombardment, revealing a clean Au(110) surface. (c) Top view
of the Au(110) (2 × 1) reconstructed superstructure relaxed with DFT
(top-row Au surface atoms are shown in light yellow) and (d) its
simulated STM image. In (b), (c), and (d), the (2 × 2) simulation
supercell along the [110] and [001] directions is represented by a
red rectangle, while the 〈110〉 rows are indicated by red dashed lines.
The reconstructed (2 × 1) structure features alternately missing 〈110〉
rows. Adjacent 〈110〉 top rows are separated by �8.2 Å (i.e., twice
the lattice constant of bulk Au) along the [001] direction.

dipole correction was applied by means of a dipole layer
placed in the vacuum region following the method outlined by
Neugebauer and Scheffler [28]. As demonstrated in previous
work [29], the introduction of this artificial dipole layer in the
vacuum region does not modify the local potential near the
surface where adsorption occurs.

The possibility of fractional magnetic moments was
checked for both clean and carbon adsorbed Au(110) (1 × 1)
and (2 × 1) surfaces; however, no such magnetic moments
were detected by spin-polarized DFT. For both Au(110)
(1 × 1) and (2 × 1) surfaces, the adsorption energy was defined
as Eads = Esurf+C − Esurf − EC, where Esurf+C, Esurf , and EC

are the total energies of the surface with a carbon adatom, of
the bare surface. and of an isolated C atom, respectively.

IV. RESULTS AND DISCUSSION

A. Au(110) (2 × 1) superstructure

The trap electrodes used in our experiments are microfab-
ricated with electroplated Au. Before treatment by in situ ion
bombardment, the surfaces are typically covered by 2–3 ML of
carbon contamination as measured by AES. Figure 2(a) shows
an STM image of such a contaminated surface, characterized
by a clustered and disordered morphology, where the full
height scale is ∼2 nm in topography. This surface corresponds
to a trap producing high electric-field noise, as typically mea-
sured in ion-trap heating-rate measurements from untreated
electrode surfaces (see [2] and references therein).

After an ion-bombardment treatment sufficient to remove
the carbon contamination as confirmed by AES, STM mea-
surements reveal ordered Au(110) (2 × 1)-like structures on
the trap chip [Fig. 2(b)]. This would correspond to a trap

with low electric-field noise [10,11]. These treatments do not
include postannealing, and therefore the treated surfaces have
a rough, hill-and-valley morphology on the tens of nanometer
scale. The full height for the image in Fig. 2(b) is ∼1 nm
in topography. In other trap-electrode samples treated with
ion bombardment, we have also observed Au(100)-like and
Au(111)-like structures consistent with the polycrystalline
structure of the electroplated Au electrodes. We focus here on
the Au(110) (2 × 1) surface and compute the dipole variation
of carbon adsorbates diffusing across the surface.

The reconstructed (2 × 1) superstructure features alter-
nately missing 〈110〉 rows [Fig. 2(b)], as contrasted by the
high-temperature (1 × 1) bulklike structure. Previous studies
have indicated the occurrence of a continuous surface order-
disorder transition of the two-dimensional Ising universality
class between the (2 × 1) and (1 × 1) structures on Au(110)
[30–32]. For the sake of comparison, a STM image was
simulated using P4VASP [33] in a plane �6.5 Å above the
surface atoms of the Au(110) (2 × 1) slab model optimized
with DFT [Fig. 2(c)]. Good agreement is found between
observed and simulated STM images [Figs. 2(b) and 2(d)],
with adjacent 〈110〉 top rows separated by �8.2 Å along the
[001] direction.

B. Carbon adsorption on Au(110)

Selected atomic adsorption sites for a single C adatom per
supercell (i.e., θ = 0.25 ML coverage) on Au(110) (1 × 1)
and (2 × 1) surfaces calculated with DFT are shown in
Figs. 3(a), 3(b), and 3(c) and 3(d), 3(e), and 3(f), respectively.
For Au(110) (1 × 1), total-energy calculations indicate that a
single C atom adsorbs preferentially at the bridge site [Eads =
5.385 eV; Fig. 3(b)] slightly more energetically favorably than
at the fcc site [Eads = 5.242 eV; Fig. 3(c)] and at the atop site
[Eads = 3.699 eV; Fig. 3(a)]. Fourfold C coordination at the
bridge site exhibits C-Au bond distances of 2.06 and 2.11 Å
in order for C to reach the electronic structure of Ne:[He]
2s22p6 by metal-to-C charge transfer. The C adatom at the
fcc site features a distorted fourfold coordination with C-Au
bonds between 2.07 and 2.47 Å, while the unique C-Au bond
at the atop site is only 1.84 Å long. For Au(110) (2 × 1), the
atop site is also the least favorable (Eads = 3.697 eV), with
a similar C-Au bond of 1.84 Å [Fig. 3(d)], while adsorption
at the fcc site (Eads = 5.380 eV) is slightly more favorable,
with fivefold C coordination and a C-Au bond length of
2.10–2.20 Å, accompanied by a drastic reconstruction of the
top-lying Au layers [Fig. 3(f)]. Similar to the (1 × 1) structure,
the most stable adsorption site for (2 × 1) is the bridge site
(Eads = 5.757 eV) with fourfold coordinated C, showing bond
lengths of 1.99 and 2.10 Å [Fig. 3(e)]. These results suggest
a slightly preferential adsorption of the C atom at the (2 × 1)
surface compared to the (1 × 1) surface for both bridge and
fcc sites, while C adsorption at the atop site is energetically
degenerate for both surface constructions.

C. Carbon diffusion on Au(110)

Starting from the most energetically favorable bridge sites
for C adsorption on the Au(110) (1 × 1) [Fig. 3(b)] and
(2 × 1) [Fig. 3(e)] surface structures, the energetics of the
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(a) (b) (c)

(d) (e) (f)

FIG. 3. Carbon-atom adsorption (θ = 0.25 ML coverage) on
Au(110) (1 × 1) at (a) the atop site, (b) bridge site, and (c) fcc site
and on Au(110) (2 × 1) at (d) the atop site, (e) bridge site, and (f) fcc
site. The top view and side view are illustrated in the top and bottom
panels, respectively. Color legend: C, dark brown; Au, gold and light
yellow. For Au(110) (1 × 1), total-energy calculations indicate that
a single C atom adsorbs preferentially at the bridge site (b) slightly
more energetically favorable than at the fcc site (c) by 0.14 eV and at
the atop site (a) by 1.686 eV. Fourfold C coordination at the bridge
site exhibits C-Au bond distances of 2.06 and 2.11 Å, facilitating
metal-to-C charge transfer. Similar to the (1 × 1) structure, the most
stable adsorption site for (2 × 1) is the bridge site (e), with fourfold
coordinated C showing bond lengths of 1.99 and 2.10 Å. The atop
site (d) is the least favorable by 2.06 eV, with a similar C-Au bond of
1.84 Å, while adsorption at the fcc site (f) is slightly more favorable
by 0.377 eV.

C diffusion pathways along the [110] direction was computed
in the thermally activated regime [Figs. 4(a) and 4(b)] for
θ = 0.25 ML coverage. The predicted energy barrier heights
Ea for C diffusion from the bridge site are 0.20 and 0.57 eV
for (1 × 1) and (2 × 1), respectively. The fcc site corresponds
to a local energy minimum located 0.07 and 0.37 eV above the
bridge site for (1 × 1) and (2 × 1), respectively (i.e., local C
diffusion barriers of Ea = 0.13 and 0.20 eV surround the fcc
site for those structures).

Using partitioning of a charge-density grid into Bader
volumes, a charge analysis was carried out to assess the charge
transfer occurring at the different C adsorption sites shown in
Figs. 4(a) and 4(b). The change in the surface electric dipole
μ along the surface normal upon C adatom adsorption was
obtained using the expression �μ = dz�qe, where �qe is

FIG. 4. Calculated carbon-adatom diffusion path on (a) Au(110)
(1 × 1) and (b) Au(110) (2 × 1) along the [110] direction (θ =
0.25 ML coverage). Color legend: C, dark brown; Au, gold and light
yellow. Starting from the most energetically favorable bridge sites
for C adsorption on Au(110) (1 × 1) and (2 × 1), the energetics of
the C diffusion pathways along the [110] direction was computed at
θ = 0.25 ML coverage. The predicted energy barrier heights Ea for
C diffusion from the bridge site are 0.20 and 0.57 eV for (1 × 1)
and (2 × 1), respectively. The fcc site corresponds to a local energy
minimum located 0.07 and 0.37 eV above the bridge site for (1 × 1)
and (2 × 1), respectively (i.e., local C diffusion barriers of Ea = 0.13
and 0.20 eV surround the fcc site for those structures).

the charge transfer between the surface and the C adatom and
dz is the z component of the distance between the C adatom and
the surface atoms contributing to the charge transfer (�qe).

For Au(110) (1 × 1), the predicted �μ was 2.9, 3.5, and
5.3 D (1 D = 3.336 × 10−30 C m) for C adsorption at the
bridge, top of the diffusion barrier, and fcc sites, respectively
[Fig. 4(a)]. For (2 × 1),�μ was 2.0, 4.2, and 5.4 D for C
adsorption at the bridge, top of the diffusion barrier, and fcc
sites, respectively [Fig. 4(b)].

Calculations were extended to the diffusion of a single
carbon adatom on the Au(110) (1 × 1) and Au(110) (2 × 1)
surfaces along the [001] and [110] directions (θ = 0.25 ML
coverage). The resulting energy landscape and dipole maps
for C diffusion on Au(110) (1 × 1) and Au(110) (2 × 1) are
shown in Fig. 5. These energy maps confirm that the C adatom
diffusion pathway along the [110] direction displayed in Fig. 3

033407-4



ELECTRIC-FIELD NOISE FROM CARBON-ADATOM . . . PHYSICAL REVIEW A 95, 033407 (2017)

(a) (b)

(c) (d)

FIG. 5. (a) Calculated adsorption energy landscape and (b) dipole map for a carbon adatom diffusing on the Au(110) (1 × 1) surface and
(c) adsorption energy landscape and (d) dipole map on the Au(110) (2 × 1) surface, along the [001] and [110] directions at θ = 0.25 ML carbon
coverage. The diffusion path in the energetically favorable trench along the [110] direction, plotted in Fig. 4, can be seen. At the bottom of
each panel is a contour plot of the energy and dipole 3D maps; the contour line values are given on the right vertical axis in each panel and are
color coded.

is the most favorable, while significant diffusion barriers exist
along the [001] direction between adjacent 〈110〉 rows. As
shown in the dipole maps, this energetically favorable diffusion
pathway along [110] also produces the largest values of surface
dipole moment owing to the efficient charge transfer from the
Au surface to the C adatom. For both (1 × 1) and (2 × 1),
the largest surface dipole is obtained for C occupying the fcc
site, corresponding to a local energy minimum between bridge
sites.

D. Diffusion model of motional heating in ion traps

In this section we present a discussion on the diffusion
mechanism which may lead to motional heating of the trapped
ion. Surface adsorbates can lead to the motional heating of the
trapped ion through different mechanisms. In particular, if the
adsorbates are stationary, the fluctuations in the magnitude of
the induced dipole moment μ are facilitated by the coupling
to the phonon modes of the trap surface [12]. In the opposite
limit, mobile adsorbates diffusing on the surface change the
magnitude and spatial distribution of the dipoles on the surface,
which in turn contributes to the electric-field noise.

The role of diffusing particles in the generation of field noise
has been studied in the context of field-emission microscopy
[34–36], where adatom diffusion creates fluctuations in the
field-emission current in the probed region. More recently, this
formalism has been applied to explain the motional heating
observed in planar ion traps [10,37]. Two observations in
our experimental system point to the role of diffusion in
the motional heating of the ions; the first is the scaling of
the electric-field fluctuation spectrum with trapping frequency
[10], and the second is the suppression of the noise with
decreasing surface adsorbate concentration.

We start by presenting a brief summary of the formalism
developed in [37] and provide estimates for the diffusion noise
spectral density using the DFT parameters. A diffusion adatom
is represented by a surface polarization density P (�r,t) =
μσ (�r,t), where σ is the areal density of adatoms and μ is the
dipole moment of the adsorbate. This creates an electric-field
noise spectrum

SE = μ2

8π2ε2
0

∫
S

d2r1

∫
S

d2r2gD(r1)gD(r2)Cσ (r1,r2,ω),

where gD(r) = 2d2−r2

|d2+r2|5/2 ( 3dx
|d2+r2|5/2 ), a geometric factor for the

dipole pattern, is for electric-field fluctuations perpendicular
(parallel) to the trap surface, with r = (x,y) being the position
of the adatom on the trap surface and d being the distance
between the surface of the electrode and the trapped ion. Here

Cσ (r1,r2,ω) = 2Re
∫ ∞

0
dτ 〈δσ (r1,τ )δσ (r1,0)〉e−iωt

is the correlation spectrum of the density fluctuations,
δσ (�r,t) = σ (�r,t) − 〈σ (�r,t)〉. For low densities of adsorbates,
the adatoms can be modeled as independent particles diffusing
over the trap surface with

〈δσ (r1,τ )δσ (r1,0)〉 = σ̄

4πDτ
e− |r1−r2 |2

4Dτ ,

as shown in [36]. In the above expression, σ̄ is the stationary
value of σ (�r,t) in the case of a homogeneous surface. This
expression can be used to obtain an analytic expression for the
electric-field fluctuation spectrum specific to a variety of trap
geometries, as shown in [37]. However, the resulting electric-
field fluctuation spectrum for all geometries, if attributed to
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adatom diffusion, is many orders of magnitude too small to
explain the observed noise in the ion traps.

One can further refine this model by incorporating the
fluctuations of the magnitude of the induced dipole moment as
the dipoles move between patches of varying work functions,
such as those described in the previous sections. In this case,
the noise resulting from diffusion over each patch with lateral
dimensions Rel is modeled by the noise due to a small electrode
of radius Rel 
 d [37],

SE,⊥ ≈ μ2σ̄Rel

√
D√

2πε2
0d

6ω3/2
. (3)

The most important distinction between the patch model and
diffusion over the electrode surface is the change in the
induced dipole moment of the different patches, as well as
the enhancement due to the number of patches in the probed
area Np ∼ d2/R2

p . Using the results of Ref. [37], we find that
the electric dipole fluctuation spectrum, taking into account
the surface patches, is given by

SE,⊥ ≈ �μ2σ̄
√

D√
2πε2

0d
4ω3/2Rp

, (4)

where �μ is the fluctuation in the induced dipole moment
between the patch and the clean trap surface and Rel is replaced
with Rp, the patch radius.

While the above model captures some of the characteristics
of the observed noise, it assumes constant diffusion along
the surface. It is reasonable to expect that the diffusion
constant may vary along the diffusion path and the adsorbed
fluctuators can hop from one patch to another. The surface
hopping in different adsorption sites can be facilitated, for
instance, due to corrugations and potential steps on the
surface due to fabrication or defects, resulting in sites with
varying energies. This picture somewhat resembles the energy
diffusion landscape in Fig. 4. The description in [34] provides
a physically intuitive model for understanding diffusion along
the electrode surface.

We assume that the adsorbates, at steady state, can move
between two different adsorption sites of type S or P separated
by an energy barrier �E, with P sites sitting at lower
energies. The surface consists of N sites, with NS and
NP being the corresponding site numbers, respectively. The
transition between the two types of sites is driven by energetic
excitations, and the adsorbates are noninteracting. The mean
values of the adsorbate concentrations on each site are given
by the rate equations

d(NS/N )

dt
= ṅS = αPSnP − βSP nS(NP − nP ),

d(NP /N )

dt
= ṅP = −ṅS,

where nS,P = NS,P /N and αPS and βSP are the transition
coefficients between sites P and S. These different sites with
differing activation energies correspond to different adsorption
centers, each with adsorbate surface concentration nP and nS ,
respectively. The total number of sites is N = NP + NS . We
note that in this model, the bulk of the surface consists of
shallow S sites and therefore of larger diffusion rates. Hence

we account for only the possibility of double occupancies on
the S → P transitions.

In this scenario, the number of transitions per unit area and
time between the surface and the patch is given by

K = βSP NP NSθ (1 − θ )e−�ES/kbTeff , (5)

where Teff is an effective temperature to account for any
driving mechanisms and 0 � θ � 1 is the surface coverage
[34]. It is assumed that Vint 
 �ES , with Vint being the
adsorbate-adsorbate interaction and �S being the activation
energy of adsorbates in site S. This is a reasonable assumption
as the dipolar interaction, for Debye strength dipoles, is small
over macroscopic length scales. The immediate influence of
interaction can be in modifying the form of the transition rate
with coverage but not its dependence on the impurity coverage.

The above description illustrates how the number of
transitions between the two types of sites, crucial to the patch
model of the diffusion noise described above, goes to zero
at both θ = 0 and 1 and is maximized at some intermediate
filling depending on the ratio of sites belonging to each type
and temperature. The nonmonotonic behavior of K(θ ) with
decreasing surface coverage is qualitatively consistent with
the variation in the size of the electric-field noise observed
in the trap used in our setup, as well as other electric-field-
noise observations related to surface diffusion mechanisms.
Furthermore, one can use K to refine the expression for the
noise spectral power in Eq. (4) to account for the different rates
of surface diffusion of the particles in a single patch (D) or in
between patches (K).

The above phenomenological model illustrates the variation
of electric-field noise with physical parameters. It also helps
to explain the wide variations in measured values across the
literature. In this work, we make a direct comparison of
experimental and theoretical contributions to the noise. This
provides an order-of-magnitude estimate for the size of the
electric-field noise attributable to surface diffusion over an
imperfect surface.

Using the experimentally determined parameters Rpatch ∼
0.1–1 μm and d ∼ 40–100 μm in combination with the results
of the calculations presented above for �μ ≈ 2–5 D, we
estimate the size of the electric-field noise attributable to the
diffusion of independent adsorbates. The typical range of the
diffusion constant at room temperature can be estimated as
D ∼ 10−14–10−11 m2 s−1 for barrier heights between 200 and
500 meV. Since the assumption of independent adsorbates is
valid for low surface coverages, we use σ̄ ∼ 1018 m−2 and find
SE,⊥(ωt = 1MHz) ≈ 10−15–10−10 V2/m2 Hz, comparable to
measured experimental values.

In Fig. 6, we construct a plot of the frequency-normalized
electric-field noise spectral density ω3/2SE vs d, the distance
from the surface of an ion-trap electrode. We have compiled
a set of data from the literature [6,8,10,11,38–41] of various
room-temperature surface-electrode traps and overlaid them
on top of our estimated range (light gray band) for this type
of noise. We also include for comparison the data from Fig. 1
(red points with dark gray band). The estimated range from
our calculations agrees well with data from the literature. In
fact, when considering the parameters in Eq. (4) and the known
quantities from the electric-field noise data shown in this work
(see Fig. 1), the only two poorly known values are the diffusion
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FIG. 6. Measured frequency-normalized electric-field noise
spectral densities for the lowest-noise room-temperature surface-
electrode ion traps plotted as a function of the ion-electrode distance.
These data are overlaid on top of our estimated range from Eq. (4),
shown as a light gray band, and reasonable values for the diffusion
constant and patch size. Data from Fig. 1 are also plotted here in red
for comparison.

constant D and the patch size Rp. These can be combined in
terms of a diffusion time constant, τ = R2

p/D. Evaluation of
Eq. (4) to find values of τ for the data in Fig. 1 yields τ ≈ 8.5 ms
for the highest noise spectral density and more than 1 s for the
low noise spectral density.

V. SUMMARY AND OUTLOOK

In summary, we have shown experimental data of motional
heating in a stylus-type ion trap and used first-principles

DFT calculations to compute the energy landscapes and
dipole maps for a carbon adatom diffusing on the Au(110)
(1 × 1) and (2 × 1) surfaces. In light of these results, we
discuss how the fluctuating dipole moment from a diffusing
carbon adatom is a possible source of motional heating in
ion traps and compute an estimated range for the electric-
field noise spectral density. These data agree well and give
further insight into the origin of anomalous heating in ion
traps.

A crucial parameter in the precise determination of the
diffusion noise is the diffusion rate and how it varies with
temperature. In the future, using long-time molecular dynam-
ics simulation of carbon diffusion on Au(110) surfaces, we
aim to obtain values for the diffusion constant. We will also
aim to better constrain the spread in the calculation of the
diffusion noise. The numerical simulations will be extended
to energy and dipole moments of adsorbed hydrocarbon
molecules. The resulting noise spectrum due to such molecular
species on Au surfaces will be calculated. On the experimental
side, we are presently conducting experiments to measure
the diffusion time constants for these surfaces indepen-
dently using tunnel-current fluctuation measurements with
STM.
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Conrad, and A. M. Bradshaw, J. Chem. Phys. 108, 4212 (1998).
[19] A. G. Naumovets, Physica A (Amsterdam, Neth.) 357, 189

(2005).

033407-7

https://doi.org/10.1126/science.1231298
https://doi.org/10.1126/science.1231298
https://doi.org/10.1126/science.1231298
https://doi.org/10.1126/science.1231298
https://doi.org/10.1557/mrs.2013.207
https://doi.org/10.1557/mrs.2013.207
https://doi.org/10.1557/mrs.2013.207
https://doi.org/10.1557/mrs.2013.207
https://doi.org/10.1103/PhysRevA.61.063418
https://doi.org/10.1103/PhysRevA.61.063418
https://doi.org/10.1103/PhysRevA.61.063418
https://doi.org/10.1103/PhysRevA.61.063418
https://doi.org/10.1103/PhysRevLett.97.103007
https://doi.org/10.1103/PhysRevLett.97.103007
https://doi.org/10.1103/PhysRevLett.97.103007
https://doi.org/10.1103/PhysRevLett.97.103007
https://doi.org/10.1103/PhysRevLett.101.180602
https://doi.org/10.1103/PhysRevLett.101.180602
https://doi.org/10.1103/PhysRevLett.101.180602
https://doi.org/10.1103/PhysRevLett.101.180602
https://doi.org/10.1103/PhysRevA.89.012318
https://doi.org/10.1103/PhysRevA.89.012318
https://doi.org/10.1103/PhysRevA.89.012318
https://doi.org/10.1103/PhysRevA.89.012318
https://doi.org/10.1103/PhysRevA.70.043408
https://doi.org/10.1103/PhysRevA.70.043408
https://doi.org/10.1103/PhysRevA.70.043408
https://doi.org/10.1103/PhysRevA.70.043408
https://doi.org/10.1103/PhysRevA.76.033411
https://doi.org/10.1103/PhysRevA.76.033411
https://doi.org/10.1103/PhysRevA.76.033411
https://doi.org/10.1103/PhysRevA.76.033411
https://doi.org/10.1088/1367-2630/13/12/123023
https://doi.org/10.1088/1367-2630/13/12/123023
https://doi.org/10.1088/1367-2630/13/12/123023
https://doi.org/10.1088/1367-2630/13/12/123023
https://doi.org/10.1103/PhysRevLett.109.103001
https://doi.org/10.1103/PhysRevLett.109.103001
https://doi.org/10.1103/PhysRevLett.109.103001
https://doi.org/10.1103/PhysRevLett.109.103001
https://doi.org/10.1103/PhysRevB.89.245435
https://doi.org/10.1103/PhysRevB.89.245435
https://doi.org/10.1103/PhysRevB.89.245435
https://doi.org/10.1103/PhysRevB.89.245435
https://doi.org/10.1103/PhysRevA.84.023412
https://doi.org/10.1103/PhysRevA.84.023412
https://doi.org/10.1103/PhysRevA.84.023412
https://doi.org/10.1103/PhysRevA.84.023412
https://doi.org/10.1063/1.4817304
https://doi.org/10.1063/1.4817304
https://doi.org/10.1063/1.4817304
https://doi.org/10.1063/1.4817304
https://doi.org/10.1557/adv.2017.14
https://doi.org/10.1557/adv.2017.14
https://doi.org/10.1557/adv.2017.14
https://doi.org/10.1016/0039-6028(77)90358-2
https://doi.org/10.1016/0039-6028(77)90358-2
https://doi.org/10.1016/0039-6028(77)90358-2
https://doi.org/10.1016/0039-6028(77)90358-2
https://doi.org/10.1016/0039-6028(80)90548-8
https://doi.org/10.1016/0039-6028(80)90548-8
https://doi.org/10.1016/0039-6028(80)90548-8
https://doi.org/10.1016/0039-6028(80)90548-8
https://doi.org/10.1063/1.475819
https://doi.org/10.1063/1.475819
https://doi.org/10.1063/1.475819
https://doi.org/10.1063/1.475819
https://doi.org/10.1016/j.physa.2005.06.027
https://doi.org/10.1016/j.physa.2005.06.027
https://doi.org/10.1016/j.physa.2005.06.027
https://doi.org/10.1016/j.physa.2005.06.027


E. KIM et al. PHYSICAL REVIEW A 95, 033407 (2017)

[20] G. Kresse and J. Furthmüller, Phys. Rev. B 54, 11169 (1996).
[21] J. P. Perdew, J. A. Chevary, S. H. Vosko, K. A. Jackson, M. R.

Pederson, D. J. Singh, and C. Fiolhais, Phys. Rev. B 46, 6671
(1992).

[22] J. P. Perdew, K. Burke, and M. Ernzerhof, Phys. Rev. Lett. 77,
3865 (1996).
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