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Topological effects typically discussed in the context of quantum physics are emerging as one of the central paradigms of physics. Here, we demonstrate the role of topology in energy transport through dimerized micro- and nano-mechanical lattices in the classical regime, i.e., essentially "masses and springs". We show that the thermal conductance factorizes into topological and nontopological components. The former takes on three discrete values and arises due to the appearance of edge modes that prevent good contact between the heat reservoirs and the bulk, giving a length-independent reduction of the conductance. In essence, energy input at the boundary mostly stays there, an effect robust against disorder and nonlinearity. These results bridge two seemingly disconnected disciplines of physics, namely topology and thermal transport, and suggest ways to engineer thermal contacts, opening a direction to explore the ramifications of topological properties on nanoscale technology.

## I. INTRODUCTION

Topology gives rise to fascinating phenomena and can lead to the emergence of many exotic states of matter ${ }^{1-4}$, from condensed matter ${ }^{5,6}$ to cold atoms ${ }^{7}$ to quantum computation ${ }^{8,9}$. An example of a lattice with a nontrivial topology is the Su-Schrieffer-Heeger (SSH) model of electrons hopping in polyacetylene ${ }^{10}$, which is the focus of many cold-atom studies, e.g., for measuring the Zak phase ${ }^{11}$ and demonstrating topological Thouless pump$\mathrm{ing}^{12,13}$. While there are works focusing on topological effects in the classical regime ${ }^{14-25}$, few connect topology and energy transport ${ }^{26}$.

We present a mechanical system that manifests topological effects in energy transport and has relevance to many nanoscale scenarios ${ }^{27,28}$. This system is the mechanical counterpart to the SSH model in Fig. 1(a) where alternating nearest neighbor coupling strengths "dimerize" the lattice. When both ends terminate on weak bonds, the whole lattice pairs into dimers. Terminating on a strong bond, though, leaves the end sites unpaired, resulting in the formation of an edge mode. Hence, depending on the topology - e.g., swapping the nearest neighbor couplings constants, which does not change the bulk - there will be zero, one (on either the left or right), or two edge modes.

## II. RESULTS

The mechanical lattice we examine has vibrational spectrum equivalent to the energy spectrum of the SSH model when all parameters (except the alternating nearest-neighbor coupling) are uniform. Otherwise it is identical to the spectrum of a slice of the time-dependent Rice-Mele model, which has a quantized Chern number on the extended 2D plane ${ }^{4}$. The lattice has the Hamiltonian $H=\sum_{n} \frac{m_{n}}{2}\left(\dot{x}_{n}^{2}+\omega_{n}^{2} x_{n}^{2}\right)+\sum_{n} \frac{K_{n}}{2}\left(x_{n}-\right.$
$\left.x_{n+1}\right)^{2}$ with masses $m_{n}$, onsite frequencies $\omega_{n}$, and nearest-neighbor couplings $K_{n}$ for site $n$ with coordinate $x_{n}$. These parameters, $\left[m_{n}, \omega_{n}, K_{n}\right]$, are $\left[m_{1}, \omega_{1}, K_{1}\right]$ or [ $m_{2}, \omega_{2}, K_{2}$ ] for odd or even $n$, respectively. After a lattice Fourier transform, we get the Bloch Hamiltonian

$$
\begin{equation*}
\mathbf{H}_{q}=h_{0} \mathrm{I}+h_{z} \sigma_{z}+\overline{\mathbf{H}}_{q}, \tag{1}
\end{equation*}
$$

where $\sigma_{z}$ is the $z$ Pauli matrix, I is the $2 \times 2$ identity matrix, and $h_{z}$ and $h_{0}$ are given in the Supplemental Material (SM) ${ }^{29}$, and

$$
\overline{\mathbf{H}}_{q}=-\frac{1}{m}\left[\begin{array}{cc}
0 & f^{*}(q)  \tag{2}\\
f(q) & 0
\end{array}\right]
$$

with $m=\sqrt{m_{1} m_{2}}$ and $f(q)=K_{1}+K_{2} e^{i q}$. A natural realization of this model is in one-dimensional micro- and nano-electromechanical systems (MEMS-NEMS), which provide a versatile platform for dynamical phenomena and devices ${ }^{30}$. As we will discuss, a combination of laserinduced heating and optical/electronic readout can topologically characterize energy transport in MEMS-NEMS, as shown in Fig. 1(b). However, since this model is one of the most elementary examples of a physical system classically coupled "masses and springs" - there exists many alternative realizations.

The topological nature of the lattice can be seen by considering $\overline{\mathbf{H}}_{q}=R_{x} \sigma_{x}+R_{y} \sigma_{y}$, where $\sigma_{x, y}$ are the Pauli matrices. The curve ( $R_{x}=K_{1}+K_{2} \cos (q), R_{y}=$ $\left.-K_{2} \sin (q)\right)$ may or may not wrap around the origin in the complex plane as $q$ goes from 0 to $2 \pi$. Counting how many times the curve encircles the origin gives the winding number,

$$
\mathcal{W}= \begin{cases}1, & K_{1}<K_{2}  \tag{3}\\ 0, & K_{1}>K_{2}\end{cases}
$$

This number is an important topological property of a 1D system's band structure ${ }^{1,5}$. The Zak phase ${ }^{31}$ is


FIG. 1. (a) Illustration of dimerization in a mechanically alternating lattice. Intracell ( $K_{1}$ ) and intercell ( $K_{2}$ ) nearest-neighbor couplings are shown by green and black lines, respectively. Depending on the value of the winding number, Eq. (3), and the parity of the lattice length, $N$, there can be zero, one, or two edge modes, Eq. (4). For example, when $N$ is even and $K_{1}>K_{2}$ then $\mathcal{W}=0\left(K_{1}<K_{2}\right.$ with $\left.\mathcal{W}=1\right)$ and no edge mode (two edge modes) are present as the strong couplings pair all the sites (all but the two sites at the boundaries) as shown in the left (right) lattice. (b) Illustration of energy transport in an envisioned micro- or nano-mechanical topological lattice. The large and small spacings between beams of length $L$ alternate the nearest neighbor couplings (varying widths can alternate other parameters). Other device characteristics (thickness $t$, undercut $d$, device materials) can be used to tune the parameters in Eq. (1). A modulated laser of wavelength $\lambda$ can equilibrate the end beam of the lattice at some elevated temperature $T_{L}$, while the other end is either damped into equilibrium with its surroundings at $T_{R}$ or its local temperature is measured optically or electronically via its oscillations. A difference in these two temperatures will drive an energy current $J$. The presence of the edge modes will create an interfacial resistance, as the localized modes tend to decouple the bulk lattice from the boundaries, thereby reducing the ability of energy to flow away from the edge. (c) Three representative normal modes, plotted as the polarization vector squared, $u_{q n}^{2}$, versus beam position, $n$, along the lattice. The two edge modes (solid red and dashed blue lines) are localized around the left and right edges, respectively, while delocalized modes are spread across the entire lattice (dot-dashed green line shows $\sqrt{N} u_{q n}^{2}$ for one delocalized mode). The parameters are $K_{2}=2 K_{1}, m_{2}=3 m_{1} / 4$, and $\omega_{2}=\omega_{1}$. The inset shows the frequencies of all modes enumerated in ascending order of frequency. The edge modes reside in the gap between the two bands of delocalized modes.
the 1D Berry phase and is $2 \pi$ times the winding number. When the winding number is nonzero, the lattice is topologically non-trivial and edge modes appear, decaying exponentially from the edges with a decay length $\xi=-\ln \left(K_{1} / K_{2}\right)$. Without loss of generality, we use the convention that if only one edge mode is present, it is on the left. The number of left $\left(N_{L}\right)$ and right $\left(N_{R}\right)$ edge modes is thus

$$
\begin{equation*}
N_{L}=\mathcal{W}, N_{R}=\frac{1-e^{i \pi(N+\mathcal{W})}}{2} \tag{4}
\end{equation*}
$$

Figure 1(c) shows the decaying amplitude squared of two edge modes. The $\sigma_{z}$ term in Eq. (1), while not present in the SSH model, does not destroy the edge modes as one can verify explicitly (see the $\mathrm{SM}^{29}$ ). Moreover, the edge modes persist in the presence of nonlinearity (see Fig. 2).

These modes are more than just a physical curiosity, however. Figure 1(b) illustrates a lattice of interacting cantilevers with one end at a temperature $T_{L}$. When the lattice is locally excited at the boundary, e.g., via a laser as shown in Fig. 1(b), or via an electromagnetic coupling, the resulting energy current will depend on the presence of the edge modes, whether this energy flow
is due to a single transient excitation or in a steadystate. The conductance, $\kappa \equiv J / \Delta T$, where $\Delta T$ is the temperature difference between two reservoirs, captures this effect. For the bulk, the intrinsic conductance, $\kappa_{0}$, is given by its average phonon group velocity ${ }^{37}$

$$
\begin{equation*}
\kappa_{0}=\frac{k_{B}}{2 \pi} \int_{\Omega} d q v_{q}=\frac{k_{B} \Omega}{2 \pi} \tag{5}
\end{equation*}
$$

where we use $\Omega$ to indicate both the bands and the total bandwidth. This is the maximum rate at which a harmonic lattice can transport heat between two equilibrium reservoirs at different temperatures. Since it depends only on the bulk band structure, $\Omega$, it is independent of winding number, i.e., swapping the order of $K_{1}$ and $K_{2}$ - or changing the parity of the lattice - will not affect it. Reaching this conductance in practice, however, requires that all phonon modes are sufficiently in contact with the reservoirs so that they are supplied ample thermal energy ${ }^{37}$. In the presence of topological edge modes this limit is never reached, and the thermal conductance is always lower than $\kappa_{0}$, regardless of the system length. This is rather surprising, considering the fact that there are at most two edge modes, whereas the number of modes grows linearly with the system size.


FIG. 2. Band structure and edge modes for $(a, b)$ the harmonic lattice (that leads to Eq. (1)) versus the ratio of couplings and (c,d) a nonlinear, Fermi-Pasta-Ulam (FPU) like ${ }^{32-35}$ generalization versus temperature. (a,b) When $K_{1}<$ $K_{2}$ in an even site lattice, there are two edge modes (purple and wine lines) that reside in the gap between the two phonon bands (outlined with blue and red for the upper and lower bands, respectively). As $K_{1}$ increases the spatial extent of the edge states grows until they merge with the bulk states at $K_{1}=K_{2}$. This process is shown for alternating couplings only (i.e., $m_{1} / m_{2}=1 ; \omega_{1} / \omega_{2}=1$ ) and for the masses alternating (i.e., $m_{1} / m_{2}=2 ; \omega_{1} / \omega_{2}=1$ ). (c,d) The edge modes also exist in nonlinear lattices and persist even as the nonlinearity increases with temperature $T$ (at high enough temperatures, the nonlinearity merges the edge modes with the bulk). The persistence of the edge modes is relevant to MEMS/NEMS, which are often operated in nonlinear regimes ${ }^{30,36}$. Prior studies also show that classical nonlinear systems can exhibit topological excitations ${ }^{15}$.

We note that the ability of a specific mode $q$ to conduct heat will depend on its contact with the external reservoirs and its intrinsic conductance (determined by its group velocity). In the setup of Fig. 1(b), the strength of the contact of a specific mode $q$ with the reservoirs is given by $\gamma u_{q 1}^{2}$ and $\gamma u_{q N}^{2}$ for the left and right, respectively. The coupling (i.e., damping rate) $\gamma$ is the strength of contact of the reservoirs to the cantilever beam at the lattice boundary. The polarization vector of the mode on the boundaries, $u_{q n}^{2}$ with $n=1$ or $N$, attenuates the coupling of the mode $q$ to the reservoirs. When the lattice weakly contacts the reservoirs - in order to minimally perturb the boundaries - the conductance for mode $q$, $\kappa_{q}$, is due to two contributions in series (see the $\mathrm{SM}^{29}$ )

$$
\begin{equation*}
\frac{k_{B}}{\kappa_{q}}=\frac{1}{\gamma u_{q 1}^{2}}+\frac{1}{\gamma u_{q N}^{2}} \tag{6}
\end{equation*}
$$

where the first term is from the left interface and the second from the right interface. To describe the behavior for arbitrary $\gamma$, the bulk contribution $-N / v_{q}$, the
intrinsic ability of the mode to transfer heat - and an overdamping contribution proportional to $\gamma$ would need to be included in Eq. (6). Many of the results below hold up to moderate values of $\gamma$, as explained in the $\mathrm{SM}^{29}$.

The edge modes have an exponentially vanishing amplitude, $u_{q n}^{2} \approx 0$, for either $n=1$ or $N$, which yields $\kappa_{q} \approx 0$ for $q \in \mathcal{E}$, where $\mathcal{E}$ is the set of edge modes. The total conductance will then be

$$
\begin{equation*}
\kappa=\frac{1}{2 \pi} \int_{\Omega} d q \lim _{N \rightarrow \infty} N \kappa_{q} \tag{7}
\end{equation*}
$$

where the integral is over only the phonon bands and thus the edge state contribution - which would be a separate sum - is absent. This equation has a similar form to Eq. (5) but $\kappa_{q}$ contains the non-ideal contact to the external heat source and sink.

We proceed by giving a heuristic derivation of the effect of topology, and a rigorous derivation is in the $\mathrm{SM}^{29}$. Considering all normal modes of a lattice, one has simple "sum rules" for the boundary amplitudes, $\sum_{q} u_{q 1}^{2}=1 / m$ and $\sum_{q} u_{q N}^{2}=1 / m$ for the case when $m_{1}=m_{N}=m$, that reflect the (mass) scaling and orthogonal transformations that yield the normal modes. In the absence of edge modes, the bulk modes have a contact strength $u_{q n}^{2} \propto \gamma /(m N)$ for $n=1$ and $N$. Using this value for $u_{q n}^{2}$, the non-topological interfacial conductance for an even length lattice is

$$
\begin{equation*}
\bar{\kappa}=\frac{k_{B} \gamma}{2 m} \tag{8}
\end{equation*}
$$

which is limited by the coupling of the external reservoirs to the lattice, i.e., the heat injected is the bottleneck to current flow ${ }^{37}$ (a similar situation occurs in electronic transport ${ }^{38-40}$ ).

In the presence of edge modes - states localized at the boundaries - the total coupling of the bulk to the reservoirs is reduced: $\sum_{q \in \Omega} u_{q n}^{2}=1 / m-\sum_{q \in \mathcal{E}} u_{q n}^{2}$. The bulk modes therefore have a contact strength $\propto$ $\gamma\left(1-m \sum_{q \in \mathcal{E}} u_{q n}^{2}\right) /(m N)$. The amplitude squared of an edge mode on a boundary of its origin is $\left(1-e^{-2 \xi}\right) / m$, which follows from the normalization of an exponentially decaying state (see the $\mathrm{SM}^{29}$ ). The bulk modes therefore have contact $\gamma u_{q n}^{2} \propto \gamma \exp (-2 \xi) /(m N)$ for $n=1$ and $N$. The conductance in the presence of edge modes is then

$$
\begin{equation*}
\kappa=\frac{k_{B} \gamma e^{-2 \xi}}{2 m}=e^{-2 \xi} \bar{\kappa} . \tag{9}
\end{equation*}
$$

Thus, there is a topologically induced component of the conductance that manifests itself as a prefactor $e^{-2 \xi}$.

The case of odd or even $N$ can support $N_{L}=0,1$ states on the left and and $N_{R}=0,1$ states on the right, according to the winding number, Eq. (4). Generalizing Eq. (9) to arbitrary length lattices, and also inhomogeneous mass and on-site frequency cases, the conductance of the lattice is

$$
\kappa=\Xi \bar{\kappa}
$$

where $\bar{\kappa}$ is the nontopological component of the conductance (for $N$ odd, $\bar{\kappa}=k_{B} \gamma / 2 m_{1}$; for $N$ even, $\bar{\kappa}$ is the conductance in the absence of edge modes, i.e., $K_{1}$ and $K_{2}$ swapped, see the $\mathrm{SM}^{29}$ ) and $\Xi$ gives the three discrete topological levels

$$
\Xi=\frac{2}{e^{2 N_{L} \xi}+e^{2 N_{R} \xi}}
$$

The quantity $\Xi$ is thus a function of winding number, as $N_{L(R)}$ depend on it through Eq. (4). Out of the different configurations (using the parameters that give the same bulk properties but ordering them in different ways), Eq. (II) will give only three possible values, corresponding to the presence of 0,1 or 2 edge modes. All trivial mass effects (at the boundaries) are in $\bar{\kappa}$.

## III. DISCUSSION

The effect of topological edge modes on thermal conductance is demonstrated in Figure 3, which discusses a uniform lattice with alternating $K_{1}$ and $K_{2}$ only (solid lines), a lattice with $m_{1}=2 m_{2}$ and $\omega_{1}=\omega_{2}$ (dashed lines) and a lattice with $m_{1} / m_{2}=K_{1} / K_{2}, \omega_{1}=\omega_{2}$ (dash-dotted lines). For each bulk lattice, we show the case with zero edge modes (green), two edge modes (purple), and one edge mode (red and blue for a left and right edge mode, respectively).

Figure 3(a) plots the thermal conductance $\kappa$ versus the ratio $K_{1} / K_{2}$. The conductance can take on essentially any value (by changing masses and on-site frequencies, one can fill in the whole plot). However, when taking simple ratios, $\kappa / \bar{\kappa}$, of the thermal conductance, a simple quantization emerges, as shown in Fig. 3(b). These ratios take on just three values given by $\Xi$. Generically, the introduction of edge modes suppresses the conductance, as it reduces the contact between the energy sources/sinks and the bulk states. Non-topological effects (i.e., the changing bulk state structure as $K_{1} / K_{2}$ increases) can also significantly influence the conductance for certain sets of parameters ${ }^{41}$.

Since the suppression of the thermal conductance is a topological effect, it will not depend on the specific details of the system and reservoirs and is anticipated to be robust against various modifications to the lattice (so long as the topology is maintained). We demonstrate this robustness in Fig. 3(c) where we plot the normalized conductance versus $K_{1} / K_{2}$ for three additional lattices; the FPU- $\beta$ lattice of Fig. 2(c) and two disordered, dimerized lattices. For all these cases, the conductance follows Eq. (II), showing the universality of the topology-induced
reduction of thermal conductance. If the Langevin reservoirs are replaced by uniform harmonic lattices with constant coupling $0<K<\min \left(K_{1}, K_{2}\right)$ representing trivial topology, the edge modes and their influence on thermal conductance should still survive at the boundary due to a change of topology.

We further note that Eq. (6) is a general result. It entails, therefore, that even non-topological localized modes (e.g., due to a light mass at the boundary) can suppress the thermal conductance. However, nontopological modes will not display the quantized conductance of Eq. (II) and shown in Fig. 3b,c. As well, there are many channels for heat/energy transport. In the setup envisioned in Fig. 1, heat will also be carried by vibrations of the underlying crystal lattice. Therefore, it is necessary to use a low thermal conductivity material so that vibrations of the cantilevers are the dominant channel for energy transport.

## IV. CONCLUSION

Just as thermal transport can serve as a probe of nonlinear structural transitions ${ }^{42,43}$, these results show that signatures of nontrivial topologies appear in classical (or quantum) energy transport in conventional physical systems, such as MEMS/NEMS or at crystal-polymer interfaces. In particular, a combination of laser-induced heating and optical/electronic readout will allow for the topological characterization of energy transport in micro- or nano-mechanical lattices and control of heat flow ${ }^{44}$. The emergence of edge states may help design, e.g., thermoelectric devices, where the lattice thermal conductance needs to be suppressed independently of the electronic conductance. Moreover, energy flow and thermal properties are critical to the operation of nanotechnologies, where they can limit and even define the functionality of devices ${ }^{44-46}$. The results presented here thus generate exciting prospects for observing topological properties in conventional physical systems and utilizing them to design micro- and nano-scale devices.

## ACKNOWLEDGMENT

K.A.V. was supported by the U.S. Department of Energy through the LANL/LDRD Program. Y.D. acknowledges support from the Israel Science Fund (Grant No. 1256/14).

* mpz@nist.gov
${ }^{1}$ M. Z. Hasan and C. L. Kane, Rev. Mod. Phys. 82, 3045 (2010).
${ }^{2}$ X. L. Qi and S. C. Zhang, Rev. Mod. Phys. 83, 1057 (2011).
${ }^{3}$ B. A. Bernevig and T. L. Hughes, Topological insulators and topological superconductors (Princeton University


FIG. 3. Topological quantization of the conductance. (a) The conductance versus $K_{1} / K_{2}$ of infinite length dimerized lattices (in the setup shown in Fig. 1(b)). We show only a subset of the curves for clarity, see the $\mathrm{SM}^{29}$ for details. (b) When taking the ratio of the conductance to the non-topological component, $\bar{\kappa}$, all the curves in (a) collapse onto three distinct levels. Green, purple, and red-blue lines show the cases with zero, two, and one edge mode(s) (left or right), respectively, generically suppressing the conductance. (c) The topological conductance is robust to nonlinearity and disorder. The yellow circles and wine squares show the normalized conductance of two disordered lattices (with both an odd and even number of sites), and the magenta diamonds show the normalized conductances of the FPU lattice. Empty (full) symbols are for one (two) edge modes. Since the nonlinearity also introduces an overall shift in the parameters, the data points are plotted versus an effective $K_{1} / K_{2}$, as described in the $\mathrm{SM}^{29}$. In all cases, the results agree with the theoretical result, Eqs. (II) and (II).

Press, Princeton, NJ, 2013).
${ }^{4}$ S. Q. Shen, Topological Insulators: Dirac Equation in Condensed Matters (Springer-Verlag, Berlin, Germany, 2012).
${ }^{5}$ C. K. Chiu, J. C. Teo, A. P. Schnyder, and S. Ryu, Rev. Mod. Phys. 88, 035005 (2016).
${ }^{6}$ A. Bansil, H. Lin, and T. Das, Rev. Mod. Phys. 88, 021004 (2016).
${ }^{7}$ N. Goldman, J. Budich, and P. Zoller, Nat. Phys. 12, 639 (2016).
${ }^{8}$ C. Nayak, S. H. Simon, A. Stern, M. Freedman, and S. Das Sarma, Rev. Mod. Phys. 80, 1083 (2008).
${ }^{9}$ A. Stern and N. H. Lindner, Science 339, 1179 (2013).
${ }^{10}$ W. P. Su, J. R. Schrieffer, and A. J. Heeger, Phys. Rev. Lett. 42, 1698 (1979).
${ }^{11}$ M. Atala, M. Aidelsburger, J. T. Barreiro, D. Abanin, T. Kitagawa, E. Demler, and I. Bloch, Nat. Phys. 9, 795 (2013).
${ }^{12}$ S. Nakajima, T. Tomita, S. Taie, T. Ichinose, H. Ozawa, L. Wang, M. Troyer, and Y. Takahashi, Nat. Phys. 12, 296 (2016).
${ }^{13}$ M. Lohse, C. Schweizer, O. Zilberberg, M. Aidelsburger, and I. Bloch, Nat. Phys. 12, 350 (2016).
${ }^{14}$ C. L. Kane and T. C. Lubensky, Nat. Phys. 10, 39 (2014).
${ }^{15}$ B. G. Chen, N. Upadhyaya, and V. Vitelli, PNAS 111, 13004 (2014).
${ }^{16}$ R. Susstrunk and S. D. Huber, Science 349, 47 (2015).
${ }^{17}$ J. Paulose, B. G.-g. Chen, and V. Vitelli, Nat. Phys. 11, 153 (2015).
${ }^{18}$ S. D. Huber, Nat. Phys. 12, 621 (2016).
${ }^{19}$ L. Lu, J. D. Joannopoulos, and M. Soljacic, Nat. Photonics 8, 821 (2014).
${ }^{20}$ N. Berg, K. Joel, M. Koolyk, and E. Prodan, Phys. Rev. E 83, 021913 (2011).
${ }^{21}$ Z. Yang, F. Gao, X. Shi, X. Lin, Z. Gao, Y. Chong, and B. Zhang, Phys. Rev. Lett. 114, 114301 (2015).
${ }^{22}$ I. Kim, S. Iwamoto, and Y. Arakawa, Appl. Phys. Express 11, 017201 (2018).
${ }^{23}$ P. Wang, L. Lu, and K. Bertoldi, Phys. Rev. Lett. 115, 104302 (2015).
${ }^{24}$ A. B. Khanikaev, R. Fleury, S. H. Mousavi, and A. Alu, Nat. Comm. 6, 8260 (2015).
${ }^{25}$ Z. Y. Ong and C. H. Lee, Phys. Rev. B 94, 134203 (2016).
${ }^{26}$ A. Bid, N. Ofek, H. Inoue, M. Heiblum, C. L. Kane, V. Umansky, and D. Mahalu, Nature 466, 585 (2010).
${ }^{27}$ A. Dhar, Adv. Phys. 57, 457 (2008).
${ }^{28}$ Z. Xu, Theor. Appl. Mech. Lett. 6, 113 (2016).
${ }^{29}$ See Supplemental Material at [URL will be inserted by publisher. [The pdf file contains the details of this work.]].
${ }^{30}$ M. Sato, B. E. Hubbard, and A. J. Sievers, Rev. Mod. Phys. 78, 137 (2006).
${ }^{31}$ J. Zak, Phys. Rev. Lett. 62, 2747 (1989).
${ }^{32}$ V. Burkalov, S. Kiselev, and V. Pyrkov, Solid State Commun. 74, 327 (1990).
${ }^{33}$ G. James and M. Kastner, Nonlinearity 20, 631 (2007).
${ }^{34}$ R. Livi, M. Spicci, and R. S. MacKay, Nonlinearity 10, 1421 (1997).
${ }^{35}$ M. Aoki, J. Phys. Soc. Jpn. 61, 3024 (1992).
${ }^{36}$ M. Sato, B. E. Hubbard, A. J. Sievers, B. Ilic, D. A. Czaplewski, and H. G. Craighead, Phys. Rev. Lett. 90, 044102 (2003).
${ }^{37}$ K. A. Velizhanin, S. Subin, C.-C. Chien, Y. Dubi, and M. Zwolak, Sci. Rep. 5, 17506 (2015).
${ }^{38}$ D. Gruss, K. Velizhanin, and M. Zwolak, Sci. Rep. 6, 24514 (2016).
39 J. E. Elenewski, D. Gruss, and M. Zwolak, J. Chem. Phys. 147, 151101 (2017).
${ }^{40}$ D. Gruss, A. Smolyanitsky, and M. Zwolak, J. Chem. Phys. 147, 141102 (2017).
${ }^{41}$ C. C. Chien, S. Kouachi, K. A. Velizhanin, Y. Dubi, and M. Zwolak, Phys. Rev. E 95, 012137 (2017).
${ }^{42}$ K. A. Velizhanin, C. C. Chien, Y. Dubi, and M. Zwolak, Phys. Rev. E 83, 050906(R) (2011).
${ }^{43}$ C. C. Chien, K. A. Velizhanin, Y. Dubi, and M. Zwolak, Nanotech. 24, 095704 (2013).
${ }^{44}$ N. Li, J. Ren, L. Wang, G. Zhang, P. Hänggi, and B. Li, Rev. Mod. Phys. 84, 1045 (2012).
${ }^{45}$ Y. Dubi and M. Di Ventra, Rev. Mod. Phys. 83, 131 (2011).
${ }^{46}$ N. Yang, X. Xu, G. Zhang, and B. Li, AIP Adv. 2, 041410 (2012).

# Topological quantization of energy transport in micro- and nano-mechanical lattices - Supplemental Information 

Chih-Chun Chien, ${ }^{1}$ Kirill A. Velizhanin, ${ }^{2}$ YonatanDubi, ${ }^{3}$ B. Robert Ilic, ${ }^{4}$ and Michael Zwolak ${ }^{4, *}$${ }^{1}$ School of Natural Sciences, University of California, Merced, CA 95343, USA${ }^{2}$ Theoretical Division, Los Alamos National Laboratory, Los Alamos, NM 87545, USA
${ }^{3}$ Department of Chemistry and the Ilse Katz Institute for Nanoscale Science and Technology, Ben-Gurion University of the Negev, Beer-Sheva 84105, Israel
${ }^{4}$ Center for Nanoscale Science and Technology, National Institute of Standards and Technology, Gaithersburg, MD 20899, USA

## CONTENTS

I. Method ..... 2
II. Band Structure ..... 2
III. Winding Number and Edge Modes ..... 3
IV. Rigorous derivation of Eq. (6) of the main text ..... 6
V. Rigorous derivation of Eqs. (10) and (11) of the main text ..... 7
VI. Nonlinear FPU lattices ..... 9
VII. Details of Figure 3 ..... 10
VIII. Potential experimental realization ..... 12
References ..... 12

[^0]
## I. METHOD

Thermal conductance calculations were performed by attaching the real-space Hamiltonian (defined above Eq. (1) in the main text) to Langevin reservoirs at the terminating lattice sites. Analytic and numerical calculations follow from deriving the Newton-Langevin equations. For the FPU chain, self-consistent phonon theory is used to address non-linearity. All the details of our numerical and analytical calculations, including rigorous derivations of the equations in the main text, are summarized in the following sections.

## II. BAND STRUCTURE

The Hamiltonian of the infinite dimerized lattice is

$$
\begin{equation*}
H=\sum_{n=1}^{N} \frac{m_{n}}{2}\left(\dot{x}_{n}^{2}+\omega_{n}^{2} x_{n}^{2}\right)+\sum_{n=0}^{N} \frac{K_{n}}{2}\left(x_{n}-x_{n+1}\right)^{2}, \tag{1}
\end{equation*}
$$

with $n=0, \pm 1, \pm 2, \ldots$. Here, $m_{n}$ is the mass at site $n, \omega_{n}$ is the frequency of the onsite binding harmonic potential, and $K_{n}$ is the nearest-neighbor coupling constant. The Hamiltonian parameters [ $m_{n}, \omega_{n}, K_{n}$ ] are set to either $\left[m_{1}, \omega_{1}, K_{1}\right.$ ] or [ $m_{2}, \omega_{2}, K_{2}$ ] depending on whether $n$ is odd or even, respectively. For definiteness, the unit cell is taken to be sites 1 and 2, so that $K_{1(2)}$ is the intracell (intercell) coupling constant. This gives the equations of motions

$$
\begin{equation*}
m_{n} \ddot{x}_{n}=-\left(\omega_{n}^{2}+K_{n-1}+K_{n}\right) x_{n}+K_{n-1} x_{n-1}+K_{n} x_{n+1} . \tag{2}
\end{equation*}
$$

The $0^{\text {th }}$ and $(N+1)^{\text {th }}$ oscillators are fixed.
The full Hamiltonian with alternating coupling constants, masses, and on-site frequencies is invariant with respect to the two-site translation, $n \rightarrow n+2$. Under this condition, its eigenfunctions have a Bloch wave form. Specifically, we perform the standard substitution: (i) $\ddot{x}_{n} \rightarrow-\omega_{q}^{2} x_{n}$, (ii) $x_{2 l+1}=y_{1} e^{i q l}$ and $x_{2 l+2}=y_{2} e^{i q l}$, where $l=0, \pm 1, \pm 2, \ldots$ enumerates 2 -site unit cells and $q$ is the dimensionless quasimomentum. The lattice Fourier transform reduces the full problem, Eq. (2), to the $2 \times 2$ matrix eigenvalue problem

$$
\left[\begin{array}{cc}
\omega_{1}^{2}+\left(K_{1}+K_{2}\right) / m_{1} & -\left(K_{1}+K_{2} e^{-i q}\right) / m_{1}  \tag{3}\\
-\left(K_{1}+K_{2} e^{i q}\right) / m_{2} & \omega_{2}^{2}+\left(K_{1}+K_{2}\right) / m_{2}
\end{array}\right]\binom{y_{1}}{y_{2}}=\omega_{q}^{2}\binom{y_{1}}{y_{2}} .
$$

Using mass-weighted coordinates, $u_{i}=\sqrt{m_{i}} y_{i}$, and rearranging gives

$$
\left[\begin{array}{cc}
\omega_{1}^{2}+\left(K_{1}+K_{2}\right) / m_{1}-\omega_{q}^{2} & -\left(K_{1}+K_{2} e^{-i q}\right) / \sqrt{m_{1} m_{2}}  \tag{4}\\
-\left(K_{1}+K_{2} e^{i q}\right) / \sqrt{m_{1} m_{2}} & \omega_{2}^{2}+\left(K_{1}+K_{2}\right) / m_{2}-\omega_{q}^{2}
\end{array}\right]\binom{u_{1}}{u_{2}}=0
$$

where the matrix is Hermitian. Straightforward diagonalization of this matrix results in two dispersive bands,

$$
\begin{equation*}
\omega_{ \pm}=\sqrt{\frac{1}{2}\left(b_{1}+b_{2} \pm \sqrt{\left(b_{1}-b_{2}\right)^{2}+4\left(d_{1}^{2}+d_{2}^{2}+2 d_{1} d_{2} \cos (q)\right)}\right)} \tag{5}
\end{equation*}
$$

Here, $b_{1}=\left(\omega_{1}+K_{1}+K_{2}\right) / m_{1}, b_{2}=\left(\omega_{2}+K_{1}+K_{2}\right) / m_{2}, d_{1}=K_{1} / \sqrt{m_{1} m_{2}}$, and $d_{2}=$ $K_{2} / \sqrt{m_{1} m_{2}}$.

Eq. (4) can also be interpreted as an eigenvalue problem where the Bloch Hamiltonian matrix to diagonalize is given by Eq. (1) of the main text, repeated here

$$
\begin{equation*}
\mathbf{H}_{q}=h_{0} \mathrm{I}+h_{z} \sigma_{z}+\overline{\mathbf{H}}_{q}, \tag{6}
\end{equation*}
$$

where $\sigma_{z}$ is Pauli $z$-matrix and I is the $2 \times 2$ identity matrix; $h_{0}=(1 / 2)\left[\left(\omega_{1}^{2}+\omega_{2}^{2}\right)+\left(m_{1}+\right.\right.$ $\left.\left.m_{2}\right)\left(K_{1}+K_{2}\right) / m^{2}\right]$ and $h_{z}=(1 / 2)\left[\left(\omega_{1}^{2}-\omega_{2}^{2}\right)+\left(m_{2}-m_{1}\right)\left(K_{1}+K_{2}\right) / m^{2}\right]$ are $q$-independent combinations of the lattice parameters. The matrix $\overline{\mathbf{H}}_{q}$ is defined by

$$
\overline{\mathbf{H}}_{q}=-\frac{1}{m}\left[\begin{array}{cc}
0 & f^{*}(q)  \tag{7}\\
f(q) & 0
\end{array}\right]
$$

where $m=\sqrt{m_{1} m_{2}}$ and $f(q)=K_{1}+K_{2} e^{i q}$. One needs $h_{0} \geq 0$ and $h_{0}-\left|h_{z}\right| \geq 0$ for observing propagating modes $\left(h_{0}-\left|h_{z}\right|\right.$ should be positive to guarantee propagating modes in the lower band).

## III. WINDING NUMBER AND EDGE MODES

The non-trivial topological nature of the lattice is most clearly seen by first setting $m_{1}=$ $m_{2}=m$ and $\omega_{1}=\omega_{2}=\omega$, so that only the coupling constants alternate. Under these conditions, $h_{z} \equiv 0$ in Eq. (6) resulting in the matrix eigenproblem

$$
\begin{equation*}
\overline{\mathbf{H}}_{q}\left|u_{q}\right\rangle=\left[\omega_{q}^{2}-\omega^{2}-\frac{K_{1}+K_{2}}{m}\right]\left|u_{q}\right\rangle \tag{8}
\end{equation*}
$$

where $\left|u_{q}\right\rangle=\left[u_{q, 1}, u_{q, 2}\right]^{T}$. In this form, the Hamiltonian resembles the Su-Schrieffer-Heeger (SSH) model of electrons hopping in polyacetylene [1-3]. The function $f(q)=K_{1}+K_{2} e^{i q}$
is periodic with period $2 \pi$. Using the Pauli matrices $\sigma_{x, y}$, one can write $\overline{\mathbf{H}}_{q}=R_{x} \sigma_{x}+R_{y} \sigma_{y}$, where $R_{x}=K_{1}+K_{2} \cos (q)$ and $R_{y}=-K_{2} \sin (q)$. Interpreting the values of $\left(R_{x}, R_{y}\right)$ as a 2 D vector, one may ask how many times does this vector wind around the origin when $q$ changes from 0 to $2 \pi$. It is easy to see that this quantity, usually referred to as the winding number, $\mathcal{W}$, evaluates to

$$
\mathcal{W}= \begin{cases}1, & K_{1}<K_{2}  \tag{9}\\ 0, & K_{1}>K_{2}\end{cases}
$$

The winding number is an important topological property of a 1D system's band structure $[2,4,5]$ (or its dispersion relation for classical systems), encoded by its Hamiltonian. In what follows we will see that this number can be used to count the number of edge modes in a finite-length dimerized harmonic lattice. The Zak phase [6] is the 1D Berry phase with the definition $\theta_{Z}=\int_{0}^{2 \pi} d q\left\langle u_{q}\right| \partial_{q}\left|u_{q}\right\rangle$. For the dimerized lattice, $\theta_{Z}=2 \pi \mathcal{W}$.

Up to now, the quasimomentum $q$ has assumed real values, yielding propagating Bloch modes. Another important class of modes can be obtained by (i) analytically continuing Eq. (8) to complex $q$ and (ii) requiring that the amplitude of resulting normal modes vanish exactly on the second sublattice, i.e., $\left|u_{q}\right\rangle=[1,0]^{T}$. Eq. (8) then reduces to two equations: $\omega_{q}^{2}=\omega^{2}+\left(K_{1}+K_{2}\right) / m$ and $f(q)=0$. The first equation defines the frequency of the normal mode, which always lies in the gap between the two bulk bands. The second equation, which can be rewritten as $q=\pi-i \log \left(K_{1} / K_{2}\right)$, implies that when $K_{1} \neq K_{2}$, the imaginary part of $q$ is nonzero and the vibrational amplitude decays (grows) exponentially as $n \rightarrow+\infty$ for $K_{1}<K_{2}\left(K_{1}>K_{2}\right)$.

We now truncate the dimerized lattice from the left by setting $m_{n} \rightarrow \infty, n=0,-1,-2, \ldots$, or, equivalently, by the boundary condition $u_{q, 0}=0$. The exponentially decaying mode $\left(K_{1}<K_{2}\right)$ satisfies this boundary condition by construction and is normalizable in $n \in$ $[1, \infty)$. This mode then becomes an edge mode of the truncated lattice. No edge mode exists for $K_{1}>K_{2}$ since the corresponding exponentially growing mode is non-normalizable. The winding number, Eq. (9), succinctly captures this condition. Thus, even though it is a rather abstract topological property, it nevertheless has a very important physical interpretation as it gives the number of edge modes in truncated dimerized lattices.

Similar considerations apply to the case where the lattice is truncated from the right by setting $u_{q, N+1}=0$. Truncating the lattice from both sides produces a finite lattice of length $N$. Assuming that $N$ is large, left and right edge modes do not interact with each other and
the number of left $\left(N_{L}\right)$ and right $\left(N_{R}\right)$ edge modes can be succinctly expressed as

$$
\begin{align*}
& N_{L}=\mathcal{W}, \\
& N_{R}=\frac{1-e^{i \pi(N+\mathcal{W})}}{2} . \tag{10}
\end{align*}
$$

As the total number of normal modes of the lattice of length $N$ has to be $N$, there is also $N-\left(N_{L}+N_{R}\right)$ delocalized modes. These modes of the finite lattice are obtained as linear combinations of propagating Bloch modes of the infinite lattice subject to the boundary conditions. Figure 1(c) of the main text shows the polarization vector squared of two edge (dashed red and solid blue lines) and one delocalized (dot-dashed green line) mode as a function of position along the lattice. The polarization vectors of the edge modes decay with exponent $\xi=-\log \left(K_{1} / K_{2}\right)$. An index-theorem approach gives a way to count the edge modes for more generic cases $[7,8]$.

Due to their topological nature, the edge modes discussed above (alternating $K_{n}$, uniform $m_{n}$ and $\omega_{n}$ ), are expected to be robust to certain classes of perturbations/modifications. Figure $2(\mathrm{a}-\mathrm{b})$ of the main text show the evolution of the edge modes (through the corresponding eigenvalues) as $K_{1} / K_{2}$ increases. The edge modes remain so long as their frequency is separated from the bulk phonon bands, which occurs in both the alternating coupling only case (Fig. 2(a)) and when other parameters alternate (Fig. 2(b)). This is also true for the presence of nonlinearity (to be discussed in a moment).

Moreover, the edge modes remain even when masses and/or onsite frequencies alternate. Extending the SSH model to a time-dependent model backs the robustness of the edge modes in the presence of these additional alternating parameters [3], as we will observe now in its classical analogue. By construction, each edge mode vanishes exactly on one of the sublattices. Due to this, one can verify, by direct evaluations, that adding an alternating onsite potential corresponding to the $\sigma_{z}$ term in the Bloch Hamiltonian will not destroy the edge mode. However, the chiral (sublattice) symmetry is broken by the $\sigma_{z}$ term and as a consequence, the surviving edge modes are no longer pinned at zero frequency. Edge modes of the lattice with only alternating coupling constants are then also normal modes of the Hamiltonian with additional uniform or alternating onsite potentials, albeit with shifted frequencies.

When the total number of sites is odd and the edge mode starts from the first site, the frequency is $\omega_{b}=\sqrt{h_{0}+h_{z}+b_{1}}$. The gap between the edge mode and the bottom of the
upper band (or the gap between the edge mode and the top of the lower band) is

$$
\sqrt{h_{0}+\frac{1}{2}\left(b_{1}+b_{2}+\sqrt{\left(h_{z}+b_{1}-b_{2}\right)^{2}+4\left(d_{1}-d_{2}\right)^{2}}\right)}-\omega_{b}
$$

(or

$$
\omega_{b}-\sqrt{h_{0}+\frac{1}{2}\left(b_{1}+b_{2}-\sqrt{\left(h_{z}+b_{1}-b_{2}\right)^{2}+4\left(d_{1}-d_{2}\right)^{2}}\right)}
$$

). Therefore, the edge mode always sits in between the two bands if $K_{1} \neq K_{2}, h_{0} \geq 0$ and $h_{0}-\left|h_{z}\right| \geq 0$. In the regime $\left(K_{1}<K_{2}\right)$ with $h_{0}=h_{z}=0$ and when $m_{n}=m$ and $\omega_{n}=0$, the frequency gap, $\Delta \omega$, between the edge modes and the top of the lower band (the bottom of the upper band) is $\Delta \omega=\sqrt{\left(K_{1}+K_{2}\right) / m}-\sqrt{2 K_{1} / m}\left(\Delta \omega=\sqrt{2 K_{2} / m}-\sqrt{\left(K_{1}+K_{2}\right) / m}\right)$ for $m_{n}=m$ and $\omega_{n}=0$. The frequency gaps, $\Delta \omega$, do not vanish until $K_{1}=K_{2}$, after which the edge modes merge with the bulk. This is apparent from Fig. 2(a-b) of the main text.

## IV. RIGOROUS DERIVATION OF EQ. (6) OF THE MAIN TEXT

We elucidate the origin of the topological component as an interfacial phenomenon, where the edge modes deplete the coupling of the bulk modes to the external sources/sinks of thermal energy. To rigorously derive Eq. (6) in the main text, we use Dhar's modified version of Eq. (15) [9] (with symmetric couplings to the reservoirs, $\gamma=\gamma_{L}=\gamma_{R}$ ),

$$
\begin{equation*}
\kappa=\frac{k_{B}}{\pi} \gamma^{2} \int_{-\infty}^{\infty} d \omega \omega^{2}\left|Y_{1 N}^{-1}(\omega)\right|^{2} \tag{11}
\end{equation*}
$$

where $Y=\Phi-\omega^{2} M-A$, with $\Phi$ defined above, $M_{i, j}=m_{i} \delta_{i, j}$ is the mass matrix, and $A_{i, j}=-i \gamma \omega \delta_{i, j}\left(\delta_{i, 1}+\delta_{i, N}\right)$ represents the interaction with the Langevin reservoirs. Writing the normal modes as $|q\rangle=\sum_{i} u_{q i}|i\rangle$, the $Y$-matrix takes on a simple form,

$$
\begin{equation*}
Y=\sum_{q}\left(w^{2}-w_{q}^{2}\right)|q\rangle\langle q|-i \gamma \omega \sum_{q, q^{\prime}}\left(u_{q 1} u_{q^{\prime} 1}+u_{q N} u_{q^{\prime} N}\right)|q\rangle\left\langle q^{\prime}\right| . \tag{12}
\end{equation*}
$$

For small $\gamma$, the terms with $q^{\prime}=q$ are dominant in $Y^{-1}$, which then satisfies $Y^{-1} \approx$ $\left[w^{2}-w_{q}^{2}-i \gamma \omega\left(u_{q 1}^{2}+u_{q N}^{2}\right)\right]^{-1}|q\rangle\langle q|$. Substituting this into Eq. (11), gives

$$
\begin{equation*}
\kappa \approx \frac{k_{B}}{\pi} \gamma^{2} \int_{-\infty}^{\infty} d \omega \omega^{2} \frac{u_{q 1}^{2} u_{q N}^{2}}{\left|w^{2}-w_{q}^{2}-i \gamma \omega\left(u_{q 1}^{2}+u_{q N}^{2}\right)\right|^{2}} \tag{13}
\end{equation*}
$$

Evaluating by integrating over the poles and taking the limit of small $\gamma$ leads to Eq. (6).

We apply this equation heuristically. To do so, we need the amplitudes of the modes at each boundary. These are found in the standard way, first by "mass-weighting" the coordinates (i.e., multiplying by $\mathbf{M}^{1 / 2}$, with $\mathbf{M}$ the diagonal matrix of masses) and then via an orthogonal transformation $\mathbf{T}$ that diagonalizes the weighted matrix of coupling constants (including onsite frequencies), $\mathbf{M}^{-1 / 2} \mathbf{K M}^{-1 / 2}$. The amplitudes are $u_{q n}=\left[\mathbf{M}^{-1 / 2} \mathbf{T}\right]_{n q}$. Instead of solving exactly for these amplitudes (which is tantamount to solving the full problem, as done above), we estimate them by exploiting properties of orthogonal transformations, namely, that $\sum_{q} u_{q n}^{2} \equiv 1 / m_{n}$. When there is a highly localized mode, i.e., one with a large amplitude at a particular site, it means that all other modes must have a substantially reduced amplitude on that site. This is the case when edge modes are present, giving the simple equation $\sum_{q \in \Omega} u_{q n}^{2}=1 / m-\sum_{q \in \mathcal{E}} u_{q n}^{2}$. To get an estimate of $u_{q 1}^{2}$ for $q \in \Omega$, we just need $u_{q 1}^{2}$ for $q \in \mathcal{E}$. Along the lattice, a left edge mode has amplitude proportional to $\left(1,0,\left(-K_{1} / K_{2}\right), 0,\left(-K_{1} / K_{2}\right)^{2}, \cdots\right)$. Taking the infinite lattice limit $N \rightarrow \infty$, the normalization factor without the mass scaling is $\sqrt{1-\left(K_{1} / K_{2}\right)^{2}}$. This gives $u_{q 1}^{2}=\left(1-\left(K_{1} / K_{2}\right)^{2}\right) / m_{1}$ for the edge mode. Thus, an estimate of the amplitude squared for $q \in \Omega$ is $u_{q 1}^{2} \approx\left(K_{1} / K_{2}\right)^{2} / N m_{1}$, where we divide by $N$ because there are $\approx N$ bulk-like modes. This is the expression we use in the main text.

## V. RIGOROUS DERIVATION OF EQS. (10) AND (11) OF THE MAIN TEXT

When a thermal current is driven through the lattice by contact with thermal reservoirs at the boundaries, the equation of motion, Eq. (2), becomes

$$
\begin{equation*}
m_{n} \ddot{x}_{n}=-\left(m_{n} \omega_{n}^{2}+K_{n-1}+K_{n}\right) x_{n}+K_{n-1} x_{n-1}+K_{n} x_{n+1}+\gamma_{n} \dot{x}_{n}+\eta_{n} \tag{14}
\end{equation*}
$$

where $\gamma_{n}=\left(\gamma_{L} \delta_{n, 1}+\gamma_{R} \delta_{n, N}\right)$ and $\eta_{n}=\eta_{L} \delta_{n, 1}+\eta_{R} \delta_{n, N}$ for Langevin reservoirs [10, 11]. The left $(L)$ and right $(R)$ reservoirs have temperatures $T_{L}$ and $T_{R}$, respectively, where the temperature difference, $\Delta T=T_{L}-T_{R}$, gives rise to a thermal current. The random forces, $\eta_{L, R}$, satisfy the fluctuation-dissipation theorem, $\left\langle\eta_{L, R}(\omega) \eta_{L, R}\left(\omega^{\prime}\right)\right\rangle=4 \pi \gamma_{L, R} T_{L, R} \delta\left(\omega+\omega^{\prime}\right)$.

There are different but equivalent ways to obtain the conductance $\kappa$. Often, one computes the incoming thermal current at one of the boundaries, i.e., $J=\left\langle\left(\gamma_{L} \dot{x}_{1}+\eta_{L}\right) \dot{x}_{1}\right\rangle$. Then, following Refs. [9, 12], one performs a Fourier transform and solves the equations of motion.

In the steady state, the conductance is

$$
\begin{align*}
\kappa & =\frac{J}{\Delta T}=k_{B} \gamma_{L} \gamma_{R} \int_{-\infty}^{\infty} \frac{d \omega}{\pi} \omega^{2}\left|C_{1 N}(\omega)\right|^{2} \times\left[\left(K_{1, N}-\omega^{2} \gamma_{L} \gamma_{R} K_{2, N-1}\right)^{2}+\right. \\
& \left.+\omega^{2}\left(\gamma_{L} K_{1, N-1}+\gamma_{R} K_{2, N}\right)^{2}\right]^{-1}, \tag{15}
\end{align*}
$$

where $k_{B}$ is Boltzmann's constant and $C_{1 N}$ denotes the cofactor of $\Phi_{1 N}$. The matrix $\Phi$ has elements $\Phi_{n, n^{\prime}}=\left(m_{n} \omega_{n}^{2}+K_{n-1}+K_{n}\right) \delta_{n, n^{\prime}}-K_{n-1} \delta_{n, n^{\prime}-1}-K_{n} \delta_{n-1, n^{\prime}}$ for $n, n^{\prime}=1, \cdots, N$. $K_{i, j}$ denotes the determinant of $\Phi$ starting from the $i$-th site and ending with the $j$-th site.

For a uniform lattice in the infinite-length limit, analytic expressions for $\kappa$ were already found in Ref. 12. For a periodic lattice with a two site unit cell, analytic expressions can also be found for arbitrary $\gamma_{L}$ and $\gamma_{R}$ by generalizing the formalism of Ref. 13. However, for $\gamma_{L}=\gamma_{R}=\gamma$ and in the small $\gamma$ regime, the conductance in the infinite-length limit simplifies to

$$
\kappa=k_{B} \frac{2 \gamma}{\pi} \frac{K_{1}}{K_{2}} \int_{\Omega} \frac{d \omega|\omega \sin (q)|}{\left|\alpha_{1}+\alpha_{2}\right|}
$$

for an even length lattice and

$$
\kappa=k_{B} \frac{2 \gamma}{\pi} \int_{\Omega} \frac{d \omega|\omega \sin (q)|}{\left|\alpha_{1}\left(\frac{K_{1}}{K_{2}}+\frac{K_{2}}{K_{1}}\right)\right|}
$$

for an odd length lattice. The integrals are over the bands $\Omega, \alpha_{1}=m_{2} \omega_{2}^{2}+K_{1}+K_{2}-m_{1} \omega^{2}$, $\alpha_{2}=m_{2} \omega_{2}^{2}+K_{1}+K_{2}-m_{2} \omega^{2}$, and $q$ satisfies $\alpha_{1} \alpha_{2}=K_{1}^{2}+K_{2}^{2}+2 K_{1} K_{2} \cos (q)$. While these expressions are from a small $\gamma$ expansion, they often work up to moderate values of $\gamma$ (order 1 or larger in $\sqrt{m_{2} K_{2}}$ ), as the presence of edge modes effectively weakens the coupling (and the zero edge mode case has no anomalous behavior).

Both integrals are analytically tractable. However, Eq. (V) immediately yields Eq. (10) in the main text for the even site lattice, as going from the nontrivial topology with two edge modes to the trivial one with no edge modes is a swap of $K_{1}$ and $K_{2}$. Since $\alpha_{1}$ and $\alpha_{2}$ both involve $K_{1}+K_{2}$, the only effect of the swap is to introduce a factor $\left(K_{2} / K_{1}\right)^{2}$. Using the relation between the correlation length and the coupling constants, $\xi=-\log \left(K_{1} / K_{2}\right)$, gives Eq. (10) in the main text. Moreover, one can swap masses and onsite frequencies in unison with the nearest-neighbor couplings, giving rise to the same result.

To perform the integrals, one changes variables to momentum, obtaining a form

$$
\frac{1}{\pi} \int d q \frac{A \sin ^{2} q}{B+C \cos q}
$$

for both cases. Integrating separately over each band and adding the results yields

$$
\frac{2 A}{B+\sqrt{B^{2}-C^{2}}}
$$

The quantities in the expression are $A=2 k_{B} \gamma K_{1}^{2}\left(m_{1}+m_{2}\right), B=\left(D_{2}^{\prime} m_{1}-D_{1}^{\prime} m_{2}\right)^{2}+\left(m_{1}+\right.$ $\left.m_{2}\right)^{2}\left(K_{1}^{2}+K_{2}^{2}\right)$, and $C=2 K_{1} K_{2}\left(m_{1}+m_{2}\right)^{2}$ for the even length lattice, where $D_{i}^{\prime}=m_{i} \omega_{i}^{2}+$ $K_{1}+K_{2}$. While complicated, the resulting equation factorizes the topological component, given by $\Xi$ of Eq. (11), from the non-topological component, as only the factor $K_{1}^{2}$ in $A$ has those coupling constants appear asymmetrically. Moreover, one need not directly use this result, but rather simply take the ratio of the conductance of the lattice to that with the parameters swapped.

For the odd length lattice, we have $A=2 k_{B} \gamma K_{2}^{2} / m_{1}\left(1+K_{2}^{2} / K_{1}^{2}\right), B=K_{1}^{2}+K_{2}^{2}$, and $C=2 K_{1} K_{2}$. This yields the conductance

$$
\kappa=\frac{k_{B} \gamma}{m_{1}\left(1+K_{2}^{2} / K_{1}^{2}\right)},
$$

which is an exact expression for the small $\gamma$ regime. This gives Eq. (10) of the main text for the odd length lattice.

## VI. NONLINEAR FPU LATTICES

We develop the self-consistent phonon theory for generalized Fermi-Pasta-Ulam model [14-17], in which the nonlinear coefficients also alternate between two values for odd and even $n$. The full Hamiltonian is given by

$$
H=\sum_{n=1}^{N} \frac{m_{n}}{2}\left(\dot{x}_{n}^{2}+\omega_{n}^{2} x_{n}^{2}\right)+\sum_{n=0}^{N} V\left(x_{n}-x_{n+1}\right),
$$

where the nearest-neighbor potential is

$$
\begin{equation*}
V\left(x_{n}-x_{n+1}\right)=\frac{K_{n}}{2}\left(x_{n}-x_{n+1}\right)^{2}+\frac{\alpha_{n}}{3}\left(x_{n}-x_{n+1}\right)^{3}+\frac{\beta_{n}}{4}\left(x_{n}-x_{n+1}\right)^{4} . \tag{16}
\end{equation*}
$$

The parameters $m_{n}, \omega_{n}, K_{n}, \alpha_{n}$ and $\beta_{n}$ all alternate as a function of $n$. The coordinates at the boundaries are fixed, i.e., $x_{0}=x_{N+1}=0$.

To proceed, we follow the self-consistent phonon approximation [18-20], in which the FPU Hamiltonian is mapped onto a harmonic lattice Hamiltonian

$$
\begin{equation*}
H_{0}=\sum_{n=1}^{N} \frac{m_{n}}{2}\left(\dot{y}_{n}^{2}+\omega_{n}^{2} y_{n}^{2}\right)+\sum_{n=0}^{N} \frac{f_{n}}{2}\left(y_{n}-y_{n+1}\right)^{2} \tag{17}
\end{equation*}
$$

for which we define $\Delta x_{n}=x_{n}-x_{n-1} \equiv y_{n}-y_{n-1}+l_{n}$, where $l_{n}=\left\langle\left(x_{n}-x_{n-1}\right)\right\rangle_{0}$ is the average inter-particle distance. The self-consistent phonon approximation requires that

$$
\begin{align*}
& \left\langle\frac{\partial V}{\partial \Delta x_{n}}\right\rangle_{0}=0 \\
& \left\langle\frac{\partial^{2} V}{\partial \Delta x_{n}^{2}}\right\rangle_{0}=f_{n} \tag{18}
\end{align*}
$$

where

$$
\begin{equation*}
\langle A(\mathbf{y})\rangle_{0}=\frac{\int A(\mathbf{y}) \exp \left(-H_{0}(\mathbf{y}) / k_{B} T\right) d \mathbf{y}}{\int \exp \left(-H_{0}(\mathbf{y}) / k_{B} T\right) d \mathbf{y}} . \tag{19}
\end{equation*}
$$

Directly evaluating the Gaussian integrals leads to the self-consistent equations

$$
\begin{align*}
K_{n} l_{n}+\alpha_{n}\left(l_{n}^{2}+\left\langle\Delta x_{n}^{2}\right\rangle_{0}\right)+\beta_{n}\left(l_{n}^{3}+3 l_{n}\left\langle\Delta x_{n}^{2}\right\rangle_{0}\right) & =0 \\
K_{n}+2 \alpha_{n} l_{n}+3 \beta_{n}\left(l_{n}^{2}+\left\langle\Delta x_{n}^{2}\right\rangle_{0}\right) & =f_{n}, \tag{20}
\end{align*}
$$

with (for uniform masses)

$$
\begin{equation*}
\left\langle\Delta x_{n}^{2}\right\rangle_{0}=\frac{k_{B} T}{m} \sum_{q} \frac{\left(\mathbf{T}_{q, n}^{-1}-\mathbf{T}_{q, n-1}^{-1}\right)^{2}}{\omega_{q}^{2}}, \tag{21}
\end{equation*}
$$

where $\mathbf{T}$ is the orthogonal transformation that diagonalizes the lattice (mass-weighting is not necessary for uniform masses) and $\omega_{q}$ are the eigen-frequencies. Since the system is finite, $\mathbf{T}_{q, 0}=\mathbf{T}_{q, N+1}=0$ for all $q$. These equations are solved numerically to find the self-consistent phonon modes.

## VII. DETAILS OF FIGURE 3

Figure 3(a) of the main text is the conductance versus $K_{1} / K_{2}$ in the $N \rightarrow \infty$ limit for $\gamma=10^{-4} \sqrt{m_{2} K_{2}}$. We use expressions for the conductance that are exact for all $\gamma$. Solid lines are for $K_{1}$ and $K_{2}$ alternating but otherwise a uniform lattice. Dashed lines are for $m_{1}=2 m_{2}$ and $\omega_{1}=\omega_{2}$. Dashed-dotted lines are for $m_{1} / m_{2}=K_{1} / K_{2}$ and $\omega_{1}=\omega_{2}$. For each of these parameter sets, four lines are shown in different colors (purple shows the two edge mode lattice, green the zero edge mode lattice, and red and blue show the lattice with one edge mode on the left and right, respectively; to swap the side of the edge mode, all parameters are swapped). Figure 3(b) takes the ratios as described in the main text. Figure 3(c) shows three calculations, one with nonlinearity and two with disorder.

When disorder is present, a 1D system always undergoes Anderson localization [21]. Consequently, if the lattice length is larger than the localization length (which depends on the strength of disorder), the eigenmodes are exponentially localized, which will lead to an exponential reduction of the thermal conductance, obscuring the effect of the edge modes. In the calculation we take mass and nearest neighbor couplings to be random variables taken from uniform distributions. The disorder strength is $5 \%$ of the parameters' value, which is such that for $N=32$ ( $N=33$ for the odd length lattice) the bulk states are not yet localized, and only when $K_{1}$ nears $K_{2}$ (i.e., close to $K_{1} / K_{2}=1$ ) does disorder play a role - in this regime, the edge modes disappear and disorder becomes the primary factor in reducing the conductance. The conductance is averaged over 1000 realizations of disorder and the associated error bars are smaller than the symbol. The coupling to the Langevin reservoirs is $\gamma=10^{-2} \sqrt{m_{2} K_{2}}$. Yellow circles are for disorder in only $K_{1}$ and $K_{2}$ on top of $m_{1}=2 m_{2}$ and $\omega_{1}=\omega_{2}$. Wine squares are for disorder in both masses and nearest-neighbor coupling constants on top of $m_{1}=2 m_{2}$ and $\omega_{1}=\omega_{2}$. As with the infinite length lattice, we compute the conductance exactly (i.e., not assuming small $\gamma$ ), which here means we use the procedure of Ref. [22].

The nonlinearity calculation (magenta diamonds) is for the $\beta-F P U$ lattice in Fig. 2(c) and uses Eq. (11) with the self-consistent modes. We change the ratio $K_{1} / K_{2}$, but we keep all other parameters (including $\beta_{1}, \beta_{2}$ ) fixed. The coupling to the Langevin reservoirs is $\gamma=10^{-2} \sqrt{m_{2} K_{2}}$. Since the self-consistent calculation of the couplings in a finite lattice introduces both correlated disorder and a systematic deviation of parameters, an effective ratio $K_{1} / K_{2}$ needs to be determined, which is done with the following procedure. For the odd lattice with an edge mode on the left, the effective $K_{1} / K_{2}$ is determined via $\left(K_{1} / K_{2}\right)^{2}=1-u_{q 1}^{2}+u_{q N}^{2}$, where $q \in \mathcal{E}$ is the edge mode (see discussion below Eq. (13)) and this expression includes a finite system correction $\left(+u_{q N}^{2}\right.$, which properly normalizes the exponentially decaying mode on the finite lattice for the odd length case). For the even case, the effective $K_{1}$ and $K_{2}$ are taken as the average couplings in the even and odd positions, respectively.

## VIII. POTENTIAL EXPERIMENTAL REALIZATION

The effect we predict is robust and detail-independent, and large arrays (e.g., 100 sites) of MEMS and NEMS devices with well defined vibrational dynamics [23-25] will be ideal for measuring the topological suppression of energy transport. These lattices can be fabricated using conventional lithographic and reactive ion etching techniques, and the device layer properties and geometries can be artificially tailored to achieve natural harmonics ranging from hertz to gigahertz [26-29]. To elucidate the dynamics of energy transport, a fabricated lattice of cantilever beams can be placed into a vacuum chamber to eliminate viscous damping effects (although this may not be needed for high enough frequency resonances). Thermal excitation can be achieved using a laser source or Joule heating via a fabricated serpentine metal electrode $[30,31]$ and motion detection of the cantilevers can be accomplished either optically or electro-statically [32-34]. The dynamics of the impinging thermal energy can be further tailored by introducing local constraints within the lattice (e.g., beam architectures with individually addressable electrodes). This scenario will present a direct visualization of energy transport using dynamics of coupled micro- and nano-mechanical resonators.
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