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Abstract This article examines foundational issues in data
science including current challenges, basic research ques-
tions, and expected advances, as the basis for a new data
science research program (DSRP) and associated data sci-
ence evaluation (DSE) series, introduced by the National
Institute of Standards and Technology (NIST) in the fall
of 2015. The DSRP is designed to facilitate and accelerate
research progress in the field of data science and consists of
four components: evaluation and metrology, standards, com-
pute infrastructure, and community outreach. A key part of
the evaluation and measurement component is the DSE. The
DSE series aims to address logistical and evaluation design
challenges while providing rigorous measurement methods
and an emphasis on generalizability rather than domain- and
application-specific approaches. Toward that end, each year
the DSE will consist of multiple research tracks and will
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encourage the application of tasks that span these tracks.
The evaluations are intended to facilitate research efforts and
collaboration, leverage shared infrastructure, and effectively
address crosscutting challenges faced by diverse data science
communities. Multiple research tracks will be championed
by members of the data science community with the goal of
enabling rigorous comparison of approaches through com-
mon tasks, datasets, metrics, and shared research challenges.
The tracks will permit us to measure several different data sci-
ence technologies in a wide range of fields and will address
computing infrastructure, standards for an interoperability
framework, and domain-specific examples. This article also
summarizes lessons learned from the data science evaluation
series pre-pilot that was held in fall of 2015.

Keywords Data science evaluation series · Data sci-
ence standards · Data science metrics · Data science
measurements · Data analytics

1 Introduction

Since its emergence as a uniquely identifiable field, data
science has been of growing importance, attested to by a
proliferation of government initiatives, research conferences,
and academic data science initiatives and institutes. Govern-
ment initiatives over the last several years include the Defense
Advanced Research Projects Agency (DARPA) XDATA Pro-
gram, the National Science Foundation’s 2012 Big Data
solicitation of $10 million, the National Institutes of Health’s
recruitment of an associate director for Data Science, and last
year’s new White House appointment of the first US Chief
Data Scientist [3].

There are now many research conferences focused on data
science, such as Association for Computing Machinery’s
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(ACM) International Conference on Knowledge Discovery
and Data Mining, International Conference on Big Data Ana-
lytics, IEEE’s International Conference on Cloud and Big
Data Computing, and International Conference on Data Sci-
ence and Advanced Analytics.

On the academic front, data science initiatives have been
emerging at a rapid rate, including Columbia University’s
Data Science Institute announced in July of 2012, University
of California, Berkeley’s announcement of the first online
Master of Information and Data Science degree in 2013, a
new Center for Data Science established at University of
Massachusetts Amherst in 2015, and the initiation of a new
Data Science major at University of Michigan in the fall of
2015.

In any rapidly emerging field, there is a pressing need
to explore the foundational issues associated with that field,
and data science is no exception. Indeed, the “Trends and
Controversies” presented at the Data Science and Advanced
Analytics conference in both 2014 and 2015 [4] raised a range
of data science challenges, research questions, and expected
advances [1].

A new data science research program (DSRP) introduced
by the Information Access Division (IAD) of the National
Institute of Standards and Technology (NIST), beginning
in the fall of 2015, aims to address many of these issues.
The DSRP is designed to facilitate and accelerate research
progress in the field of data science. Within this program,
data science is viewed as the application of techniques for
analysis (data analytics) and extraction of knowledge from
potentially massive data. This includes notions of big data
technical challenges in distributed and parallel processing,
processing speed, and storage architectures for high Volume
and Velocity, as well as the unique challenges for data visu-
alization. The DSRP also encompasses considerations and
insights that might be central even with datasets that are
smaller, such as data diversity (Variety) and data uncertainty
(Veracity).

The above discussion brings to light the inherent breadth
of data science—spanning systems (including databases),
programming languages, machine learning, statistics, and
visualization, and a myriad of other disciplines, including
(broadly) the natural sciences, applied sciences, and human-
ities. This necessary but overwhelming breadth makes clear
the need to foster collaboration, provide the opportunity to
coordinate research efforts, and leverage shared infrastruc-
ture across diverse communities, which are all needed in
order to accelerate progress and to effectively address the
present crosscutting challenges. Several of these challenges
are described in this article.

As a multi-year research program, the DSRP is expected
to change and grow over time, tracking the maturation of
the field and technology. In order to address this need, the
DSRP examines a set of representative classes of data science
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Fig. 1 NIST’s role in addressing data science challenges

problems (discussed in Sect. 2) and explores different aspects
of data science measurement (discussed in Sect. 3).

Four key elements, illustrated in Fig. 1, will be identified
and outlined:

– Evaluation and metrology Design and conduct a new
international data science evaluation (DSE) series
(Sect. 4.1).

– Standards Leverage prior work to develop standards for
data science (Sect. 4.2).

– Compute infrastructure Develop an evaluation manage-
ment system (EMS) to inform compute and infrastructure
needs (Sect. 4.3).

– Community outreach Build a community of interest
within which data scientists can more effectively col-
laborate through coordination of their efforts on similar
classes of problems (Sect. 4.4).

In Sect. 5, we explain the concept of evaluation-driven
research as it pertains to data science and present several
examples of areas where evaluation-driven research was suc-
cessful. Section 6 describes in detail NIST’s data science
evaluation (DSE) series (that was outlined in Sect. 4.1) that
will host annual evaluations, and describes its structure and
development. Section 7 describes the DSE Pre-Pilot that was
held in the fall of 2015, details its tasks, datasets, and metrics,
and reports on lessons learned from it.

This article is not focused on the development of novel
algorithms or specific methodologies or solutions, but rather
the discussion focuses on a range of foundational data sci-
ence challenges, as well as the advances necessary to drive
data science forward. The contributions of this work are
(1) the clear identification and examination of challenges
and advances relevant to the data science community; (2) a
presentation of enabling infrastructure to support research
progress in data science, including the fostering of collabo-
ration across different research communities.
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The remainder of this paper describes some of the potential
future breakthroughs in data science (Sect. 8) and presents a
summary of the next generation of data science challenges
(Sect. 9). The final section delivers concluding remarks
regarding NIST’s role in the discipline of data science.

2 Classes of data science problems

This section examines several classes of problems for which
techniques might be developed and evaluated across differ-
ent domains, and defines representative classes of problems
accompanied by examples from the planned use case of traf-
fic incident detection and prediction, although the problem
classes are broader than this single use case. Different cat-
egories of algorithms and techniques in data science will
be examined, with an eye toward building an assessment
methodology for the DSE that covers each category.

Detection Detection aims to find data of interest in a given
dataset. In the traffic domain, incidents are of interest, e.g.,
“traffic incident detection” is an important subproblem of the
traffic use case. Yang et al. [5] analyze traffic flow in order
to detect traffic incidents.

Anomaly detection Anomaly detection is the identification
of system states that force additional pattern classes into a
model. Relatedly, outlier detection is associated with identi-
fying potentially erroneous data items that force changes in
prediction models (“influential observations”). For example,
through anomaly detection in health insurance claim records,
potentially fraudulent claims can be identified. In the traffic
case, an incident may be seen as an anomaly relative to data
representing free-flowing traffic. Detection of incidents in
traffic data with incident and non-incident data may also be
seen as system state identification and estimation [6].

Cleaning Cleaning refers to the elimination of errors,
omissions, and inconsistencies in data or across datasets. In
the traffic use case, cleaning might involve the identification
and elimination of errors in raw traffic sensor data.

Alignment Alignment refers to the process of relating dif-
ferent instances of the same object [7], e.g., a word with the
corresponding visual object, or time stamps associated with
two different time series. Data alignment is frequently used
for entity resolution, which is identifying common entities
among different data sources. Getoor and Machanavajjhala
[8] and Christen [9], for example, describe entity resolution
techniques. In the traffic use case, this might involve aligning
traffic camera video and traffic incident reports.

Data fusion Fusion refers to the integration of differ-
ent representations of the same real-world object, encoded
(typically) in a well-defined knowledge base of entity types
[10]. In the traffic use case, fusion might be applied to bring
together a video representation of a vehicle with a description
of the same vehicle in an incident report.

Identification and classification Identification and classi-
fication attempt to determine, for each item of interest, the
type or class to which the item belongs [11]. In the traffic use
case, the type of incident may be critical, e.g., slipping off the
road, or stopping for an extended period of time (signaling
the presence of bumper-to-bumper traffic).

Regression Regression refers to the process of finding
functional relationships between variables. In the traffic pilot,
the posed challenge might be to model the traffic flow rate as
a function of other variables.

Prediction Prediction refers to the estimation of a variable
or multiple variables of interest at future times. In the pilot
traffic flow prediction challenge, the participants are asked to
predict traffic speed using covariates including flow volume,
percentage occupancy, and training sets of past multivariate
time series.

Structured prediction Structured prediction refers to tasks
where the outputs are structured objects, rather than numeric
values [12,13]. This is a desirable technique when one wishes
to classify a variable in terms of a more complicated structure
than producing discrete or real-number values. In the traffic
domain, an example might be producing a complete road
network where only some of the roads are observed.

Knowledge base construction Knowledge base construc-
tion refers to the construction of a database that has a
predefined schema, based on any number of diverse inputs.
Researchers have developed many tools and techniques for
automated knowledge base construction (AKBC)1. In the
traffic use case, a database of incidents and accidents could
be constructed from news reports, time-stamped global posi-
tioning system (GPS) coordinates, historical traffic data,
imagery, etc.

Density estimation Density estimation refers to the pro-
duction of a probability density (or distribution function),
rather than a label or a value [14,15]. In the traffic use case,
this might involve giving a probability distribution of acci-
dents happening over a given time interval.

Joint inference Joint inference refers to joint optimization
of predictors for different subproblems using constraints that
enforce global consistency. Joint inference may be used for
detection and cleaning to arrive at more accurate results [16].
In the traffic use case, weather conditions may act as a con-
straint on traffic incident detection outcomes, while at the
same time, traffic incident detection may act as a constraint
on weather conditions during time periods where weather
data may not be available.

Other classes of problems Data science problems may
involve ranking, clustering, and transcription (alternatively
called “structured prediction” as defined above). Several of
these are described by Bengio et al. [17]. Additional classes

1 4th workshop on automated knowledge base construction www.akbc.
ws/2014/.
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of problems rely on algorithms and techniques that apply to
raw data at an earlier “preprocessing” stage.

Given the broad scope of the classes of problems above,
a number of different data processing algorithms and tech-
niques may be employed for which an evaluation method-
ology is essential, for example, for benchmarking. The next
section elaborates on the range of methodologies needed for
measuring technology effectiveness within the new DSRP.

3 Methodologies for measuring effectiveness of
data science technologies

This section examines a range of different questions for the
development of assessment methodologies, divided broadly
into three categories: (1) aspects of data science measure-
ment; (2) how to pursue data science without compromising
privacy; and (3) how to preserve and distribute data and
software. These questions set the stage for the new DSRP,
addressing some of the most critical issues and areas of
inquiry for data science.

How does one measure accuracy when all the data are
not annotated fully? Ground truth may be prohibitively
expensive or laborious to obtain in cases where human-
labeled data are needed. In some cases, ground truth may
be entirely “unobtainable,” where the true answer is not
known. For most predictive tasks, ground truth data become
available when real-time datasets or future data material-
ize (e.g., accident prediction in video). For non-predictive
tasks (e.g., detection of traffic incidents), see, for example,
Katariya et al.’s [18] work on active evaluation of clas-
sifiers estimates accuracy based on a small labeled set
and human labeler. Some NIST evaluations (e.g., TREC
[19]) apply accuracy measures that accommodate the lack
of full truth data, often employing mediated adjudication
approaches (e.g., pooling relevance assessments of partic-
ipants in the evaluation to approximate recall). Another
potential approach is to use simulated data as a proxy for
ground truth. Within the DSRP, these and other approaches
for addressing issues concerning ground truth metadata will
be explored.

How does one measure data assimilation? Data
assimilation—a process by which observations are incorpo-
rated into a computer model of a real system—addresses
the problem of not knowing the initial conditions of a given
system [20]. Using current and past limited available obser-
vations and short-range forecasts, data assimilation analyzes
the data to estimate the background of the observed system
and produces the best estimate of the initial conditions of the
forecast system. The better the estimate, the more accurate
the forecast [21].

How does one measure data fusion? Data Fusion, as
defined by the Department of Defense, is “a multilevel,
multifaceted process dealing with the registration, detection,
association, correlation, and combination of data and infor-
mation from multiple sources to achieve [a] refined state and
identity estimation, and complete and timely assessments of
(the) situation” [22]. Application of data fusion is prevalent
in many different areas such as vehicular traffic, geospatial
information systems, business intelligence, and bioinformat-
ics. For instance, Joshi, et al. [23] demonstrated a frugal
traffic state sensing approach using data fusion of acoustic,
image and sensor information. Within the DSE, data fusion is
assumed to be central to data science measurement because
of the key role it plays in combining data from different
modalities into a unified consistent representation for analy-
sis purposes.

How does one measure knowledge representation through
Visualization of data? The visualization analytics science
and technology community has developed a “VAST Chal-
lenge,” run annually for the past 3 years,2 for assessment
of visual analytics applications for both large-scale situa-
tion analysis and cyber security. Topics of importance for
the DSRP include automatic graph analysis and best prac-
tices for combined and multimodal datasets. Several different
approaches to developing and assessing information visual-
ization for very large datasets have been implemented [24,
25]. Visualization paradigms are often assessed by the num-
ber of data points and the level of granularity represented [26]
and by types of relationships that can be represented [27].

How does one develop sound benchmark measurements
that satisfactorily convey system performance? Sound bench-
marking requires the integration of a variety of research
areas: the mathematics of designing good benchmark met-
rics, the systems research of implementing monitors that
collect the data with minimal overhead, and the under-
standing of the field in choosing representative workflows
to measure the performance of different computer systems
[28,29]. As computer systems change and needs change, the
desired workflows need to be changed. Within the DSRP, the
use of program-agnostic metrics and software performance
monitors that can run on a variety of hardware architectures
will enable the application of benchmark metrics and moni-
tors in future workflows on different software and hardware
architectures.

How does one measure the effectiveness of each data char-
acteristic for making decisions or formulating knowledge?
Principal component analysis and other dimensionality
reduction techniques give some indication of the dimensions

2 The latest (2015) VAST Challenge information can be found at: www.
vacommunity.org/VAST+Challenge+2015.
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of variation present in the data. Various feature selection
approaches may be applied to better understand the con-
tribution of data characteristics for decision making and
knowledge formulation [30]. As a clarifying example, in the
traffic domain within the DSRP, a task would be to deter-
mine how much lane detector, weather, and accident data
contribute to the ability to perform the overall tasks of traffic
incident detection and traffic prediction.

How does one pursue data science without compromising
privacy? Collection and sharing strategies are needed so that
researchers are able to run experiments on the same data, with
minimal barriers. For example, the traffic and weather data
in the DSE pilot evaluation are open and easily distributable.
However, the DSRP will include a wide range of domains
(multiple tracks) and thus will need to keep track of what can
and cannot be shared and under what conditions. Personally
identifiable information (PII) or, by fusion, merging multiple
datasets that bring PII into the composite result, cannot be
shared. In cases where PII data are needed, it is important to
determine the feasibility of data construction—but the scale
may not be as large as it would be for “data in the wild.” Two
of the recent research venues that have included privacy as
a central topic are SIAM3 International Conference on Data
Mining [31] and the Big Data Privacy Workshop [32]).

How does one preserve data and software used for
data science? In the field of natural language processing,
researchers rely heavily on the University of Pennsylvania’s
Linguistic Data Consortium (LDC)4, which collects, creates,
annotates, and distributes data, ensuring that all materials are
carefully managed, with lawyers verifying copyright, licens-
ing, and other issues. Other organizations serve a similar role
as the LDC, but are geared more toward data science, such as
Research Data Alliance and Data.gov. In addition, NIST is
working on data preservation and archival (i.e., keeping bits
around forever) and tracing the history of data [33–35].

4 Key elements of the new data science research
program

The four pillars of the new DSRP—illustrated earlier in
Fig. 1—are described in more detail below.

4.1 Evaluation and metrology for data science

NIST has been conducting evaluations of data-centric tech-
nologies since the late 1980s. These evaluations cover a

3 Society for Industrial and Applied Mathematics.
4 More information on LDC can be found on their Web site at: www.
ldc.upenn.edu/about.

wide range of technologies including automatic speech tran-
scription, information retrieval, machine translation, speaker
and language recognition, automatic fingerprint matching,
image recognition, event detection from text, video, and mul-
timedia, and automatic knowledge base construction, among
many others.

Despite the stark differences among the technologies
listed above, each evaluation has enabled rigorous research
by sharing the following fundamental elements: (1) the use
of common tasks, datasets, and metrics; (2) the presence
of specific research challenges meant to drive the technol-
ogy forward; (3) an infrastructure for developing effective
measurement techniques and measuring the state of the
art; and (4) a venue for encouraging innovative algorithmic
approaches. Several NIST evaluations have enjoyed substan-
tial popularity and provided the necessary infrastructure to
accelerate research progress in the corresponding core tech-
nologies.

To address several unique challenges in the burgeoning
field of data science, NIST has launched the data science
evaluation (DSE) series (described in detail in in Sect. 6), to
occur annually starting in the fall of 2015. These challenges
stem from some combination of data characteristics (e.g.,
very large datasets, multi-modal datasets, data from multi-
ple sources with varying degrees of reliability and noise) and
task requirements (e.g., building of multi-component sys-
tems, enabling effective human-in-the-loop interaction, and
visualization of large and complex data).

These in turn lead to various evaluation design and imple-
mentation challenges: (1) logistical aspects of conducting
very large-scale evaluations, including dataset creation and
distribution, and of conducting multi-component evaluations
requiring coordination and timing of individual component
evaluation; (2) evaluation design challenges associated with
the use of “found” data rather than data collected in a con-
trolled manner, which increases the difficulty of conducting
rigorous experiments; (3) measurement challenges arising
from a lack of hand-annotated data or ground truth more
generally; (4) measurement and calibration of data and sys-
tem uncertainty; and (5) measurement of the effectiveness
of visualization. In addition, many existing research com-
munities are formed around individual tasks, domains, or
modalities—thus a multi-modal, multi-task evaluation will
require the integration of multiple disparate communities,
where the evaluation is the common thread that ties these
communities together.

While previous NIST evaluations have dealt with some of
the challenges above, many remain unsolved. Successful data
science evaluations will require addressing many of these
challenges simultaneously and in new combinations. To that
end, each year of the DSE will consist of multiple research
tracks—organized by domain—encouraging tasks spanning
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multiple tracks. In addition to one or more NIST-led tracks,
community-led tracks will be included in the DSE.

As a first step, in fall of 2015, the Information Access Divi-
sion of NIST hosted a small-scale pre-pilot evaluation in the
highway traffic domain, meant to serve as a track archetype,
and to surface any unexpected evaluation challenges. This
track is not meant to solve any particular problem in the traf-
fic domain, but rather to serve as an exemplar of a data science
evaluation track. It consisted of heterogeneous data from traf-
fic and weather sensors and featured data cleaning, dataset
alignment, and predictive analytics tasks (as described fur-
ther in Sect. 7). In 2016, NIST is following up with an open
pilot evaluation in the same domain and will begin accepting
track proposals for a 2017 full-scale data science evaluation.

4.2 Standards for data science

The design of the new DSRP leverages prior work at NIST
on standards for data science, starting with those developed
for big data [36]. For example, the NIST Big Data Public
Working Group (NBD-PWG) developed a consensus-based,
extensible interoperability framework that is vendor-neutral,
technology-independent, and infrastructure-independent
[37]. This framework allows data scientists to process and
derive knowledge through the use of a standard interface
between swappable architectural components. The follow-
ing elements have been formalized by the NBD-PWG—as
components of a reference architecture ecosystem—and are
expected to apply to problems in data science more generally:

– System orchestrator (or data scientist) Provides a high-
level design of the dataflow between analytics tools
and given datasets, computing system requirements, and
monitoring system resource and performance.

– Data provider Provides an abstraction of various types of
data sources (such as raw data or data previously trans-
formed by another system) and makes them available
through different functional interfaces. This includes the
transfer of analytics codes to data sources for effective
analytic processing.

– Application provider Provides analytics processing
throughout the data lifecycle—acquisition, curation,
analysis, visualization, and access—to meet require-
ments established by the system orchestrator.

– Framework provider Provides one or more instances
of a computing environment to support general data
science tools, distributed file systems, and computing
infrastructure—to meet requirements established by the
application provider.

– Data consumer Provides an interface to receive the value
output from this reference architecture ecosystem.

– Security and privacy fabric Provides the security and pri-
vacy interaction to the rest of the reference architecture

components (via the system orchestrator) to ensure pro-
tection of data and their content.

– Management fabric Provides management interaction to
other reference architecture components (via the system
orchestrator) with versatile system and software pro-
visioning, resource and performance monitoring, while
maintaining data quality and secure accessibility.

Recently, the NBD-PWG released working drafts of
the interoperability framework for public comment [38].
These include basic definitions (concepts and vocabulary),
taxonomies, use cases, reference architecture, a standards
roadmap, and other elements associated with big data that
are expected to apply to the space of problems in data
science more generally. This framework will be released
in three stages, each corresponding to a major activity
relevant to the more general data science endeavor: (1)
identification of a high-level reference architecture with the
following critical characteristics: technology, infrastructure,
and vendor-agnostic capability; (2) definition of general
interfaces between the reference architecture components;
and (3) validation of the reference architecture by building
applications through the general interfaces.

4.3 Compute infrastructure for data science research

NIST has implemented an EMS that will serve as the
infrastructure for the DSE series. EMS integrates hardware
and software components for easy deployment and recon-
figuration of computational needs and enables integration of
compute- and data-intensive problems within a controlled
cloud. In addition, EMS enables the collection of metrics on
independently running instances as well as aggregation of
overall performance metrics on the core problem. This design
allows for testing of different compute paradigms (software
and model changes, such as testing a solution using MPI5

and later trying it using Go6 channels) as well as hardware
accelerations in order to best assess how a given evaluation
should be run.

The underlying cloud infrastructure accommodates con-
current execution of projects—such as experiments or
evaluation—on shared hardware while being able to separate
data access, network resources, users, and hardware acceler-
ators (e.g., GPU7 or Intel Xeon Phi). Applications within a
given project communicate with one another and access data
shared with a specific user and application.

This infrastructure supports the integration of distributed
as well as parallelized computations, thus providing a flexi-
ble hardware architecture for running projects on the system.

5 Message Passing Interface.
6 More information available at www.golang.org.
7 Graphics Processing Unit.
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Performance metrics for individual applications, their data,
network, and memory usages are aggregated in order to com-
pute per-application metrics as well as global project metrics.
This enables direct comparisons between different algorith-
mic approaches for a given project and supports studies
of hardware accelerators or comparisons of compute para-
digms.

The initial emphasis of the EMS is to support NIST eval-
uations, leveraging a private cloud infrastructure for easy
deployment. To facilitate this process, a model for abstract-
ing the complexity of inter-evaluation components (such as
ingestion, validation, scoring, report generation, and return
of results to participants) enables reproducibility of given
problems on different compute architectures. As the model
is enhanced, encrypted point-to-point communication will be
integrated to protect intellectual property and sensitive data
used by the infrastructure.

NIST has integrated hardware resources within a private
cloud testbed (Gigabit and Infiniband networks, Nvidia Tesla
GPUs, Intel Phi Coprocessors, high memory compute nodes,
high storage data nodes) using a local OpenStack8 deploy-
ment. OpenStack is open source and provides several core
components that support an expandable cloud solution:

– Computing engine Deploys and manages virtual machines
and other instances to handle computing tasks

– Network controller Enables fast and managed network
communications

– Storage system Stores objects and files (using OpenStack)
and a block storage component for user control when data
access speed is essential

– Identity services Provides user management
– Image services Uses virtual copies of hard disks for

deployment of new virtual machine instances
– Telemetry services Keeps a verifiable count of each user’s

system
– Orchestration component Supports the definition of

cloud resource specifications and enables the manage-
ment of infrastructure for cloud services

– Front end Provides a quick glance at components running
on the cloud and creates new instances

– Application programming interface (API) Enables exten-
sion of core components

Since OpenStack provides block and object storage based
on commodity hardware solutions, it is possible to easily
add new storage components to the local (on premise) cloud
as the volume of data increases. Also, OpenStack can be
deployed between multiples sites where each site has its own
OpenStack and storage can be configured as a single shared
pool or separate pools. The use of OpenStack Swift gives

8 www.openstack.org.

access to streamed data, be it local or remote via an industry-
standard RESTful9 HTTP10 API. All objects are stored with
multiple copies and are replicated in as-unique-as-possible
availability zones and/or regions.

The current test bed for the EMS has Gigabit as well as
an Infiniband networks, five compute nodes with 16 cores
each, 128, 192 or 256 GB of memory, and 32 or 48 TB of
disk storage per node, as well as two extra compute nodes
with four Nvidia Tesla C2050 and four Xeon Phi 5100, and
five storage nodes with 48 TB of disk storage per node.

This cloud infrastructure allows NIST to integrate and
use different technologies, such as Apache MESOS, Docker,
or Google Kubernetes Containers. It also enables the use
of other compute engines such as Apache Spark or Apache
Hadoop.11

4.4 Data science community building and outreach

Because data science spans a wide range of very diverse
fields (biology, forensics, finance, public health monitoring,
etc.), the tendency is for researchers to work independently,
often applying similar, but independently developed, data
processing tools and re-solving problems that span multiple
data domains. The result of this mode of operation is an
overall reduction in efficiency, delayed progress, and a lack
of knowledge about crosscutting synergies and best practices
for many common classes of problems.

To address issues with this siloed approach to algorithm
development, NIST aims to build a community of interest
within which it is expected that many of the questions posed
in the sections below will be addressed. Technical symposia
with a focus on generalized problems in data science are
expected outcomes of this aspect of NIST’s work. Within
a shared community, data scientists can more effectively
collaborate, coordinating their efforts on similar classes of
problems.

There are already several successful examples of existing
NIST programs, within which community-wide mechanisms
are in place (such as symposia) for technology develop-
ment, assessment, and cross-community discussion. One
such example is the Text Retrieval Conference (TREC)12,
which has been held at NIST annually since 1992. This initia-
tive includes an evaluation series where researchers are able
to share ideas and to compare their approaches with those of
other community members by participating in shared tasks
defined within tracks.

9 REpresentational State Transfer software architectural style.
10 HyperText Transfer Protocol.
11 For more information on these technologies see: mesos.apache.org,
www.docker.com, kubernetes.io, spark.apache.org, hadoop.apache.org.
12 More information about TREC is available at trec.nist.gov.
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As a starting point, in March of 2014, NIST held the first
Data Science Symposium,13 at which data scientists had the
opportunity to discuss data science benchmarking and perfor-
mance measurement, datasets and use cases for data science
research, and challenges and gaps in data science technolo-
gies. There were over 700 registrants from the data science
community—spanning multiple fields—with several dozen
paper and poster presentations and breakout groups on top-
ics related to data science, e.g., human–computer interaction,
manufacturing, and meta-data.

It was at this symposium that many of the challenges and
expected breakthroughs presented below were brought to the
fore, and researchers in a range of different fields began to
discuss best practices for development and assessment of
data science algorithms. The next symposium for the DSRP
will be held at NIST in winter of 2016, where researchers
participating in the traffic pre-pilot will have the opportunity
to evaluate the effectiveness of their algorithms on traffic
incident detection and traffic prediction tasks.

It is expected that the new DSRP will leverage lessons
learned in the initial pre-pilot to move forward effectively on
a range of issues that carry across different domains (e.g.,
biology vs. finance), across different modalities (e.g., video
data vs. structured reports), and for commonly occurring
data-related tasks (e.g., anomaly detection and data clean-
ing).

5 Evaluation-driven research as it pertains to data
science

This section describes the concept of evaluation-driven
research (EDR) as the motivation behind DSE series, fol-
lowed by description of prior work with examples of evalu-
ations from other domains.

5.1 Evaluation-driven research

It is often the case that researchers working on the same
problem do so in relative isolation, each defining the prob-
lem in their own way, while using self-made datasets and
disparate metrics for measuring their approach’s success
[39,40]. In such circumstances, research results are difficult
to compare and the community is somewhat disjointed in its
efforts; this impedes research progress. EDR is an approach
to research that addresses these inefficiencies and helps accel-
erate progress. In order to do so, EDR provides a framework
in which a neutral organizer brings researchers together by
providing an evaluation, which consists of common and well-
defined tasks, data, metrics, and measurement methods. This
focuses effort and enables the research community to more

13 www.nist.gov/itl/iad/data-science-symposium-2014.cfm.

easily compare and contrast approaches. Moreover, EDR also
provides the requisite data and measurement infrastructure
for conducting research, which reduces the amount of nec-
essary overhead.

EDR has successfully spurred research progress in numer-
ous technologies, as described in Sect. 5.2, and this paper
offers two examples in detail. Reynolds [39] tells the story of
how EDR benefited automatic speaker recognition research,
the task of which is to determine whether two audio record-
ings were spoken by the same person. In the mid-1990s, there
were numerous technical approaches to speaker recognition,
but the presence of multiple task formulations, datasets, and
metrics made it difficult to compare approaches and to mea-
sure the state of the art. In 1996, NIST hosted the first in
a series of evaluations for automatic speaker recognition
technology, which focused the community on a common
task, dataset, and metric. As a result, the most promising
approaches to speaker recognition were quickly identified
and have been steadily improved upon over time [41].

EDR has also benefited research in machine translation
(MT), along with related technologies such as optical char-
acter recognition (OCR). Prior to the inception of NIST’s
annual MT evaluation series in 2001 (OpenMT [42,43]),
evaluation was not a very powerful tool for MT research [40],
because it required human judgments, making it very expen-
sive and time consuming. Shortly after the start of OpenMT,
a major transformation was brought about by the method
of bilingual evaluation understudy (BLEU) [44] and other
automatic evaluation paradigms, all of which relied on n-
gram co-occurrence statistics. Similar approaches became
central to the assessment of OCR progress, and metrics
such as word error rate (WER) were used in NIST’s evalua-
tions for OCR of handwriting starting in 2010 (OpenHART
[45]). These transformations in evaluation paradigms have
enabled rapid optimization for experimentation with a variety
of algorithms and have paved the way for human-in-the-
loop measures, such as human-mediated translation edit rate
(HTER) [46], that transcend purely automatic measures in
evaluating effectiveness of machine translation and optical
character recognition.

The process for EDR can be divided into four steps:

1. Planning, including defining the task and research objec-
tives for the evaluation. It should be noted that only
so many objectives can be pursued at once; it is there-
fore essential to choose objectives that will substantially
improve the technology while being challenging yet
obtainable in the near term. Receiving community input
during this step is critical.

2. Data and experiment design, involving the development
of datasets and associated tasks for experimentation.
For example, in machine learning, data are typically
partitioned into training, development, and evaluation
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Fig. 2 The evaluation-driven research cycle

datasets, and an example of a possible experiment
would be to contrast performance using different training
datasets. Rigorously designing experiments and datasets
is significantly easier when the data to be used were cre-
ated for the evaluation (as opposed to being repurposed),
though data collection design and implementation has its
own challenges (for example, see [47]).

3. Performance assessment, during which systems are run
on the data. In some evaluations, data are sent to
researchers, who run their systems locally and then sub-
mit their system output. In other evaluations, the systems
themselves are submitted and are run at NIST. The lat-
ter approach is more involved, requiring an agreed upon
API and ability of every system to run on a prescribed
computational infrastructure, though it is better suited for
evaluations using very large or sensitive datasets. Once
system output is generated, both NIST and the evaluation
participants analyze the experimental results.

4. Workshop, where the research community gathers to
openly discuss evaluation outcomes, including which
approaches were attempted and the degree to which they
were successful, as well as other lessons learned. A cru-
cial portion of the workshop is a discussion of future
challenges and objectives, which feeds into the planning
of the next evaluation. Beyond the workshop, evaluation
results are published more broadly.

These four steps naturally form a cycle; in particular, the
planning for an evaluation takes place in part at the workshop
of the previous evaluation. See Fig. 2 for an illustration.

Progress is driven in EDR by repeating the evaluation
cycle, and as technology improves, increasing the challenge
of the research objectives, which are then addressed in subse-

quent evaluations (see Fig. 3). After the technology reaches
a point appropriate for a given application, engineering for
speed and other considerations takes place and the technol-
ogy is deployed for the application. The evaluation cycle
continues, driving more technological progress to enable
transfer to more demanding applications. It is worth noting
that NIST’s roles in data-centric technology transfer are typ-
ically focused on the relatively early and late stages of the
process, i.e., core technology development and standards,
respectively.

5.2 Examples of work related to evaluation-driven
research

There are a number of current and prior evaluations that
address some of the challenges present in the new DSE series.
Representative examples of prior work that addresses indi-
vidual challenges are summarized below, as well as in our
previous work [1]. Dorr et al. [1] discuss the DSRP, of which
the DSE is a key component. A shorter preliminary discus-
sion of the DSE that highlights the evaluation-driven research
process is [2].

Evaluating Systems containing Visualizations One impor-
tant challenge in data science evaluation concerns informa-
tion visualization for a variety of datasets. A number of
different approaches have been developed, as discussed by
Bederson and Shneiderman [25], Korsar [48], Lam et al. [49],
and Isenberg at al. [50]. Visualization paradigms are often
assessed heuristically using best design practices as guide-
lines. For example, a visualization could be evaluated by the
number of data points and the level of granularity represented
[26] and by types of relationships that can be presented [27].

Empirical studies are also employed to measure visualiza-
tion in terms of human performance. Many methods used to
evaluate visualizations follow conventions set by the human–
computer interaction field. The methods also depend on the
goals of the evaluation, such as a focus on the visualization
itself or a focus on the analytic process the visualization sup-
ports [49].

Isenberg et al. [50] assert that the visualization community
borrows from two disciplines in evaluating visualizations:
science evaluation and design evaluation. The scientific
approach focuses on building a representational model of
the problem space that is reproducible, whereas the design
approach focuses on the goal of aiding the user through max-
imizing usability and functionality.

The visualization analytics science and technology (VAST)
community has sought to develop a visualization assessment
approach within the “VAST Challenge,” which has run annu-
ally since 2012 [51–53]. This includes assessment of visual
analytics applications for both large-scale situation analysis
and cyber security. Challenges addressed in VAST include
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automatic graph analysis and best practices for combined
and multi-modal datasets.

Evaluating Systems on Very Large DataSets A central
challenge of several ongoing NIST evaluations is being able
to conduct evaluations that use very large datasets, such as
Text REtrieval Conference [19]. The first TREC was devel-
oped in 1992 [54] with the goal of assessing information
retrieval (IR) techniques on a realistically sized test collection
in a forum where all researchers were subject to the same data
conditions and evaluation techniques. Researchers from both
academia and industry—in large part from within the Special
Interest Group on Information Retrieval (SIGIR) commu-
nity and the DARPA TIPSTER program [55]—participated
in the first TREC. In 2000, a special track was introduced
that was devoted to video that followed this same model;
this track evaluated automatic segmentation, indexing, and
content-based retrieval of digital video and, within 2 years,
developed into its own evaluation conference (TRECVid)
[56,57], which also accommodates the use of large datasets
for evaluation.

Evaluating Systems without Ground Truth Evaluation
without ground truth or lacking a single ground truth is an
additional challenge for the assessment of data-intensive sys-
tems. Some NIST evaluations (TREC [19]) apply accuracy
measures that accommodate a lack of full truth data, often
employing mediated adjudication approaches (e.g., pool-
ing relevance assessments of participants in the evaluation
to approximate recall). Other NIST evaluations (MT [42])
are faced with the lack of a single ground truth, generally
applying metrics that accommodate more than one “human
answer” for computing a score, e.g., BLEU [44] and TER
[58]. Multiple approaches to mitigating missing ground truth
data have been attempted, for example, “active evaluation,”
i.e., obtaining a small number of ground truth labels that are
most informative in estimating a system’s performance (see
[18,59]), among others [60].

Evaluating Systems containing Multiple Components
Another challenge to be tackled within data science evalu-
ation is that of multi-component assessment—including the
impact of one technology on the performance of a down-
stream technology. As further explained in Sect. 5.1 below,
OpenHART applied evaluation metrics such as WER to
assess the performance of handwriting OCR, but the impact
of OCR’s performance was also assessed within the MT
application, using metrics such as BLEU and TER. In the
most recent OpenHART evaluation [61], evaluation metrics
were applied at the image recognition level (given the image
and its text line segmentation, recognize the foreign language
text in the image), the image translation level (given the image
and its text line segmentation, provide an accurate and fluent
translation of the foreign language text in the image), and
at the text translation level (given the ground truth foreign
language text in the image, provide an accurate and fluent
translation of the foreign language text in the image).

Some of the data science evaluation challenges presented
above have been addressed to one degree or another in vari-
ous evaluation forums. However, to the best of the authors’
knowledge, none have attempted to address all of the data
science challenges presented in this paper—or even a large
number of those challenges. The DSE series requires careful
consideration of all such challenges, coupled with a rigorous
framework for assessment and comparison among different
approaches.

Prior Traffic Research In addition to addressing general
evaluation challenges related to data science, there have been
many prior applications and research initiatives focused on
specific problems in the traffic domain, e.g., systems to alert
users to traffic issues. Traffic alert systems generally rely
on either sensor and camera data (e.g., [62,63]) or on crowd-
sourcing from vehicle operators (e.g., Waze [64]) and Illinois
Traffic Alert System [65]. For example, Google Maps is pur-
ported to utilize cell phone sensors and historical data to
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generate its traffic predictions. More recently, systems for
traffic alerts have been developed that use social media input,
e.g., Twitraffic in the UK [66] and research systems devel-
oped at University of Maryland, Baltimore County [67,68]
and at Khalifa University [69].

These earlier efforts generally focus on one type of
input, e.g., social media but not sensors, or sensors but not
imagery— rather than on the combination of data from mul-
tiple sources (imagery, traffic reports, and weather data).
Moreover, prior research in the traffic domain focuses on
incident detection, i.e., identifying content of traffic-related
tweets, not on prediction of upcoming traffic incidents and
slowdowns based on historic data on local traffic and weather.

The traffic use case described in this paper brings together
data diversity and data volume, while also enabling the devel-
opment and assessment of technologies for both detection
and prediction.

6 Data science evaluation series

The NIST data science evaluation (DSE) series will host
annual evaluations for data analytic technologies applied
to various domains and arranged into workflows that may
include human-in-the-loop and visualization components.
These technologies operate on some combination of large
and small, structured and unstructured, and complete and
incomplete data, coming from multiple sources and in var-
ious data modalities. In the context of the DSE series and
in this paper, data analytic technologies refer to technolo-
gies that transform data into information. Some examples
include automatic speech recognition, image classification,
and video event detection technologies. A data analytic
workflow consists of a combination of these technologies.
These combinations could be applied in sequence, jointly
or in parallel, and possibly include human-in-the-loop and
visualization components. The workflow that includes a
human-in-the-loop component is one where a human receives
output from a system and transforms it and that transformed
output becomes input to a subsequent system component [70]
(it is worth noting that adding interactive visualization com-
ponents to the data workflow may increase the performance
of data analytic tasks [71]). Data analytic workflows have
found use in network administration [72], auditing medical
claims [73], stock market analysis [74], and biomedical infor-
mation analysis [75], to name only a few applications and
domains. The long-term goals of the DSE series are to drive
data analytic technology forward, to measure the state of
the art, to develop effective measurement techniques, and to
encourage promising algorithmic approaches. The authors
adopt the view that an evaluation capable of achieving these
goals would necessarily involve the following actions:

1. Address key data analytic technology challenges. Several
challenges for data analytic technologies, each with a
representative set of examples, are presented in Table 3.

2. Provide a general framework that can be applied irrespec-
tive of data types or domains.

3. Apply the above framework to various domains and use
cases.

4. Build interdisciplinary collaboration that enables a cross-
pollination of ideas and methods, encouraging technol-
ogy developers to understand the unique challenges of
each domain, and exposing domain experts to a wide
array of state-of-the-art approaches.

In order to create an evaluation with the above properties,
several challenges need to be addressed. These challenges
fall broadly into four categories:

1. Logistical challenges Conducting very large-scale evalu-
ations poses several problems, including the creation and
distribution of appropriate datasets, as well as the compu-
tational resources needed for systems to process the data
and for the results to be analyzed. In addition, evaluation
of multi-component workflows requires the coordination
and timing of individual component evaluations.

2. Evaluation design challenges The DSE will often make
use of “found” data rather than data collected in a
controlled manner for the purpose of evaluation. This
increases the difficulty of conducting rigorous exper-
iments. The desire to include several domains in the
evaluation gives rise to the need to design evaluations
in domains without necessarily having access to expert-
level domain knowledge.

3. Measurement challenges It will be necessary to be able
to effectively measure performance in cases where hand-
annotated data are difficult to obtain or no single ground
truth exists. In order to measure performance of work-
flows and the impact of various data sources, it will be
necessary to be able to measure and calibrate the propa-
gation of error and uncertainty throughout the workflow.
Measuring the effectiveness of visualization also poses
unique and difficult challenges; see, for example [48–
50,76,77].

4. Organizational challenges Many existing research com-
munities are formed around individual tasks, domains,
or modalities—thus a multi-modal, multi-task evaluation
will require the integration of multiple disparate commu-
nities.

6.1 Evaluation structure

The DSE series will consist of regularly scheduled evalu-
ations, expected to recur annually. Each evaluation in the
series will consist of several tracks, where a track is made up
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Fig. 4 Overview of the data
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of challenge problems set in a given domain. In addition to
NIST-hosted tracks, the DSE series will include community-
championed tracks. NIST will solicit the community for track
proposals, and those tracks included in the evaluation will be
planned, organized, and implemented by a “track champion”
from within the community.

The primary motivations for hosting a multi-track evalua-
tion series are to encourage the development of technologies
that are effective across different domains, to increase the
breadth of domains and technologies that can be evaluated
in a timely manner, and to facilitate the cross-pollination of
ideas by hosting diverse communities under a single effort.

Figure 4 illustrates an evaluation structured with tracks in
different domains, where each track shares some technology
elements with other domains. Researchers will be encour-
aged to work on any or all parts of a track (i.e., multiple tasks
in a single domain) as well as across tracks (i.e., a single set
of tasks in multiple domains).

Including tracks championed by members of the commu-
nity rather than limiting the DSE series to NIST-championed
tracks offers several advantages. For example, each track can
be led by experts in the track’s domain and/or data modali-
ties, more tracks can be included in a single evaluation than
could possibly be run by NIST alone, and other organizations
with existing or future data science challenges will be able
to bring their research problems directly to the community,
while benefiting from the infrastructure already put in place
for the evaluation series.

It is worth noting that this approach (a multi-track evalu-
ation with community track coordinators) has been success-
fully utilized in other NIST-hosted evaluation series, e.g.,
TREC [78], often to great effect [79].

6.2 Evaluation series development

The DSE series will be developed in three stages, as illus-
trated in Fig. 4. In 2015, IAD ran a pre-pilot evaluation that
consisted of a single track with a traffic prediction use case
(described in further detail in Sect. 7 below). IAD will under-
take a pilot evaluation that will extend the pre-pilot evaluation
track and be open to all who wish to participate, and an
inaugural evaluation, consisting of multiple community-led

evaluation tracks in different domains and use cases. This
sequence will enable NIST to immediately begin providing
infrastructure for addressing data science research challenges
and to rapidly evolve the evaluation to be more effective when
generalized to multiple domains and tracks.

Each stage in the DSE series has a different set of objec-
tives: The pre-pilot exercised the evaluation metrics and
measurement methods as well as surface unexpected eval-
uation challenges. The pilot will improve upon the pre-pilot
and serve as an exemplar for future DSE tracks. The inau-
gural evaluation will introduce multiple diverse domains and
use cases. This diversity will enable NIST to begin generaliz-
ing the measurement methods and metrics in the DSE series
and help ensure that the technology developed is applicable
across domains and types of data. The pilot, pre-pilot, and
inaugural evaluation will each conclude with a workshop,
focused on examining the evaluation results and sharing
approaches and lessons learned. The evaluation pre-pilot took
place in the fall of 2015. In 2016, NIST will host the evalua-
tion pilot and will begin accepting track proposals for a 2017
full-scale data science evaluation.

7 Data science evaluation pre-pilot

The data science evaluation pre-pilot is the first stage in the
development of the DSE series; its primary goal is to develop
and exercise the evaluation process in the context of data sci-
ence. The pre-pilot consisted of data and tasks set in the traffic
domain—a domain chosen due to its relevance to everyday
life of the general public and its accessibility and availability
of large amounts of public data. It is important to note that
the pre-pilot is not meant to solve any particular problem in
the traffic domain. The objective is for the developed mea-
surement methods and techniques to apply to additional use
cases, regardless of the domain and data characteristics.

The tasks included in the evaluation pre-pilot consist of
data cleaning, data alignment, and predictive analytics. These
tasks were chosen to highlight a variety of data science chal-
lenges. Table 1 lists some of the key data science challenges
from Table 3 and describes how these may appear in the
traffic prediction context.

For logistical reasons, only a subset of these challenges
was addressed in the pre-pilot, namely data heterogeneity,
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Table 1 Data science evaluation
challenges for traffic use case

Challenge Traffic use case

Provenance The time of a traffic accident may be determined from traffic incident
reports and provenance records associated with video data that has
been cleaned and aligned with the reports

Data heterogeneity A vehicle may be represented visually in video data and descriptively
in an incident report

Predictive analytics Future traffic patterns may be guessed from weather, imagery, and
historical traffic data

Knowledge assimilation A traffic accident may be detected from the position of two cars in a
video clip

Big data replicability Using historical data from weather reports, traffic incident data, and
traffic video data to detect an incident may yield different results

Visualization of
information

Visualization may be used to communicate traffic flow and accidents

Data uncertainty Uncertainty may arise from the lack of data available from points that
occur between traffic detectors

Mitigating error
propagation

Errors associated with cleaning of traffic incident reports may
propagate to incident detection and traffic prediction tasks

predictive analytics, and data uncertainty.14 The handling of
large datasets, cross-track interaction, and the visualization
of information will be introduced during the pilot or inaugural
evaluation.

7.1 Data

Several datasets were made available as part of the pre-pilot.
These datasets come from multiple sources, many of which
are public, and consist of different data modalities, includ-
ing numeric data, numeric data with short textual fields, and
video data. See Table 2 for more details.

Although the tasks focus on traffic prediction, the available
data are not restricted solely to traffic information; weather,
US Census data, and video data are also included. This gives
participants the ability to integrate rich and diverse data in
order to address the evaluation tasks.

The original source data are used as ground truth for the
evaluation pre-pilot. In order to support the data cleaning
task, errors were introduced to these data. Test data typically
consist of a subset of the data, either hiding key records or
key fields of specific records.

7.2 Tasks

There are four tasks in the pre-pilot evaluation set in the traffic
use case. Each task is listed below with the full task name
followed by a one-word abbreviation.

14 The “Managing Privacy and Security” challenge from Table 3 is
omitted from Table 1. Due to the minimally restricted (or unrestricted)
nature of traffic and weather data, this is not a focus of the traffic-
related pre-pilot but is expected to be addressed for domains involving
personally identifiable information (e.g., health IT).

1. Cleaning finding and eliminating errors in dirty traffic
detector data.

2. Alignment relating different representations of the same
traffic event in video and numeric data to find events of
interest.

3. Prediction estimating the likelihood of various traffic
related events.

4. Forecasting estimating future values in a time series of
traffic flows.

In order to create a data analytic workflow, the tasks are
ordered such that the cleaning task could be completed first;
the output of the cleaning task would then be used as input
to the other tasks. This order, if followed, allows NIST to
measure the influence of the cleanliness of the traffic flow
data on prediction accuracy.

When describing this workflow, the term “dirty data” is
used to refer to the traffic detector data participants are being
asked to clean; “cleaned data” to refer to the output traffic
flow data from the cleaning task; and “truth data” to refer
to the ground truth data, which is the correct answer to the
cleaning task. This workflow is shown in the “Flow” section
of Fig. 5 and is broken into two phases:

– Phase 1 Participants were given the dirty data. They were
asked to submit system outputs from the four tasks using
the dirty data as input. Additionally, participants were
asked to submit the results of the alignment, incident,
and flow tasks using the cleaned traffic detector data.

– Phase 2 Participants following the previously described
pipelining were given the cleaning task truth data and
were asked to run the same systems for the alignment,
incident, and flow tasks, using the dirty data input with
the truth data.
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Table 2 Summary of available datasets

Data type Data subset Description

Lane detector Lane detector inventory List of all traffic lane detectors as a comma-separated values (CSV) file. Each detector is
uniquely identified by its lane_id value, and each detector inventory gives the
location of the detector (in decimal latitude and longitude coordinates), the source
organization for the measurements of those detectors, and other relevant information

Lane detector
measurements

Measurements from traffic sensors in locations in the DC Metro area and the Baltimore
area. Traffic sensors are placed on both directions of the highways, in each lane. Lane
and zone (multiple lanes of the same road going in the same direction) data are
provided. The measurements are the following: (1) Volume the number of cars to have
passed through the lane detector since the last measurement; (2) Speed the average
vehicle speed since the last measurement; (3) Occupancy the average percent of time a
vehicle was in front of the detector since the last measurement; and (4) Quality a data
quality field

Traffic events Traffic event instances A traffic event is defined as a situation that involves traffic which includes accidents,
construction, lane closures, hazardous weather, and special events. Each traffic event
listing contains the following fields (among others): (1) Description; (2) Location,
both in formatted text (the intersection) and in decimal latitude and longitude; (3)
Times the event was created, confirmed and closed; and (4) The type and subtype of
the traffic event, labeled with the fields event_type and event_subtype

Traffic camera video Camera inventory A list of all traffic cameras with their locations, described both in text (the intersection)
and in decimal latitude and longitude

Camera video feeds Consecutive 15-min video segments from traffic cameras in Maryland with start times.
The traffic cameras may be remotely operated by humans, who can rotate the camera
and zoom, which happens when the human operator chooses to look at a traffic
situation. Some cameras may have watermarks indicating the direction the camera is
facing (E for east, SW for southwest, etc.), or the current time

U.S. Census 2010 US Census Publicly available information including population counts; age, income, and
occupation demographics; and household demographics in summary files and public
use microdata sample (PUMS)

American community
survey (ACS)

A more frequent survey providing statistics on transportation and commutes, such as the
average commute length, the percentage of people who carpool, and the percentage of
people who use public transportation. There are 1-, 3-, and 5-year surveys as summary
Files and PUMS, like the US Census Data

OpenStreetMap [No subset] Map data from from OpenStreetMap, describing the road network in the DC-MD-VA
area as well as locations including airports, public transportation stations, and
buildings that host large events. These maps also support lookup by latitude and
longitude coordinates

Weather Integrated surface (ISD) A dataset of measurements from weather stations in the DC-MD-VA area with a variable
number of measurements. Measurements include station information, temperature, air
pressure, weather condition, precipitation, and other elements. The ISD set is quality
controlled. The quality control does not state that it is free of errors or missing data,
only that others have looked at it to try to improve the quality of the data. Lott [80]
discusses the quality control process that is used in the ISD to check for formatting
errors and outliers

Severe weather data
inventory (SWDI)

A compilation of many types of severe weather, including storms, hail, tornados, and
lighting strikes

Participants were encouraged to submit system output for
multiple tasks, but the pipelining of data from one task into
another was not required. It was also anticipated that many
participants would perform additional data cleaning beyond
that required for the cleaning tasks; such additional data
processing was welcome and would be described when sub-
mitting a system.

7.3 Metrics

Each task was scored with specified metrics, as appropri-
ate for each task. For each task, participants were provided
with scores that measured the discrepancy between the sys-
tem outputs and the ground truth data. Additionally, when
appropriate, Detection Error Tradeoff (DET) curves were
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Table 3 Next-generation challenges in the field of data science

Challenge Relevant questions Examples

Provenance Where did the raw data originate? Is it current? What
processes were applied through which the data
were derived from its original sources?

A genome sequence dataset may be recreated from
raw data and the provenance records associated
with genomic annotations [89]

Data heterogeneity How does one integrate data from multiple large
heterogeneous datasets with varying degrees of
noise? What is the relative value of a given dataset
for a particular analytic task?

A publisher may be represented either as a
publication-producing entity or as an attribute of a
publication [90], and these representations
originate from multiple sources

Predictive analytics How can trends be identified and distinguished from
random fluctuation in order to provide a calibrated
forecast of future values?

Stock market events may be forecasted from
sentiments expressed in social media [91]

Knowledge assimilation How might algorithms understand new data, e.g.,
inferring causality from the data?

Fraudulent activity may be inferred from (potentially
altered) digital and physical data representations of
known entities and events [92]

Big data replicability How does one consistently reproduce experimental
findings given that truth may be hard to find?

Using the same (usually massive) genomic dataset in
two different studies to find genetic contributions to
a particular disease may yield different results [93]

Visualization of
information

What is the most effective way to visualize
information for decision making by a potentially
diverse set of people?

Cybersecurity systems can utilize dashboards to
reflect network status and to alert security
administrators of suspicious activity [26]

Data uncertainty How does one handle gaps in knowledge due to the
potential for untrustworthy or inaccurate data?

In radio frequency identification (RFID) data
management, raw antenna readings are frequently
missed or tags are read by two adjacent antennas
[94]

Mitigating error
propagation

How can algorithms mitigate cascading of error
through data processing steps?

In geographic information systems (GISs),
inaccuracies may propagate and cascade from one
layer to another, resulting in an erroneous solution
to the GIS problem [95]

Managing privacy and
security

How does one manage data and develop algorithms
in the face of privacy and concerns/policies?

Model checking to verify that HIPAA (the federal
Health Insurance Portability and Accountability
Act) is being followed [96]

Fig. 5 The pre-pilot evaluation
task workflow Cleaning

Phase 1

Alignment

Dirty lane detector
measurements

Phase 1
submission

Cleaned lane detector
measurements

Results

Results

Prediction Forecasting

Phase 2
Phase 2
submission

True lane detector
measurements Alignment Prediction Forecasting Results

used to illustrate the tradeoff between misses and false
alarms. See Martin et al. [81] for more information on DET
curves.

In addition, by comparing the results of systems based on
whether the dirty data, cleaned data, or truth data (as dis-
cussed in Sect. 7.2) was used as input, the differences in
the metric values for the same systems on the same tasks
give a way of measuring error propagation from the clean-
ing task to the other tasks. NIST plans to expand this initial
measuring of error propagation in the pilot and the inaugural
evaluation.

7.4 Lessons learned from the data science evaluation
series pre-pilot

In fall 2015, NIST hosted a small-scale pre-pilot evaluation
in the highway traffic domain. The motivation for having a
small-scale pre-pilot was multi-fold: to establish the eval-
uation series with a methodology and metrics to form and
test tasks, to receive feedback from participants before the
launch of the larger-scale pilot, as well as to promote partici-
pation in the pilot. One of the main goals was to exercise the
mechanics of the evaluation, later to be the possible foun-
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dation of a traffic track. While obtaining results was not the
focus of the pre-pilot, achieving them serves to demonstrate
that the evaluation tasks that were created with the method-
ology described in this paper are now tried and tested and
can be successful in applying evaluation-driven research to
the field of data science. A number of lessons were learned
that will enable springboarding to the next level with the
pilot evaluation and full evaluation. A small number of par-
ticipants were invited, and the end result was a total of 10
submissions across all tasks.

In the area of outreach, even with very targeted solicita-
tions, the pre-pilot participants were brought in by invitation
only, to overcome the start-up challenges of recruiting par-
ticipants into a newly inaugurated series. Many potential
participants showed interest early on, but many of these were
focused on the traffic prediction track rather than on the topic
of data science in general. It has become increasingly clear
through this experience that having multiple challenge prob-
lems in multiple domains will provide more opportunities to
attract participants.

Regarding algorithmic and metrology lessons learned, the
evaluation resulted in several participants focusing on the
specific domain of traffic rather than on the development of
algorithms that are more generalized. The focused interest in
traffic prediction yields two important insights. First, in order
to encourage people to participate, it is necessary to have
challenge problems and data sets of interest to the commu-
nity. Second, in order to evaluate data science more broadly,
tracks in multiple domains must be developed and evaluated.
Doing so provides the basis for evaluation approaches that
are likely to be generalized to new domains, as opposed to
those that are focused on a particular challenge area or that
involve only a subset of the data science community at large.

Finally, it was very clear from this initial pre-pilot that
infrastructure will be a key component of both the upcom-
ing pilot and later full-scale evaluations. The EMS that will
serve as the core for the DSE series will be leveraged for
easier application of algorithms to data science problems
without requiring such significant overhead of engineering
entire systems.

8 Where are the important future breakthroughs?

To support the DSRP, a significant effort will be put toward
investigation of the basic premises underlying data science,
including big data, as well as a focus on the types of future
breakthroughs that are expected. Four V’s are often cited to
illustrate the challenges and the need for breakthroughs in
this field: volume, velocity, variety, and veracity. Although a
fifth V has been proposed as Value [82] (i.e., the degree to
which the worth of the data is conveyed), providing a means
to visualize data can increase understandability and acces-

sibility in ways that would otherwise be impossible, thus
clarifying the underlying value of the data. In the scope of
this paper, Value is considered to crosscut several data sci-
ence challenges, most notably a sixth V proposed by McNulty
[83] (Visualization), which is addressed separately as a next-
generation challenge. The earliest formulation by Douglas
Laney [84] included only the first three, briefly summarized
below:

– Volume Vast amounts of data generated from multiple
sources, often too large to store or analyze using tradi-
tional database approaches.

– Velocity Speed at which the massive data are being pro-
duced and collected, making it a challenge for real-time
processing.

– Variety Diverse and potentially incompatible data types
and formats coming from multiple sources.

Veracity is a fourth V, attributed to researchers at IBM
[85]:

– Veracity: Quality and trustworthiness of data, given the
variety of sources and degree of accuracy.

Of these four V’s, the first (volume) and second (velocity)
are critical for processing of big data. These are important
aspects of the DSRP, both for the initial traffic use case where
(ultimately) traffic monitoring may lead to real-time datasets
(including issues of latency) and for new tracks involving
very large data that one might find, for example, in the
biological domain. The third (variety) and fourth (veracity)
encompass a wide range of next-generation challenges within
which algorithmic breakthroughs are critical for the advance-
ment of data science, as will be described in the section below.

Variety, frequently referred to as heterogeneity [10,86],
is central to building Web-scale systems for tasks such as
entity resolution [8,87]. Data diversity is a consideration for
all sizes of data, not just large datasets. Indeed, a critical area
of measurement science within the new DSE series is that of
measuring the ability of an algorithm to analyze, assimilate,
adapt, and/or fuse diverse data types.

Veracity is also a critical challenge faced by many data
scientists, as the algorithms they develop are expected to
apply to a wide range of diverse inputs, including data that
are errorful, noisy, and inconsistent across different inputs.
A seventh V that has been proposed is Variability [83] and
is distinct from the notion of Variety. The former refers to
the degree to which the meaning behind data can change
according to time and context; the latter refers to the degree
to which data formats differ from each other, according to the
domain and level of formality (e.g., structured vs. unstruc-
tured). In the scope of DSRP, Variability is considered to be
a challenge to be addressed in different ways across domains
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rather than a challenge that might be more broadly addressed
by techniques that carry across different areas of data science.
The emergence of data science and the challenges associated
with the four V’s above are accompanied by technological
progress leading to:

– Massively scalable processing and storage.
– Pay-as-you-go processing and storage.
– Flexible schema on read vs. schema on write15

– Easier integration of data retrieval and analysis.
– Well-supported interfaces between various domain-

specific languages/tools.
– Open-source ecosystem during innovation16

– Increased bandwidth, network access, speed, and reduced
latency.

This list of areas in which technological progress has been
made is an augmented version of those presented recently
by Franklin [88]. The ability of data science algorithms to
address the four V’s—and the provision of a methodology
for assessment corresponding to challenges within these—
is critical now more than ever before in light of changes such
as those above.

9 Future work: next-generation data science
challenges

Several areas of data science merit an extended, in-depth
study, requiring input from the research community and
aligned with next- generation challenges. Table 3 presents
some key challenges, each with a representative set of exam-
ples. The table also presents a set of traffic-related use cases,
in line with the focus of the pre-pilot study mentioned in
Sect. 4.1. These key challenges are described in more detail
below.

Provenance Where does each piece of data come from and
is that data still up to date [97]? In the context of database
systems and queries, provenance refers to the ability to deter-
mine the origin of the data, or which tuples of which original
databases were used (and how they were used) to produce
each tuple in subsequent databases resulting from database
queries [98,99]. More generally, data provenance involves
being able to determine where the data came from and the

15 Flexible schema on read is an approach that allows data to be parsed at
read time, rather than requiring pre-formatting prior to loading the data.
Schema on write refers to prescriptive data modeling where database
schema are statically defined prior to reading the data.
16 An “ecosystem” of service providers combined with open-source
development allows easier sharing of applications, cross-sector use of
the same components (smart homes, city services, etc.), and exchange
and reuse of applications and components.

processes through which these data were derived from its
original sources [100].

Data heterogeneity How does one process data from multi-
ple, large heterogeneous datasets? Data heterogeneity refers
to different representations of the same real-world object.
The differences may be structural or semantic [90].

Real-time and predictive analytics How can trends be
identified and distinguished from random fluctuation in order
to provide a calibrated forecast of future values? How can this
be executed in real time [101]? Further, is it possible to have
an effective tradeoff between execution time and accuracy?
Predictive analytics refers to the extraction of information
from data to estimate future outcomes and trends.

Knowledge assimilation and reasoning from data How
might algorithms reason with data, e.g., inferring causality
[97,102]? Knowledge assimilation and reasoning refers to
understanding new data in terms of information available
in an already existing dataset and applying the necessary
processing to reflect the expert’s view of the domain.

Big data replicability How is reproducibility of data sci-
ence experiments ensured, especially given that the truth may
be hard to find among millions of data points where there are
lots of room for error [93]? Big data replicability refers to
the ability to repeat results across studies where the same
research question is being asked on the same dataset.

Visualization of data How might one visually represent
data, whether in a raw form or after post-processing by any
number of algorithms? Visualization refers to use of visual
metaphors (boxes, groups, lines, etc.) that serve as build-
ing blocks for displaying complex data representations (e.g.,
spatiotemporal network analysis [103]), each with their own
constraints in the amount and type of data to be displayed
[27]. The integration of visualization into data science activ-
ities aids in the analysis of vast volumes of information [104],
may increase efficiency [105], and may reduce user errors
[106].

Data uncertainty How might one handle quality issues due
to untrustworthy or inaccurate data? Data uncertainty refers
to gaps in knowledge due to inconsistency, incompleteness,
ambiguities, and model approximations.

Propagation and cascading of error How might algo-
rithms be written to mitigate propagation and cascading of
error(s)? Error propagation and cascading refers to situations
where one error leads to another or where a solution is skewed
when imprecise or inaccurate information is combined into
multiple layers [95].

Data privacy and security How does one manage data and
develop algorithms for processing data in the face of privacy
and security concerns? Data privacy and security refers to
the challenge of providing effective approaches for secure
management of distributed data and data sharing, including
those that may contain personally identifiable information
(PII). Detection of PII for anonymization purposes [107] and
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structural diversification for protecting privacy [108] are par-
ticularly important problems to be addressed. Other critical
areas include management of access, sharing and distrib-
utability (e.g., data specific tools, metadata).

These are important challenges that cut across multiple
areas of data science. There may be common algorith-
mic approaches and evaluation metrics associated with each
of these challenges. Community input garnered within the
DSRP will bring forth new insights to address crosscutting
issues pertaining to the data itself and measures associated
with approaches to processing data.

10 Concluding remarks: NIST’s role for data
science

This paper lays out the foundation of NIST’s newly formed
data science research program and describes much of NIST’s
proposed role in the future of the data science discipline.
Classes of data science problems and next-generation data
science challenges as well as areas of important future
breakthroughs are discussed. An overview of evaluation and
metrology, standards, computing infrastructure needs, and
methodologies for measuring effectiveness of data science
technologies is presented.

NIST’s role for meeting the measurement challenges for
data science has four primary facets. These include develop-
ing measures for assessment, establishing standards, forming
working groups consisting of researchers in the community,
and deploying a sound framework for evaluating technology
effectiveness.

NIST also aims to build a community of interest within
which it is expected that many of the questions posed in this
paper will be addressed. Technical symposia with a focus on
generalized problems in data science are expected outcomes
of this aspect of NIST’s work.

The DSE series that was described in detail in this paper
seeks to address challenges in data science evaluation, and
like those faced by the technologies supported by the evalua-
tion, these challenges are numerous and varied. The pre-pilot,
pilot, and inaugural evaluation will serve as first steps; how-
ever, a successful DSE series must go further. Future plans
for the DSE series include the introduction of complex and
dynamic workflows, which will assist in quantifying the
propagation of error and uncertainty and understanding the
effect of reordering components in a workflow; the inclu-
sion of data that must be protected, for example, due to
privacy concerns; system run time and resource utilization
benchmarking, which will assist in quantifying the trade-off
between system run time and accuracy.

While the challenges are substantial, we believe that over-
coming them has enormous potential for impact. To the same
or greater extent as other technologies have benefited from

evaluation-driven research, there is opportunity for data sci-
ence research to benefit from the DSE series.

Additionally, it is expected that agile system architec-
tures, system benchmarking tools, and novel approaches will
emerge from the development of technologies that are eval-
uated in the DSE series.

Finally, the DSE series will be organized each year by
NIST, in coordination with the data science research commu-
nity, for the assessment of technologies for big data and data
science analytics. NIST will serve the community in provid-
ing relevant datasets, metrics, tasks, protocols, and analysis
tools.
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