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We systematically investigate the spin-orbit coupling-induced band splitting originating from
inversion symmetry breaking at the interface between a Co monolayer and 4d (Tc, Ru, Rh, Pd, and
Ag) or 5d (Re, Os, Ir, Pt, and Au) transition metals. In spite of the complex band structure of
these systems, the odd-in-k spin splitting of the bands displays striking similarities with the much
simpler Rashba spin-orbit coupling picture. While we do not find salient correlations between the
interfacial magnetic anisotropy and the odd-in-k spin-splitting of the bands, we establish a clear
connection between the overall strength of the band splitting and the charge transfer between the
d-orbitals at the interface. Furthermore, we show that the spin splitting of the Fermi surface scales
with the induced orbital moment, weighted by the spin-orbit coupling.

I. INTRODUCTION

The development of modern spintronic devices, such
as magnetic random access memories and current-
driven nano-oscillators, is currently relying on the ex-
ploitation of the mechanism of spin transfer torque!
in magnetic systems displaying perpendicular magnetic
anisotropy?. Besides materials displaying bulk perpen-
dicular magnetic anisotropy (such as ordered alloys?),
the most promising devices involve multilayers accommo-
dating large interfacial-induced perpendicular magnetic
anisotropy, such as interfaces between transition metal
ferromagnets and noble metals® or metal oxides®®. This
combination has proven successful in reducing the criti-
cal current density needed to achieve current-driven mag-
netic excitations and switching within a reasonable range
(i.e. below 105 A/cm?). However, the difficulty in re-
ducing this critical current density further constitutes a
major hurdle towards applications, calling for innovative
mechanisms beyond spin transfer torque. As discussed
below, the physics of spin-orbit coupling at the origin
of the perpendicular magnetic anisotropy might hold the
key to the next technological breakthrough”.

Interfacial perpendicular magnetic anisotropy at X/F
interfaces (X being a noble metal, F a transition metal
ferromagnet) is a subtle phenomenon that arises from
spin-orbit coupled orbital overlaps. Spin-orbit coupling,
given by Hy, = ({/h)o - (VV x p) (£ is the spin-orbit
coupling strength in eV/m?), couples the spin degree of
freedom o to the gradient of the crystal field VV. In
the spherical atomic potential approximation, VV o r
and the interfacial perpendicular magnetic anisotropy is
conventionally associated with the orbital overlap lead-
ing to an enhanced interfacial orbital angular momentum

L = r x p*®?. In the independent ligand theory, its

magnitude can be related to the anisotropy of the orbital

angular momentum AF,, = f/(4uB)(m(|)|rb — mE )

where m(l)lgﬁ ) is the orbital moment when the magneti-

zation lies in (perpendicular to) the plane and up is the
Bohr magnetron. Since the anisotropy in orbital mo-
mentum is driven by spin-orbit coupling, in this simple
scenario (which disregards the complexity of interfacial
orbital overlaps) the interfacial perpendicular magnetic
anisotropy is then second order in spin-orbit coupling
strength &. Therefore, interfacial perpendicular magnetic
anisotropy survives in symmetrically grown systems such
as Pt/Co/Pt, for instance. However, when the two inter-
faces embedding the transition metal ferromagnet are not
equivalent, such as in Pt/Co/AlOx or Ta/CoFeB/MgO,
the symmetry is broken and additional effects emerge.

In such systems, the sharp interface between the fer-
romagnet and the noble metal breaks the inversion sym-
metry along the normal to the interface, z. In a simplis-
tic picture, the gradient of potential becomes ((VV) =
—az and the spin-orbit coupling Hamiltonian reduces
to Hr =~ —ao - (z x k), where « is the so-called
Rashba parameter'!''2.  Such k-linear spin-orbit cou-
pling has been observed at the surface of various met-
als such as Au'®, Gd™, or Bi compounds'®'® and more
recently at the surface of three dimensional topological
insulators'”. Notice that in general, spatial inversion
symmetry breaking imposes the spin-orbit coupling term
to be odd in momentum k, but not necessarily linear.
Indeed, such odd-in-k spin-orbit coupling is well known
in bulk non-centrosymmetric semiconductors'® and has
been detected recently at oxide heterointerfaces'?.

A direct consequence of this odd-in-k spin-orbit cou-
pling on the local spin configuration is the emer-



gence of an antisymmetric exchange interaction, the so-
called Dzyaloshinskii-Moriya interaction®’, on the form
Zij D;;S; x S where S;;) is the direction of the spin an-
gular momentum of the ion at position r;(;). Under cer-
tain conditions (exchange, anisotropy, temperature etc.),
this interaction produces chiral spin textures such as spin
spirals, as observed at W/Mn and Ir/Fe interfaces?!:??,
and skyrmions®. Very recently, it has also been shown
that this interaction favors Néel over Bloch configuration
of magnetic domain walls in Ni/Fe multilayers?*. Such
a distortion is a key element to understand the observed
anomalous domain wall motion in ultrathin perpendicu-
larly magnetized multilayers®>-26.

Another important phenomenon that may play a role
in materials lacking inversion symmetry is the current-
driven spin-orbit torque®’. In non-centrosymmetric mul-
tilayers, the interfacial odd-in-k spin-orbit coupling en-
ables the so-called inverse spin galvanic effect, i.e. the
electrical generation of a non-equilibrium spin density?®.
This spin density can be used to manipulate the magne-
tization of the adjacent ferromagnet. Spin-orbit torque
has been theoretically predicted using model Hamiltoni-
ans with Rashba or Dresselhaus spin-orbit coupling®”:3"
and first principle calculations on realistic interfaces have
been achieved recently®!, confirming qualitatively the
theoretical results. Its experimental identification in
Pt/Co/AlOx*?3% and other similar structures®**° is cur-
rently a growing field in spin electronics and regarded as
a possible way to complement or even replace spin trans-
fer torque in devices possessing perpendicular magnetic
anisotropy.

While these phenomena all arise from interfacial sym-
metry breaking in the presence of spin-orbit coupling, the
details of these mechanisms remain quite complex and
explicit connections have only been established within
the framework of Rashba spin-orbit coupling®®. Indeed,
first principle calculations clearly revealed that this lat-
ter approximation is far from realistic®'3"3%: Breaking
spatial inversion symmetry hardly affects the strength
of the atomic spin-orbit coupling itself (in sharp contrast
with the phenomenological picture developed by Bychkov
and Rashba'!), but it distorts the wave function close to
the nuclei, where the spin-orbit coupling is stronger3"3°.
The interaction between atomic spin-orbit coupling and
these distorted wave functions results in an effective odd-
in-k spin-orbit coupling. In addition, in metallic systems
the detail of the orbital hybridization at the interface
between, say, a ferromagnet and a heavy metal is quite
complex, resulting in an induced magnetic moment in the
heavy metal and an enhancement of the orbital momen-
tum in the ferromagnet. Providing a clear description of
the interfacial spin-orbit coupling-induced band splitting
and associated phenomena for a wide variety of materials
could help designing interfaces with tunable properties.

In this article, in order to uncover the physics gov-
erning the interfacial spin-orbit coupling in such bilay-
ers, we present a systematic investigation of the (spin-
orbit coupling-induced) band splitting at X/Co inter-
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FIG. 1: (a) Structure of the X/Co interfaces (X= 4d-metals =
Tc, Ru, Rh, Pd, Ag and X = 5d-metals = Re, Os, Ir, Pt, Au)
and (b) their electronic configurations used in this work®!.
Numbers in red stand for the strength of spin-orbit coupling
in meV.

faces, where X represents a 4d or 5d metal as depicted in
Fig. 1. Using first principle methods, we establish clear
connections between the odd-in-% spin splitting and the
interfacial orbital angular momentum and related charge
transfer. This article is organized as follows. Computa-
tional details are summarized in Section II and the re-
sults are reported in Section III. Section IIT A presents
the electronic structure of these interfaces together with
their magnetization profile, while Section III B describes
the spin-orbit coupling-induced band splitting properties.
A summary is given in Section IV.

II. COMPUTATIONAL DETAILS

In principle, the accurate description of the magnetic
and electronic properties of X /Co interfaces (X = 4d- and
X= 5d-metals) using first principles calculations necessi-
tates the definition of a huge supercell in Zy plane with
Moiré pattern® due to the large lattice mismatch be-
tween the two materials. However, the large size of the
cell combined with the presence of spin-orbit coupling
makes such calculations computationally expensive. To
avoid this hurdle, we imposed the lattice parameter of
the free standing Co layer to match the lattice param-
eter of the substrate X. Due to the artificial strain, the
computed electronic and magnetic properties of the X/Co
system may be different from the ones of a realistic inter-
face. Indeed, in Ref.*0 it was demonstrated that for a Co
monolayer deposited on top of Pt (Au), the tensile stress
results in an enhancement of the magnetic moments of
Pt (Au) and Co layers by 22 % (10 %) and 10 % (15 %),
respectively. The objective of the present work is not to
match the experimental observations by modeling a re-
alistically disordered interface but rather to describe the
systematic modification of the band splitting and mag-



netic properties of such bilayers when changing the heavy
metal substrate.

In this work, a monolayer of Co was placed on top of
a 6-layer slab of a X(111) substrate that is either a 4d
(Tc, Ru, Rh, Pd, and Ag) or a 5d metal (Re, Os, Ir,
Pt, and Au), see Fig. 1(a). This allows us to study the
dependence of the band splitting and its related prop-
erties as a function of the spin-orbit coupling strength
and electronic configurations of the external ds-orbitals,
as illustrated in Fig. 1(b). Moving from the left to the
right side of the table, the number of electrons on the
external ds-orbitals grows from 7 to 11. Structures with
[ds]” and [ds]® electronic configurations have hcp pack-
ing while with [ds]?, [ds]** and [ds]'! electronic config-
urations adopt fcc packing. Our test calculations reveal
that Co prefers hcp and fce hollow sites on top of X
in the first and second cases, respectively. In addition,
a vacuum of 10 A and one H atom on the bottom of
the substrate were found as sufficient conditions to avoid
charge accumulation. First principle calculations were
performed in the generalized gradient approximation®?.
For the structure optimization we used the pseudopoten-
tial method that is implemented in VASP*3#4 56 while
the magnetic properties were investigated within the full-
potential code FLEUR*®. The magnetic properties were
calculated using an increased number of k-points in the
Brillouin zone until convergence which is achieved for
2304 k-points. To study the band splitting below and
at the Fermi level we used 256 k-points for each radial
direction and 4096 equally-distributed k-points in the ir-
reducible Brillouin zone, respectively.

III. RESULTS AND DISCUSSION
A. Electronic structures

The magnetic properties of X/Co interfaces are direct
outcomes of interfacial orbital overlap. Therefore, before
entering in the detailed analysis of these properties, we
turn our attention towards the nature of these hybridiza-
tions. The density of states and magnetic properties of
the d-orbitals of X/Co bilayers are displayed in Figs. 2
and 3, respectively. The first remarkable feature is the
distinct behavior between metals with partially filled d-
shells (T¢, Ru, Re, Os, Ir, Pt, Rh and Pd) and met-
als with filled d-shells (Au and Ag). While the formers
present a sizable density of states at the Fermi energy,
this density of states is vanishingly small in the latter
cases. As a consequence, the hybridization between Co
and X strongly depends on the d-orbital filling. Indeed,
upon increasing the d-orbital filling, the binding energy
decreases due to (i) the enhancement of the ”artificial”
lattice distortion imposed by the lattice mismatch be-
tween Co and X and (ii) the reduction of the orbital
hybridization. The latter results in a strong reduction of
the Co-X binding in the case of Au and Ag.

The nature of the orbital hybridization between Co and
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FIG. 2: Projected density of states (DOS) for the X/Co in-
terfaces, where X is a heavy metal as indicated on the figure.
The amount of hybridization between the 3d orbitals of Co
and 4(5)d orbitals of the heavy metal decreases when increas-
ing the d-orbital filling of the heavy metal. The densities of
states for X=Tc, Ru, Re and Os are not represented as they
show a qualitatively similar behavior as heavy metals with
partially filled d-shells.

X has important consequences on the magnetic proper-
ties at the interface. First, metals with partially filled
d-shells acquire a large magnetic moment through prox-
imity effect®*5~8 which vanishes in the case of metals
with filled d-shells (Au and Ag). Notice that the mag-
netic proximity effect is very small in the case of Tc, Ru,
Os and Re but does not vanish. Most importantly for the
present study, the magnetic proximity effect is accompa-
nied by an induced orbital moment that is negative for
Tec, Ru, Re, and Os and positive at the interface with Rh,
Pd, Ag, Ir, Pt, and Au, see Fig. 3(b). As discussed below,
the sign and magnitude of the induced orbital moment
has a dramatic impact on the spin-orbit-induced splitting
of the band structure.

It is worth mentioning that all the structures discussed
in this work and involving heavy metals with partially-
filled d-shells present interfacial perpendicular magnetic
anisotropy, while the weak hybridization between Co and
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FIG. 3: Layer resolved magnetic properties of the X/Co in-
terfaces, where X is a heavy metal. (a) spin and (b) orbital
contributions to the magnetic moment for a magnetization
pointing along x. The left (right) panels represent the 4d
(5d) metals, as indicated on the figure. Solid (dashed) line
indicates the value for the bulk (free standing layer of) Co.

metal with filled d-orbitals (Ag and Au) results in large
in-plane magnetic anisotropy*®°%. However, since we
could not find any robust correlation between the mag-
netic anisotropy and the strength of the band splitting,
we choose not to further discuss magnetic anisotropy
here.

B. k-asymmetric spin splitting

In the previous section, we have illustrated the com-
plex hybridization scheme of heavy metal/ferromagnet
interfaces through the onset of magnetic proximity effect
as well as induced orbital moment. We now turn our at-
tention towards the main topic of the present work, i.e.
the nature of spin-orbit coupling-induced spin-splitting
in asymmetric magnetic bilayers.

1. Spin-orbit induced band splitting

In inversion asymmetric systems, spin-orbit coupling
induces a spin-splitting of the band structure on the
form Hg, = w(k) - o, where w(k) = —w(—k) is an odd
function of k. In order to visualize and analyze such
a band splitting, we adopt the approach developed in
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FIG. 4: (Color online) Central panel: two-dimensional Fermi
surface of Ir/Co interface in (k., ky) plane, when the magne-
tization direction is along +x (red lines) or —x (blue lines).
Right panel: Band structure of Ir/Co interfaces calculated
along the y-direction in Brillouin zone; Top panel: Band
structure of Ir/Co interfaces calculated along the z-direction
in Brillouin zone. A clear splitting of the band structure is
observed when the band structure is projected perpendicular
to the magnetization direction (Right panel), while no split-
ting appears when the band structure is projected along the
magnetization direction (Top panel).

Ref. 51: The band structure is calculated for two op-
posite directions of the magnetization, say +u, hence re-
vealing the spin-orbit coupling-induced asymmetric spin-
splitting. For instance, the Fermi surface and band struc-
tures of the Ir/Co interface along the z- and y-directions
in Brillouin zone is reported on Fig. 4, central, top, and
right panels, respectively, when imposing the magnetiza-
tion to lie along +x (red lines) and -x (blue lines). The
band structures obtained for opposite magnetization di-
rections are mirror symmetric with respect to k, = 0, as
expected, ensuring that the band structure remains time-
reversal symmetric, i.e. dE(mg, ky) = 0E(—mg, —ky).
When the magnetization is applied along +x, the band
structure calculated along the z-direction in Brillouin
zone does not display any spin-splitting, see Fig. 4 top
panel. Similar results have been obtained for all the sub-
strates considered. When removing the interface, using
either an isolated Co or X layer, this asymmetric splitting
disappears (not shown).

Evaluating the strength of the odd-in-k spin-splitting
has been achieved using various approaches. For in-
stance, Bihlmayer et al.?" directly calculated the poten-
tial gradient (0,V/r) close to the atom nucleus, Park et
al.”! evaluated the linear slope of the band structure close
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FIG. 5: (a) Brillouin zone and schematic representation of the odd-in-k splitting along 8 direction. A, is the spanned area;
(b) (z,y)-projection of the X/Co interface. kg are examples of the electron propagation directions with respect to the crystal
structure; (c), (d), and (e) |A| = | A(B)|, for the magnetization along +x, +y, and +z directions, respectively. Small and large
polar coordinates have the same scale and refer to the 4d-metal/Co and 5d-metal/Co interfaces, respectively. For the sake of
readability, the value of |A| for Tc, Ru, Os and Re are omitted in this figure.

to k = 0 (which probably corresponds to the closest defi-
nition of the Rashba spin-splitting), while Haney et al.?!
calculated the inverse spin galvanic effect arising from
odd-in-k spin splitting (which is a more experimentally-
relevant quantity). The variety of methods illustrates
the difficulty to give a proper account of the strength of
spin-orbit coupling-induced spin-splitting in asymmetric
systems. In the present work, we adopt an intuitive ap-
proach to evaluate the magnitude of the spin-splitting at
and below the Fermi level.

2. Spin-splitting below Fermi level

The area spanned by the band n upon magnetization
reversal from +u to —u is A, = [ |E;} — E, |dk [shaded
area in Fig. 5(a)], where E:F is the energy dispersion when
the magnetization lies along +u. To evaluate the global
strength of the spin splitting below the Fermi level, we
calculate the total area A as

N Ny

Al =303 1ABw| Ak, (1)

where the first summation ZQ{ runs over the band index
n, the second summation Ziv" stems from the discretiza-
tion of the integral in k-space and AE,; = Ef, — E_.
Notice that in Eq. (1) only absolute values of the energy
shifts enter the calculation. Indeed, since the sign of
the spin-splitting depends on the band index®! account-
ing for the relative magnitudes of the shifts rather than

for their absolute values would result in cancellations be-
tween different bands and might not give a full account
of the global spin splitting strength. By calculating the
absolute value of |A|, we ensure that we evaluate only
the absolute strength of the asymmetric spin-splitting.
Therefore | A| provides an estimation of the spin-splitting
asymmetry for all bands below the Fermi energy.

In contrast to systems that have a well-isolated surface
state [such as Au (111) surface'® or Bi/Ag (111) surface
alloy'®], in case of X/Co bilayers the strong interfacial
spin-orbit splitting is spread over the continuum of bulk
bands. However, since |A| is determined by the states
close to the interface, its magnitude converges quickly
as the thickness of the substrate increases, as shown on
Figs. 6 (a) and (b). To numerically compute |A|, the
band structure calculations were repeated for different
directions § in the Brillouin zone [see Fig. 5(a)], as well
as for three different magnetization directions (along x,
y and z axes). The spanned absolute areas |.A| calculated
for various (8 directions in the Brillouin zone and when
the magnetization lies along x, y and z axes are shown
on Fig. 5 (¢), (d) and (e), respectively. Several features
are worth noticing.

First, while the global angular dependence of |A| de-
pends on the magnetization direction and displays differ-
ent symmetries in the different cases, their shapes do not
depend on the substrate. Second, when the magnetiza-
tion lies in the interface plane (x, y), |A| reaches its max-
imum when the m Lk (5 = £90° when m||x and § = 0°
when m||y) and vanishes when m|k (8 = 0° when m||x
and 8 = £90° when ml||y). This partially ascertains
a standard Rashba model described by the Hamiltonian
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FIG. 6: (a) Angular dependence of the total band splitting
| A(B)| calculated by first principles (VASP and FLEUR) and
by the standard Rashba model (Hgr o sin /3 - see main text)
for the Pt,/Co interfaces (n is a number of Pt layers). Mag-
netization is along x. (b) Dependence of |A(8 = 0°)| on the
number of substrate layers for Ir, Pt, and Au. Magnetization
is along y.

Hg = a(oxk)-z « sin 8. Fig. 6(a) compares the angular
dependence of the magnitude of |A| extracted from the
first principle calculations (from both VASP and FLEUR
codes) reported on Fig. 5(c) and the expected sin 8 de-
pendence. Deviations from the sine shape are clearly vis-
ible at f=15°, 45°, and 75°, which correspond to points
where the in-plane crystalline symmetry is broken, see
Fig. 5(b). Notice that these calculations have been re-
produced for a thicker substrate thickness [n=12 layers,
green symbols in Fig. 6(a)] with only minor variations,
showing that |.4] is a robust quantity to characterize the
total band splitting below the Fermi level. Third, a spin-
splitting is observed when the magnetization lies out of
the plane of the interface [see Fig. 5(e)]. In fact, the spin-
splitting in this case displays a 6-fold symmetry which is
a reminiscence of the crystal structure [see Fig. 5(c)]. The
vanishing splitting at 8 = 30° + m x 60°, m € Z, corre-
sponds to high symmetry points in Brillouin zone while
the maxima at 5 = m x60° corresponds to low symmetry
points [see Fig. 5(b)]. Of course, in a system with cylin-
drical symmetry around z like in a two-dimensional free
electron gas with Rashba spin-orbit coupling, no splitting
is observed when the magnetization lies along z.
Finally, one can notice that the magnitude of |A|
also depends strongly on the substrate as reported on
Fig. 7(a). Generally, 4d substrates display weaker spin
splitting than b5d substrates, which is a direct con-
sequence of their weaker spin-orbit coupling strength.
However, the spin splitting magnitude also depends on
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FIG. 7: Correlation between odd-in-k spin splitting and in-
terfacial electronics properties as a function of substrate: (a)
spanned area |A| (blue symbols) and charge transfer from the
d-orbitals of substrate to the d-orbitals of Co (red symbols);
(b) effective momentum shift (kf ) (blue symbols) and summa-
tion of the induced orbital moments of each atom weighted by
their spin-orbit coupling constant, . &L (red symbols).

the band filling and within a same class of materials (ei-
ther 4d or 5d) shows a maximum for n[ds]'® materials (i.e.
Pd and Pt), see Fig. 1. As mentioned in the introduc-
tion, Bihlmayer et al.>” and more recently Krasovskii®?
have noticed that, in contrast with the conventional phe-
nomenology of Rashba spin-orbit coupling, the interfacial
symmetry breaking leaves the atomic spin-orbit coupling
unaffected while it strongly distorts the wave function it-
self. The interplay between this distorted wave function
and the spherically symmetric spin-orbit coupling pro-
duces the asymmetric spin splitting of the band struc-
ture. The distortion of the wave function at the interface
between the substrate and the Co monolayer is associated
with a charge transfer from the substrate to the Co layer,
which is reported on Fig. 7(a) for d-orbitals. A quali-
tative correlation is obtained between the spin splitting
parameter |A4| and the charge transfer, both displaying a
maximum for Pd and Pt.

3. Spin splitting at the Fermi level

Let us now turn our attention towards the properties of
the Fermi surface, displayed in Fig. 4, central panel, for
Ir/Co. While the Fermi surface is very far from circular,
it displays a shift along the y-direction when changing



the magnetization direction from +x (red) to -x (blue),
confirming the intuition given by the Rashba model. To
evaluate the strength of the spin splitting at the Fermi
level, we compute the k-averaged Fermi wave vector (k)
defined

Nb Nb 1 Nk
<kF>:Zk5:ZMZk5H (2)
n n 1

where the first summation Zg" runs over the band in-

dex n and second one vak stems from the discretization
of the integral in k-space. If there is no spin splitting,
(k") = 0. In the present case, the magnetization is along
+x so that (k) = (k])y, as in Fig. 4. The physics
behind this term is quite subtle. The velocity opera-
tor is v = O¢H/h, which reduces to v = k/m in the
free electron model in the absence of spin-orbit coupling.
Therefore, (kg ) is a partial measure of the spin galvanic
effect induced by the symmetry breaking revealed when
the magnetization lies away from a high symmetry di-
rection. Notice that (k}) is not the total spin galvanic
effect, which should contain the anomalous velocity term
(proportional to the non-equilibrium spin density) and
vanishes at equilibrium. The calculated (k;g ) is reported
on Fig. 7(b) for different substrates. While it is quite
small in the case of 4d metals, it is much larger for 5d
metals. In both cases maximum is reached for [ds]'° con-
figurations, that corresponds to Pd and Pt substrates.
Since the electronic states at the Fermi level are delo-
calized, they are more likely to be affected by the inter-
facial potential gradient V,V due to the charge transfer.
The charge transfer scales with the strength of the or-
bital hybridization, and results in an enhancement of the
orbital angular momentum on the substrate as reported
on Fig. 3(b). Park et al.’? proposed that at a surface,
the local orbital momentum in the presence of surface
normal electric field (due to inversion symmetry break-
ing) results in Rashba-type splitting. Following this idea,
we assume that the strength of the band splitting for the
X/Co bilayers should be proportional to ), & L;, where
L; and &;, are atomic orbital moment [Fig. 3(b)] and
spin-orbit coupling constant [Fig. 1(b)], respectively, in
each layer i. The quantity ), &L, for the X/Co inter-
faces is displayed on Fig. 7(b) (open red symbols) and
shows good correlation with (k). However, Y, & L; is
shifted with respect to (k) and is always positive while

(k§) reaches negative values for some of the X/Co in-
terfaces. We find that this shift can be eliminated by
replacing the total orbital moment L; by the induced
orbital moment Lﬁ"d =L, — Lg"”“, where L?“lk is the
value of the orbital momentum in the bulk of layer i (ei-
ther bulk X or bulk Co). Quantity >, & Li"? is displays
on Fig. 7(b) (filled red symbols) and shows an excel-
lent correlation with (k}), i.e. (kj) =73, &L, where
nup ~ 10.7 (eVnm)~! (calculated in this work). Thus,
the presence of the induced orbital moment is a necessary
condition for the onset of k-asymmetric band splitting.

(a) 4d-metal/Co (b) 5d-metal/Co
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FIG. 8: Induced orbital moment weighted by spin-orbit cou-
pling for: (a) 5d-metal/Co and (b) 4d-metal/Co interfaces.

Induced orbital moment for each i is Li"? = LZ-X/CO — Lbulk,

In order to complete our description of the physics
involved, we present the layer contribution of §¢L§“d in
Fig. 8. First we note that the substrate contribution to
the band splitting is large in the case of 5d-metals while
in the case of 4d-metals it is comparable with Co con-
tribution. For instance, at the Ag/Co interface, Ag is
not magnetized (LZLgd = 0) thus the main contribution
comes from Co. At the Pd/Co interface in contrast, the
induced orbital momentum of Pd does not vanish away
from the interface [see Fig. 3(b)]. Thus Pd/Co interface
has the largest strength of the band splitting among other
4d-metal/Co interfaces [see Fig. 7(b)]. Regarding 5d-
metal/Co interfaces, the largest & Li" is observed at the
Pt/Co interface, associated with a large induced orbital
momentum [see Fig. 3(b)]. Moreover, one can see from
Fig. 8, that the induced orbital momentum of [ds]7~8
substrates (Tc, Ru, Re, and Os) is negative while it is
positive in the case of [ds]®~19 substrates (Rh, Pd, Ag,
Ir, Pt, and Au). This nicely correlated with the sign of
<k5> for the X/Co interfaces reported in Fig. 7(b).

We conclude this study by evaluating the effective
Rashba parameter resulting from the k-asymmetric band
splitting. Although the band structure of X/Co bilayers
is much more complex than the free electron model, the
Rashba parameter is commonly used in experiments to
quantify non-equilibrium properties related to interfacial
spin-orbit coupling such as inverse spin galvanic effect.
The Rashba parameter at Fermi energy (o) can be con-
nected with the parameter (k') defined in Eq. (2),

P AR Ly S -
(a >:?ZMZ#%%<I€ )- (3)



The result is shown on Fig. 7(b), assuming the same
free electron effective mass m* = m, for all systems.
The largest Rashba parameter is obtained for Pt/Co
({(af)py & 25 x 1073 eV nm) while Ir/Co, Au/Co and
Pd/Co have a much smaller parameter (=~ 5 x 1073 eV
nm). These values are smaller than the one reported in
Ref. 51 for Pt/Co (100 x 1073 eV nm). These estima-
tions must be handled with sane skepticism (in realistic
metals, m* < m,, and lattice distortions are disregarded
in our calculations) but can be compared with the effec-
tive parameters extracted experimentally from current-
driven field measurements, i.e. 100 x1072 eV nm for
Pt/Co??, and 36 x10~3 eV nm for Pd/Co/Pd asymmet-
ric interfaces®*.

IV. DISCUSSION AND CONCLUSION

In this work, we systematically studied the band split-
ting originating from spatial inversion symmetry break-

ing in the presence of spin-orbit coupling in transition
metal bilayers involving 4d (Tc, Ru, Rh, Pd, and Ag)
and 5d (Re, Os, Ir, Pt, and Au) heavy metals, capped by
a monolayer of Co. In spite of the complex band struc-
ture of these systems, the k-asymmetric spin splitting
displays remarkable similarities with the much simpler
Rashba model, such as the overall angular variation of
the splitting (Fig. 6). Moreover, our study reveals the
crucial role of interfacial orbital overlap in the onset of
k-asymmetric spin splitting and a phenomenological cor-
relation between the splitting strength and the spin-orbit
coupling-weighted induced orbital momentum as well as
d-orbital charge transfer (Fig. 7). Nonetheless, our re-
sults also emphasize the limits of the Rashba scenario
in crystalline systems involving strong interfacial orbital
overlaps. Indeed, the k-asymmetric spin splitting is in
general not linear in k and depends on the band index,
and spin splitting is also obtained when the magnetiza-
tion lies perpendicular to the interface, due to in-plane
crystalline symmetry breaking, see Fig. 5(d).
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