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a b s t r a c t 

With the rapid growth of the Internet, there has been increased interest in the research literature in 

the use of computer models to study the dynamics of communication networks. An important example 

of this has been the study of dramatic, but relatively infrequent, events that result in abrupt, and of- 

ten catastrophic, failures in the network due to congestion. These events are sometimes known as phase 

transitions. With few exceptions, the models of such computer communications networks used in previ- 

ous studies have been abstract graphs that include simplified representation of such important network 

factors as variable router speeds and packet buffer size limits. Here, we modify this typical approach, 

adding realistic network factors to a graph model of a single Internet Service Provider (ISP) network 

that can have more than a quarter million nodes. The realistic factors in our model, including router 

classes, variable router speeds, flows, the transmission control protocol (TCP), sources and receivers, and 

packet dropping, can be enabled and disabled in combinations. For each combination of realistic factors, 

we gradually increase network load, and gauge spread of congestion throughout the network. While there 

are realistic computer communications network models reported in the literature, to our knowledge none 

of these have been used to study catastrophic failures in computer networks. We show that the addition 

of realistic network factors to our model of an ISP network can mitigate catastrophic events. With the 

addition of variable router speeds or TCP, a phase transition to a congested state, where all routers are 

congested, does not appear. Yet, as load increases, ultimately the operation of the ISP network appears to 

decline, along with the ability of its nodes to communicate. The results of this study should be cautionary 

for other domains, such as electrical power grids, and the spread of viruses or diseases, where abstract 

graph models are often used to study phase transitions. 

Published by Elsevier B.V. 
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. Introduction 

With the rapid growth of the Internet, there has been increased

nterest in the research literature in the use of models, based on

raphs, to study the dynamics of computer communication net-

orks. An important example of modeling dynamics has been

he study of dramatic, but relatively infrequent, events that result

n abrupt and often catastrophic failures in a graph model of a

etwork. These events are sometimes referred to as phase tran-

itions or as resembling phase transitions [10,13,22,23,27,30] . In

hese studies, a network model may go from a state in which com-

unications flow freely to a state where the network is severely

egraded and effectively ceases to operate. Often, these failures are

ue to congestion in the form of an increased number of pack-
∗ Corresponding author. 
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ts, 1 though other factors, most notably computer viruses, may

ome into play. With few exceptions, the models used to study the

pread of congestion and catastrophic failures in computer com-

unications networks, as reported in previous papers, have been

bstract graphs with simplified behavioral factors, e.g., simplified

orms of routing and queue management [2,10,15,23,25,27,29,30] .

ew papers have explored the effects of including more realistic

actors. 

This paper is motivated by the abstract nature of the network

odels used in such studies in which catastrophic failures occur,

nd in which evidence of phase transitions is observed. In this pa-

er, the effects of congestion, and its spread, are studied over a

raph model of a single Internet Service Provider (ISP) network,

here our ISP model contains 218 routers, which can be expanded

o include source and receiver sites for a total of 258 158 nodes.

n our model, we simulate configurations of both (a) abstract
1 A packet is a well-known atomic unit of information transferred in a network. 



94 C. Dabrowski, K. Mills / Computer Communications 112 (2017) 93–108 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

o  

p

 

o  

c  

t  

S  

t  

o  

S  

S  

p  

2

 

o  

l  

s  

o  

c  

p  

t  

w  

l  

fi  

b  

e  

a  

h  

g  

r

 

v  

s  

a  

l  

[  

r  

a  

a  

b  

w  

e  

w  

o  

b

 

b  

i  

f  

n  

o  

p  

n  

m  

p  

n  

u  

r  

p

communication networks with little realism and (b) increasingly

realistic networks, in which six realistic network factors are grad-

ually added. We then compare and analyze congestion spread for

combinations of realistic factors. 

The contributions of our paper are as follows. First, we show

that realistic factors can be grouped coherently and added to a

graph model of a communications network. Second, we show that

catastrophic congestion events or observation of phase transitions,

in which all routers congest, occur only in more abstract models of

a network. Catastrophic congestion events might, or might not, oc-

cur in less abstract models, depending on which realistic network

factors are included. Generally, a catastrophic collapse or phase

transition can occur only if the graph model omits key realistic fac-

tors. We study this collapse in terms of a percolated state 2 [3] , pre-

ceded by a phase transition–in which all routers congest. We show

that the presence of two realistic factors −variable router speeds

and the transmission control protocol (TCP)–mitigate catastrophic

congestion and the occurrence of phase transitions. We find that

the spread of congestion, which leads to a catastrophic failure in

a communications network, should be modeled using realistic fac-

tors. This is because congestion behaves differently in an abstract

network model than in a network modeled with realistic factors.

Conclusions about catastrophic congestion on the Internet should

not be drawn from simpler, more abstract models that do not use

sufficient realism. Further, the need for realistic factors should be

considered for use in computer models of other types of networks,

such as electrical power grids [6] or models of virus and disease

spread [18,20] . 

Here, we incorporated six realistic factors into our model of a

computer communications network (described more fully below):

(1) packet dropping , which occurs when the number of packets ex-

ceeds a finite-buffer size within routers; (2) classes of sites, in-

cluding core routers, point-of-presence (PoP) routers, and access

routers; (3) variable speeds that differentiate between speeds of fast

core routers and slower PoP and access routers; (4) sources and re-

ceivers , which are placed under access routers; (5) flows , in which

packets are organized into correlated streams, and which represent

the transmission of a piece of information, such as a Web page,

from a source to a receiver; and (6) TCP, which detects and adapts

to network congestion. We find that variable router speeds and TCP

are essential in regulating the spread of congestion and preventing

catastrophic collapse. 

To preview what follows below, we describe and present sim-

ulations for 18 combinations of six realistic network factors. For

each combination, network load is elevated gradually by increasing

the number of packets injected into the system at discrete inter-

vals. By increasing the rate of packet injection, we hope to trigger

a congestion collapse within our model. With the addition of vari-

able router speeds or TCP in 10 of the 18 configurations, a com-

plete collapse and the preceding phase transition to a congested

failed state is never observed. That is, we never observe a state

in which all routers are congested. However, in eight cases, which

have neither variable speeds nor TCP, all routers become congested,

and any sources and receivers attached below these routers can-

not communicate in the network. This is effectively evidence of a

percolated state [3] . In our case, a percolated state occurs when

all routers of the ISP network are occupied by congestion, as will

be explained below. Including more realistic network factors in the

model leads generally to lower congestion, and all routers are not

occupied. In more abstract configurations with fewer realistic fac-

tors, congestion spreads completely, and all routers are occupied.

These results are consistent with important questions about the

necessity and use of realistic network factors and a realistic topol-
2 A percolated state occurs only in an infinite graph, as is explained below. 

s

t

s

gy in modeling a communications network, which were raised

reviously by Alderson and Willinger [1] . 

However, as congestion spreads, we find that ultimately the

peration of the network, and the ability of member nodes to

ommunicate declines. This decline is evident even when a to-

al congestion collapse and a phase transition are not observed.

ources and receivers cannot communicate if they are attached

o a congested router. In this paper, Section 2 discusses previ-

us work, Section 3 covers definitions and the experiment plan,

ection 4 presents results, Section 5 discusses the results, and

ection 6 concludes. An Appendix presents information that sup-

orts our conclusions. A technical note [9] provides further details.

. Previous work 

In the realm of computer communication systems, a number

f researchers have studied how increasing a quantity, such as

oad, causes a phase transition from a network-wide operational

tate to a catastrophic congested state. Researchers have devel-

ped simulation models, in which they studied the effects of in-

reasing load (i.e., the number of packets in a system) to a critical

oint, after which increased load altered the behavior of the sys-

em [2,13,15,19,22–25,27,30] . The approach in most of these studies

as primarily empirical, relying strongly on observation of simu-

ations and models, which were most often abstract and simpli-

ed. For instance, a square-lattice topology, in which sites acted as

oth hosts and routers, was used in two studies [15,22] , while oth-

rs [2,19,22,23] modeled a two-dimensional lattice, but differenti-

ted host and router sites (with [2] also studying triangular and

exagonal lattices). One study [21] used ring and toroidal topolo-

ies. Other studies focused on scale-free 3 networks [13,30] , with a

ealistic topology and simplified behavior [13] . 

The routing algorithms used in these effort s appear to be moti-

ated by Internet processes. For example, some studies [2,23] used

hortest path first (SPF) routing to determine which site to forward

 packet to. Alternatively, the packet could be forwarded to the

east congested site [23] or forwarded along the least-used link

2] . These models also sometimes used a combination of crite-

ia to determine where to route packets, including shortest path,

vailability of buffer space at the destination site, and congestion

wareness [13,15,25] . Some researchers used routing procedures

ased, at least in part, on randomly determining where to for-

ard a packet [19,22,24,30] . Infinite-sized buffers were assumed,

xcept for some examples [24,27,29,30] , where finite-buffer sizes

ith packet dropping procedures for overflow were assumed. In

ne paper [30] , models were varied to use both finite and infinite

uffers. 

In models used in many of these previous papers, the num-

er of packets served as the control parameter. At higher packet-

njection rates, packet forwarding was inhibited, because queues

ormed at sites due to local congestion, leading to observable

etwork-wide congestion. At some critical point, increased levels

f congestion caused a change from an uncongested state in which

ackets regularly arrived at their destinations in a timely man-

er to a congested state, after which network throughput fell dra-

atically. In some of these studies, this change was likened to a

hase transition and evidence of percolation was observed in the

etwork. In our study, we also increased packet injection, but we

sed a realistic topology adapted from a single ISP. In addition, our

outing algorithms and network factors were more realistic than in

revious studies. 
3 A scale-free network is given by P k ∼ k −γ , where P k is the probability that a 

ite has k links and γ is an exponent. In a scale-free network, k −γ is skewed, so 

hat only a few sites, or hubs, have many links incident upon them, while most 

ites have far fewer links. See also [11] . 
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Among the more realistic topologies in previous studies, was

hat used by Echenique, Gómez-Gardeñes, and Moreno [13] , which

eatured a 11 174-router snapshot taken from the Internet Au-

onomous System (AS) topology circa 2001, collected by the Ore-

on Route Views Project. The work of Echenique, Gómez-Gardeñes,

nd Moreno was the baseline for our work (as it was in Wang

t al. [26] , who studied congestion in city automobile traffic), on

op of which we introduced realistic network factors. For this rea-

on, we repeated their experiments and obtained similar results.

he work of Echenique, Gómez-Gardeñes, and Moreno also showed

hat congestion occurred in two ways, depending on the method

f packet forwarding. A gradual phase transition to a congested

tate was observed if packets were forwarded based on a SPF al-

orithm, as occurs in the Internet. However, a steeper phase tran-

ition occurred when the routing algorithm was changed to for-

ard packets through routers that were less congested. Some have

ikened this difference in steepness to the difference in the order

f phase transitions. Such difference occurs in our work as well, as

xplained below. 

. Definitions and experiment plan 

This section consists of four subsections, in which

ection 3.1 gives key percolation definitions; Section 3.2 de-

cribes our experiment topology, method of packet injection,

nd the simulation platform that we used; Section 3.3 explains

he realistic network factors that we used, and how we derived

outer speeds and buffer sizes; and Section 3.4 discusses how we

ombined these realistic factors into network configurations. 

.1. Percolation definitions 

As used in this paper, percolation is the process by which some

roperty of interest spreads through an infinite graph until each

ember of a graph is occupied, or possesses the property. In this

aper, the ISP model we study can be considered a graph, where a

raph G = ( N, L ) consists of two sets N and L . The elements of N 

≡
 n 1 , n 2 , . . . ., n N } are the nodes (or vertices ) of the graph G , while

he elements of L ≡ { l 1 , l 2 , . . ., l K } are its links (or edges ), where

ach l i consists of a pair of elements of N . Percolation processes

ave been studied in graphs [3–5,7] . In our ISP model, a site is

onsidered a node (or vertex), where a site is any router, source,

r receiver. 

In site percolation, a spreading property progressively occupies

ll sites within an infinite network [3] . The property of interest,

hich spreads through our ISP model, or graph, is congestion. We

efine a congested router if the count Q i,d of packets waiting for

ransmission in router i in direction d ( up , or down ) reaches or ex-

eeds Q T , or Q i, d ≥ Q T . (Note that, in our model, core routers have

nly one queue, while access and PoP routers have two queues

 d = down toward the edge and up toward the core). In this ex-

eriment, Q T = 70% of the space in a buffer and its related router

ueue. When Q i,d ≥ Q T , a router is said to be occupied . In our model,

ources and receivers have no queues. In the ISP topology that we

tudy, the network is declared percolated only if all routers are

ccupied with congestion. Sources and receivers cannot communi-

ate across the network if they are attached to a congested access

outer. In our model, p will stand for the rate (per time step) of

acket injection. 

In principal, if p increases so that it exceeds some critical prob-

bility, known as the percolation threshold or critical point, p c , then

ll routers congest. If p > p c , a percolation transition occurs in an

nfinite network. An infinite Giant Connected Component ( GCC ) then

merges, such that all nodes in the GCC exhibit congestion. The

roportion of nodes included in the GCC is represented by P ∞ 

, and
he GCC grows until P ∞ 

= 1. The symbol for infinity is present, be-

ause theoretically a GCC forms only in an infinite-sized network

3] . 

In our model, which of course is finite, all routers congest in

ight configurations, in which case their attached sources and re-

eivers, if any, cannot communicate across the network. Therefore,

n these eight configurations, a GCC begins to emerge at p c and

ontinues to grow as more routers are occupied by congestion. In

ur finite-sized network, even though percolation cannot occur in

he theoretical sense, we consider percolation to be observed in

 practical sense when all routers are occupied. For these eight

onfigurations, we consider a percolation transition to be observed

hen p > p c , and we provide an estimate of p c . Above p c , in our

odel, the GCC is represented by the largest cluster of occupied

ites. A phase transition is considered to take place when the per-

olation transition occurs. This process can also be inverted, with a

econd GCC of unoccupied, or uncongested, sites declining, as con-

estion increases, until there are no unoccupied, or uncongested,

ites. As described in the next section, the decline of a GCC, or

argest cluster, of uncongested sites represents the breakdown of

etwork connectivity. 

.2. Experimental topology, packet injection, and simulation platform 

In our model, in place of the 11 174-router topology used by

chenique, Gómez-Gardeñes, and Moreno [13] , we substituted a

18-router topology encompassing a single-ISP network spanning

he continental United States. The topology we used is depicted in

ig. 1 . 

Our 218-router single-ISP topology has three hierarchical router

iers: (1) 16 core routers (A −P in Fig. 1 ); (2) 32 PoP routers (A1–

2; and (3) 170 access routers (A1a −P2g). To model heterogene-

ty in network access, our topology has three different types of

ccess routers: D -class (e.g., the eight red nodes in Fig. 1 , which

onnect directly to core routers), F -class (e.g., the 40 green nodes)

nd N -class (e.g., the 122 gray nodes). Classifying access routers

nables different speeds to be assigned to each class. A fourth tier

f sources and receivers may optionally be connected below the

hird tier. If sources and receivers are added (as explained below),

here are a total of 258 158 sites in the topology. When sources

nd receivers are not present, but routers are classified, packet in-

ection takes place only at the access router sites on the edge of

he model. If the fourth tier is present, packet injection takes place

nly at source sites and not at the attached access routers. The

hree tiers, all classes, as well as all sources and receivers, can be

liminated. Eliminating these allows for a uniform, flat 218-router

opology. In this case, routers are not classified, and packet injec-

ion can occur at any router in the topology. 

As with Echenique, Gómez-Gardeñes, and Moreno [13] , pack-

ts are injected at randomly −chosen sites and are sent to

andomly −chosen destinations. In our 218 −router, single-ISP topol-

gy, each source determines whether it will inject a packet at the

ext time step ( ts ) using the equation: 

n jectionChance = I n jectionRateP/numberI n jectionSites, (1) 

here InjectionRateP is the current packet-injection rate, given in

ackets / ts . The number of sites where the packet can be in-

ected is given by numberInjectionSites . Applied repeatedly at each

s , Eq. (1 ) determines the next ts when a source will inject a

acket. Eq. (1 ) is repeated at each site where packets can be in-

ected, until a defined number of ts is reached and the simula-

ion ends. Packets flowing between a source-receiver pair follow a

ingle ingress/egress path between an access router and a top-tier

ore router. When flows are present, Eq. (1 ) is altered so that the

verage flow size, measured in packets, is also in the denominator.



96 C. Dabrowski, K. Mills / Computer Communications 112 (2017) 93–108 

Fig. 1. The three-tier topology with 16 core routers (A–P), 32 PoP routers (A1 −P2), and 170 access routers (A1a–P2g), including 8 red D-class, 40 green F-class, and 122 gray 

N-class access routers. From [17] . (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1 

Speed relationships among router classes. From [17] . 

Parameter Value Speed Relationships 

s1 1600 Router Class Speed 

s2 4 Core s1 X BBspeedup 

s3 10 PoP s1 / s2 

BBspeedup 2 N-class s1 / s2 /s3 

Bfast 2 F-class s1 / s2 /s3 X Bfast 

Bdirect 10 D-class s1 / s2 /s3 X Bdirect 
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This change allows computation of when the next flow of packets

will be injected at a site. 

The simulation was conducted on a Windows High Performance

Computing (HPC) cluster, where each node in the cluster contained

dual Xeon X5670 2,93 GHz processors (some with 4 cores and

some with 6 cores). The simulation was developed and executed

in SLX [14] , a commercial, highly reliable, high-speed, simulation

environment, written in the C language. 

3.3. Realistic network factors, router speeds, and buffer sizes 

In what follows, we describe six realistic factors derived from

the study by Mills et al. [17] . Realistic factors also were chosen

partly based on the paper by Alderson and Willinger [1] . Both

works discussed the need for realism in models of the Internet.

Mills et al. modeled in detail several realistic factors present in the

Internet, including packet dropping (PD), classes (CL), sources and

receivers (SR), flows (FL), variable speeds (VS), and TCP. When PD

is present, incoming packets to a router whose buffer is full are

simply dropped and never reach their destinations. (Buffer sizing is

explained below.) If PD is not present, incoming packets are added

to the end of a queue and not dropped. Of course, with no PD

present, queues can become quite long. However, once processed

by a router, packets are forwarded on toward their destinations. In

our model, only routers can drop packets. 

When CL is present, there are core, PoP, and access routers, with

three subtypes of access routers as described above. If sources and

receivers (SR) are also present, they are classified separately (see

below) from the routers. With CL, packets are always injected only

at the network periphery: at sources when SR is present, and at

access routers otherwise. With CL, packet receivers are also net-

work peripheral nodes: receivers when SR is present, and access

routers otherwise. Also with CL, packets are required to transit at

least one core router. Without CL, packets may be injected and re-
eived at any node; hence network paths can be shorter then when

L is present. 

When present, variable speeds (VS), as shown in Table 1

17] , allow core routers, PoP routers, and different classes of ac-

ess routers to forward packets at different speeds. Unlike real

etworks, where links have transmission speeds and associated

uffers, transmission speeds are subsumed directly into our router

orwarding speeds. In our model, packets have no size, and so for-

arding speeds are assigned in units of packets / ts . Here, we scale

own speeds by 1 / 40 from the speeds shown in Table 1 . There-

ore, in our model, core routers forward 80 packets / ts and PoP

outers 10 packets / ts , D -class access routers process 10 pack-

ts / ts , F -class access routers process two packets / ts , while N -

lass routers process 1 packet / ts . If sources and receives are

lso present together with VS, then 50% of sources and receivers

re randomly selected to operate at 2.0 packets / ts , while 50%

rocess 0.2 packets / ts . Mirroring Table 1 , our goal was to es-

ablish reasonable engineering relationships among the speeds of

he various router classes. Without VS, routers, sources, and re-

eivers, if any, operate at the same speed: 9 packets / ts , which

s computed from the weighted average of all routers when VS is

resent. 
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Table 2 

Existing dependencies among realistic network factors. 

Dependencies 

Variable Speeds (VS) and Sources and Receivers (SR) require Classes (CL) 

FL require SR 

TCP requires FL 

t  

t  

i

 

w  

r  

s  

w

i  

p  

s  

t  

p  

i  

T  

u  

e  

m  

o  

r  

t  

h  

s  

e

3

 

d  

t  

b  

d  

f  

s  

p  

p  

W  

(  

f  

e  

i  

d  

T
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5 While sources and receivers (SR) might be included as a second tier under a 

flat topology (i.e., without classes (CL)), SR is restricted to be a fourth tier under 

access routers: (1) to emulate the common case on the Internet and (2) because 

additional configurations would be needed. Therefore, our dependencies stipulate 

that SR requires CL. 
6 Implementing FL between access routers would replicate cases where flows 
With, or without VS, buffer sizes are determined based on

outer speeds, using ceil (250 × routerProcessingSpeed ). 4 Without

S, all routers have the same buffer size—2250 packets, a size

hich is determined by 250 times the average speed or 250 ts × 9

ackets / ts . Each core router multiplexes packet forwarding from a

ingle buffer, while PoP and access routers have two buffers each,

ne heading in the direction d toward the core ( d = up), and one

eading from the core ( d = down). PoP and access routers alternate

orwarding between each of the two buffers. 

Sources and receivers (SR) constitute an optional fourth tier.

hen present, sources and receivers are distributed under access

outers. Sources equate to computers that have information that

eceivers wish to download. Bypassing some of the details con-

ained in previous papers [9,17] , there are four times the number

f receivers to the number of sources, with different probabilities

hat a source can be under an N -, D -, or F -class router. Briefly,

here are 297 sources under each D - and F -class router and 306

ources under each N -class router, while there are 1188 receivers

nder each D - and F -class router and 1224 receivers under each

 -class router. This gives a total of 51 588 sources and 206 352 re-

eivers, which adds up to 257 940 sources and receivers, creating

n overall topology with 258 158 sites, including the 218 routers. 

When flows (FL) are present, packets are injected as correlated

treams. Each flow consists of many packets, representing an email,

eb page, or document, as in the actual Internet. Each source

ill periodically transfer a flow, after randomly selecting a receiver

nder a parent core router that differs from the source’s parent

ore router. Since access routers of different classes have differing

peeds, the locations of a source-receiver pair influence the charac-

eristics of the path for each flow of packets. When FL is present,

 source first needs to establish a connection with the randomly

elected receiver. Once the source receives a connection acknowl-

dgement , or ack , from a receiver within three tries, the source

ends the flow. The number of packets in a flow is selected ran-

omly, using a Pareto distribution with a Shape parameter of 1.5

9,17] . The average number of packets is 350, which we selected

or these simulations. When TCP is not present, the source sends

ow packets at its assigned transmission speed, without waiting

or an ack and without engaging in any retransmissions. In this

ase, the source operates as a UDP Source, and the source can po-

entially complete transmitting a flow without any packet in the

ow reaching its destination. Each source is limited to one flow at

 time and cannot start a second flow until completing a previous

ow. Similarly, a receiver cannot receive two flows simultaneously.

A final realistic factor, TCP congestion control, is used on over

0% of all traffic on the Internet. In our model, TCP can operate

nly when flows (FL) are present, i.e., there is no congestion con-

rol applied to injection of individual packets. Our TCP model, as

aken from Mills et al. [17] , monitors acknowledgments for packets

n a flow, and detects and adapts to congestion. TCP modulates the

ate at which a source sends packets. The sending rate is controlled

y the size of a congestion window . This window represents the

umber of packets that can be sent by a source before receiving a

orresponding ack. With TCP, an ack is sent by a receiver for every

acket received from the source. At first, the size of the congestion

indow is only two packets, and TCP begins in an initial slow-start

hase. When acks are received by the source, the size of the con-

estion window is increased exponentially until an initial threshold

f 100 packets is reached. Once this threshold is exceeded, the size

s increased logarithmically to a second threshold, or 2 30 / 2 pack-

ts. If no packets are lost, this has the effect of speeding up packet
4 Buffer size is calculated by a variant of the Bush-Meyer criterion, or (250 

s × router packet forwarding rate). Therefore, with variable speeds (VS), core, PoP, 

nd different classes of access routers will have different buffer sizes. If the router 

as two buffers instead of one, each buffer has one half of the total buffer size. 

w

a

e

t

fl

ransmission. After reaching the second threshold, the source en-

ers congestion avoidance , and the size of the congestion window is

ncreased linearly with each received ack . 

If an incoming packet is received out-of-order (as for instance,

hen packet dropping causes packets to arrive out of order), the

eceiver sends a negative acknowledgement, or nack , back to the

ource. Upon receiving a nack, the source decreases its congestion

indow by one half, and enters a congestion avoidance phase—

n effect slowing down transmission. The out-of-order, or nacked,

acket, sent originally by the source, must be retransmitted. If a

ource fails to receive an ack, or nack, within a specified time, a

imeout is declared, the congestion window is cut down to two

ackets, and the slow-start threshold is cut by one half. In no case

s the size of congestion window allowed to fall below two packets.

his process repeats for each nack or timeout . Once acks are reg-

larly received by the source, probably because congestion is less-

ned along the path, the source begins again to transmit packets

ore quickly. The process is repeated if a packet is received out-

f-order or lost. This process of slowing down and speeding up in

esponse to varying levels of congestion is called TCP rate adapta-

ion . When repeated, the resulting behavior of rate adaptation ex-

ibits a saw-tooth pattern of increasing and decreasing transmis-

ion rate on a flow. Verification that our model adhered to Mills

t al. [17] was documented and discussed elsewhere [9] . 

.4. Configurations: combinations of realistic network factors 

In our experiments, realistic network factors were added in-

ividually or in combination to produce 18 configurations. Since

here were six realistic factors, this yielded 2 6 , or 64, possible com-

inations, but all were not implemented, due to various depen-

encies, shown in Table 2 . Dependencies occur when one realistic

actor needs another to function coherently. For example, variable

peeds (VS) need classes (CL), so that VS can be assigned to appro-

riate router types. In Table 1 , core routers have one speed (3200

ackets / ts ), while PoP routers have another (400 packets / ts ).

ithout CL, VS cannot be assigned. Similarly, sources and receivers

SR) need CL to be assigned. 5 Flows (FL) are started by sources, and

or each flow, a receiver also must be identified. Without the pres-

nce of SR and with the presence of FL, flows would have to be

mplemented between routers alone, resulting in unnecessary re-

undancy. 6 Hence, FL is dependent upon SR. TCP needs FL, since

CP operates only on flows. 7 

We eliminated any combination of realistic network factors that

id not observe these dependencies. For example, variable speeds

VS) without classes (CL) and TCP without flows (FL), were elimi-
ere assigned to sources and receivers. This would provide redundant results and 

gain increase the number of configurations. 
7 TCP regulates the rate of packet transmission within a stream of related pack- 

ts, retransmitting those that are not received, and deciding when all packets in 

he stream have been delivered successfully. These steps cannot be taken without a 

ow. 
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Table 3 

The configurations that were simulated. The table shows 18 con- 

figurations with various combinations of packet dropping (PD), 

classes (CL), variable speeds (VS), sources and receivers (SR), 

flows (FL), and TCP. 

Decimal configuration code Factors in valid configuration 

c0 

c1 PD 

c2 CL 

c3 PD + CL 

c6 CL + VS 

c7 PD + CL + VS 

c18 CL + SR 

c19 PD + CL + SR 

c22 CL + VS + SR 

c23 PD + CL + VS + SR 

c50 CL + SR + FL 

c51 PD + CL + SR + FL 

c54 CL + VS + SR + FL 

c55 PD + CL + VS + SR + FL 

c114 CL + SR + FL + TCP 

c115 PD + CL + SR + FL + TCP 

c118 CL + VS + SR + FL + TCP 

c119 PD + CL + VS + SR + FL + TCP 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

t  

c  

s  

F  

o  

n  

c  

H  

a  

s

4

 

o  

f  

s  

t  

t  

s  

s  

s  

t  

s

 

d  

t  

r  

t  

a  

c  

w  

c  

r  

o  

t  

w

 

s  

S  

c  

fi  

c  

g  

t  

s  

u

 

c  

S  

fi  

c

 

p  

a  
nated. The 18 remaining combinations that we simulated appear in

Table 3 (see below), i.e., these were all the combinations allowed

by the dependencies shown in Table 2 . 

In Table 3 , each combination is a configuration that has a deci-

mal number, followed by a list of abbreviations for realistic factors

that are present in the configuration, ranging from c0 (no realis-

tic factors present) to c119 (all realistic factors present). In a re-

lated technical note [9] , there is an additional realistic network fac-

tor, propagation delay (DE), which is omitted here. 8 With DE, this

brings the total number of possible configurations to 128. We re-

tain the c0–c128 numbering of our configurations to maintain con-

sistency with the technical note. 

Each of the 18 configurations in Table 3 was run once 9 , where a

single data point constituted 200 000 ts . A data point was stopped

early if computer memory was exhausted, as for example could

happen when packet dropping (PD) is absent. For each run, p ,

the packet-injection rate, was advanced from one to 2500 in in-

crements of 10, yielding 250 data points per run (except in the

case of configuration c51, which congested at p = 30 0 0). In eight

configurations, percolation was observed within 20 0 0 0 0 ts. When

all router sites congested for three increasing values of p , evi-

dence of percolation was declared in the configuration and related

simulations stopped. Thus, some runs finished prior to, or after,

p reached its limit. Packets were injected at a router (if sources

and receivers (SR) were not present) or at a source (if SR was

present). If classes (CL) was present, all packets were forwarded

by at least two core routers. Note that configuration c0 is most like

the model of Echenique, Gómez-Gardeñes, and Moreno [13] , but c0

uses a smaller 218 −node topology. Configuration c0 uses SPF, has

no packet dropping (PD), and has no other realistic factors. 

For each of the 18 configurations, the total number of congested

sites and the growth of the largest cluster of congested sites was
8 Delays (DE), or propagation delays on a link, did not influence spread of con- 

gestion in our topology. The effect of DE is documented in a technical note [9] . 

Propagation delays would be important in any cases where they exceed queuing 

delays, such as inter-planetary networks or perhaps networks with links spanning 

continents. We also recognize that propagation delays are important in cases where 

there are high transmission rates on long, uncongested paths (see [17] ), which did 

not apply in our study. 
9 Each data point was measured after simulating 200 000 time steps (after reach- 

ing steady state). We found that there was little change in the curves for each 

configuration if we used multiple runs. Further, some configurations took multiple 

weeks to run to the maximum p . 
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racked as p increased. In configurations in which all routers be-

ame congested, the growth of the largest cluster of congested

ites could occur rapidly, so that there was evidence of percolation.

or each of the 18 configurations, the decline of the largest cluster

f uncongested sites (which in some cases, ultimately consisted of

o sites) was also tracked. The decline in the largest cluster of un-

ongested sites represented the breakup of network connectivity.

owever, the largest cluster of uncongested sites could not be ex-

ctly derived from the inverse of the largest cluster of congested

ites. 

. Results 

The motivation and purpose of this paper is to study the spread

f congestion through a network under realistic conditions. There-

ore, we focus on the formation of the largest cluster of congested

ites, because the largest cluster provides a distinctive view on

he influence of realistic factors in spread of congestion. However,

o give perspective and to show that congestion and congestion

pread are not identical concepts, we first examine total congested

ites, and then proceed to show the largest cluster of congested

ites. Taking this approach to presenting the results allows readers

o see that congestion can be quite substantial without necessarily

preading throughout a network. 

Results are presented in a series of five figures, each of which

isplays one chart for each configuration we simulated in our

opology. Each chart is labeled at the top with the decimal configu-

ation code from Table 3 . The vertical axis tracks the proportion (0

o 1) of sites that are occupied by congestion, while the horizontal

xis tracks the rate of injection of packets: p = 1 to p = 2500 in in-

rements of 10 (except in cases where all routers congest or where

e extend p beyond 2500). Configurations in which all routers be-

ome congested have their decimal configuration codes given in

ed. In such cases, a phase transition as defined in Section 3.1 is

bserved. If congested routers have attached sources and receivers,

hese sources and receivers cannot communicate across the net-

ork, and for practical purposes are also occupied. 

Fig. 2 shows the growth in the proportion of total congested

ites as load increases, and Section 4 1 discusses related causes.

ubsequently, Section 4 2 discusses growth in the largest cluster of

ongested sites. Fig. 3 shows these results graphically. In eight con-

gurations, all routers become congested. We say percolation oc-

urs in these configurations, and a largest cluster of congested sites

rows to encompass all routers. Here, evidence of a phase transi-

ion is observed. Fig. 4 shows that the largest cluster of congested

ites holds among the 18 configurations, even as we increase load

p to p = 50 0 0. 

In contrast, Fig. 5 shows decline of the largest cluster of un-

ongested sites and thus the breakdown of network connectivity.

ection 4 3 discusses related causes for these plots. In eight con-

gurations (the same eight where all routers congest), the largest

luster of uncongested sites ultimately drops to zero. 

In Figs. 3 and 4 , we see that if variable speeds (VS) or TCP are

resent, the largest cluster of congested sites never encompasses

ll sites. That is, a catastrophic event or phase transition to a global

ailed state does not occur if VS or TCP is present. This conclusion

s supported in the appendix, where a clustering analysis of Figs.

, 3, 5 , and 6 shows the influence of VS and TCP, relative to other

ealistic network factors. Fig. 6 shows a decline in packets reaching

heir destinations, and Section 4 4 discusses the underlying causes.

ther factors, including packet dropping (PD), classes (CL), sources

nd receivers (SR), and flows (FL), do not exhibit the same influ-

nces on network congestion, as do VS and TCP. 

In all figures below, classes (CL) are present in all configura-

ions but c0 and c1, and packet dropping (PD) is present in odd-

umbered configurations. Sources and receivers (SR) are present
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Fig. 2. Growth of the proportion of total congested sites for 18 configurations for p = 1 to p = 2500 in increments of 10 (unless all routers congest). Proportion of all sites 

occupied by congestion is the vertical axis (including all sources and receivers beneath a congested router, where applicable). The injection rate (p) is the horizontal axis. 

Classes (CL) are enabled in all configurations, except c0 and c1. Packet dropping (PD), sources and receivers (SR), variable speeds (VS), flows (FL), and TCP are enabled 

as shown. Eight configurations where all sites congest have their configuration numbers marked in red. In the other ten configurations, all sites do not congest. (For 

interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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or configurations c18 and higher. Flows (FL) are present for c50

nd above. Below c50, only individual packets are transmitted be-

ween sources and destinations. TCP is present in configurations

114 and higher. Variable speeds (VS) are present in configurations

6, c7, c22, c23, c54, c55, c118, c119. 

.1. Growth of the totals of congested sites 

Fig. 2 shows the proportion of total sites that congest with re-

pect to 18 configurations of our ISP topology for p = 1 to p = 2500

n increments of 10 (unless all routers congest). Total congested

ites eventually include all routers in eight configurations, c0–c3,

18, c19, c50, c51. In these configurations, all 218 routers are full

o a point of at least 70% of their buffer size (computed as if PD

as enabled, even in cases where PD is disabled). These configura-

ions have their configuration numbers marked in red. However,

otal congested sites are also high in other configurations, even

here not all routers congest. When all routers do not congest,

he growth in the curve for total congested sites can be sudden in

onfigurations c6, c7, c22, c23, c54, c55, c118, and c119. Further, as
xplained below in Section 4 3 , network connectivity breaks down

n all cases. 

All routers do not congest when variable speeds (VS) are

resent, because in Table 1 , the core routers (A–P) are fastest, the

oP routers (A1 −P2) are slower than core routers, and the ac-

ess routers are slower than the PoP routers (except for D -class

ccess routers). VS enable routers to be hierarchically engineered

o that higher tiers can accommodate the largest expected packet

rrival rate from lower tiers, i.e., core routers can accommodate

raffic from PoP routers, and PoP routers can accommodate traf-

c from access routers. Therefore, all core and some PoP routers

ever reach their threshold in buffer queue size and do not con-

est, when VS is present. Hence, when VS is present in eight con-

gurations, c6, c7, c22, c23, c54, c55, c118, c119, congestion stays

t the access routers on the edges of the network, and all routers

ever congest. However, when VS is not present, all sites have the

ame speed (9 packets / ts ). In these cases, in configurations c0–c3,

18, c19, c50, and c51, core routers congest first, because they are

ot fast enough to keep pace with inputs from multiple neighbor-

ng routers. Ultimately, all sites congest in these configurations. 
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Fig. 3. Growth of the largest cluster of congested sites for 18 configurations for p = 1 to p = 2500 in increments of 10 (unless all routers congest). Proportion of all sites 

in the largest congested cluster is the vertical axis (including all sources and receivers beneath any congested access routers). The injection rate ( p ) is the horizontal axis. 

Classes (CL) are enabled in all configurations, except c0 and c1. Packet dropping (PD), sources and receivers (SR), variable speeds (VS), flows (FL), and TCP are enabled as 

shown. For configurations in which a phase transition is observed, an estimate is shown for p c , and the configuration number is marked in red. (For interpretation of the 

references to color in this figure legend, the reader is referred to the web version of this article.) 
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In contrast, in two configurations, c114 and c115, the total num-

ber of congested sites remains small. In these configurations, TCP

is present and variable speeds (VS) are not; hence without VS, all

routers and all sources and receivers again have the same speed

(9 packets / ts ). However, TCP rate adaptation procedures mitigate

congestion, both at core and peripheral routers. TCP lowers packet

transmission rate in the face of congestion, and buffers fill more

slowly. Consequently, the total number of congested sites is small.

Meanwhile, in configurations c118 and c119, which have both TCP

and VS, the total number of congested sites is large. In c118 and

c119, because VS is present, the network is hierarchically engi-

neered, Therefore, packets do not congest the fast core and can be

forwarded to the periphery. Hence, the large periphery becomes

congested, and the quarter million sources and receivers are cutoff

from the network by congested access routers. 

4.2. Growth of the largest cluster of congested sites 

In Fig. 3 , the curves show the growth of the largest cluster

of sites with respect to congestion for 18 configurations for p = 1

to p = 2500 in increments of 10 (unless all routers congest). In
ight of these configurations, configurations c0–c3, c18, c19, c50,

nd c51, with configuration numbers marked in red, evidence of

 phase transition is observed, as the largest cluster of congested

ites grows to encompass all 218 routers. These eight configura-

ions have neither variable speeds (VS) nor TCP. In these config-

rations, p becomes greater than p c . An estimate of p c is pro-

ided. In these eight configurations, all sites have the same speeds.

he largest cluster of congested components includes core routers,

hich congest first, because all traffic flows through them, fol-

owed by peripheral routers (thus isolating sources and receivers, if

ny). As with total congested routers described in Section 4 1 , it is

ossible to say that congestion forms first at the center and flows

rom the inside out, that is, from core routers and PoP routers to

ccess routers. Therefore, a largest cluster of congested sites grows

o encompass all routers in these eight configurations. A phase

ransition then can be observed. 

In the other ten configurations, c6, c7, c22, c23, c54, c55, c114,

115, c118, and c119, either VS or TCP, or both, are present. Hence,

he largest congested cluster does not grow to include all routers,

.e., a phase transition is not observed in these configurations.

n configurations, c114 and c115, TCP is present without variable

peeds (VS). In c114 and c115, a phase transition is not observed,
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Fig. 4. Growth of the largest cluster of congested sites for 18 configurations for p = 1 to p = 50 0 0 in increments of 50 (unless all routers congest). Proportion of all sites in 

the largest congested cluster is the vertical axis (including all sources and receivers beneath a congested router). The injection rate ( p ) is the horizontal axis. Classes (CL), 

packet dropping (PD), sources and receivers (SR), variable speeds (VS), flows (FL), and TCP are enabled as shown. For configurations in which all routers congest and a phase 

transition is observed, an estimate is shown for p c , and the configuration number is marked in red. (For interpretation of the references to color in this figure legend, the 

reader is referred to the web version of this article.) 
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nd the largest cluster of congested sites remains small. Since VS

s absent in configurations c114 and c115, some core routers do

ongest, while the access routers at the periphery remain largely

ncongested. The congestion of the core routers has the effect of

ragmenting the PoP routers and their access routers. 

The presence of packet dropping (PD), classes (CL), sources and

eceivers (SR), and flows (FL) seems not to prevent a phase tran-

ition. A phase transition can be observed in configurations c1, c3,

19, and c51 when PD is present, in configurations c2, c3, c18, c19,

50, and c51 when CL is present, in configurations c18, c19, c50,

nd c51 when SR is present, and in configurations c50 and c51

hen FL is present. 

In Fig. 4 , p is increased up to 50 0 0, in increments of 50. Con-

estion spreads as described above and as shown in Fig. 3 . At in-

reased levels of p , the largest cluster of congested sites becomes

vident at the same thresholds and grows to encompass all routers.

s discussed above, because of variable speeds (VS), or because of

CP, the largest cluster of congested sites does not encompass all

ites when p is increased in 10 of the 18 configurations. However,

ndividual core routers could congest if 217 of 218 routers send all

heir packets to a single access router, as might occur in a dis-
ributed denial of service attack. If additional ISPs are added, and

hey send packets at a high rate, the connecting routers between

SPs could also congest. 

.3. Decline of network connectivity—the largest cluster of 

ncongested sites 

In Fig. 5 , the curves for all 18 configurations show a precipi-

ous decline in network connectivity as p increases toward 2500,

.e., one sees the decline of uncongested routers (and the isolation

f attached sources and receivers (SR), if any). This decline in net-

ork connectivity is demarked by the decline of the largest cluster

f uncongested sites. In eight configurations, c0–c3, c18, c19, c50,

51, this largest cluster of uncongested sites becomes nonexistent.

hese configurations have their configuration numbers marked in

ed in Fig. 5 , and they are the same configurations in which the

argest component of congested sites grows to encompass all sites

n Figs. 3 and 4 . Again, the presence or absence of packet drop-

ing (PD), classes (CL), SR, and flows (FL), or combinations of them,

oes not determine whether the largest cluster of uncongested

ites goes to zero in the eight configurations. 
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Fig. 5. Decline in uncongested sites, i.e., the breakdown of network connectivity for 18 configurations from p = 1 to p = 2500 in increments of 10 (unless all routers congest). 

Proportion of all sites not occupied by congestion is the vertical axis (including all sources and receiver). The injection rate ( p ) is the horizontal axis. Classes (CL) are enabled 

in all configurations, except c0 and c1. Packet dropping (PD), sources and receivers (SR), variable speeds (VS), flows (FL), and TCP are enabled as shown. Configurations where 

the largest cluster of uncongested sites declines to zero have configuration numbers marked in red. Four configurations, c22, c23, c54, and c55, appear to decline to zero, 

but do not. In these four configurations, VS is present, and therefore the core routers remain uncongested, while the peripheral access routers can congest. In these four 

configurations, SR is also present, and over a quarter-million sources and receivers are isolated and are included in breakdown of network connectivity. (For interpretation 

of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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As mentioned above, neither configurations c114 nor c115 have

variable speeds (VS), but they do have TCP. Therefore, with this

combination, the relatively small clusters of congested sites formed

by the core routers have the effect of fragmenting the PoP routers

and their access routers—so the fragmented clusters of uncon-

gested sites represent diminished network connectivity. However,

in all 18 configurations, Fig. 5 shows that even if variable speeds

(VS) are present, network connectivity declines as the total num-

ber of congested routers rises. This means network connectivity ul-

timately suffers if p is raised sufficiently. 

4.4. Decline in packets reaching destinations 

Fig. 6 , shows the proportion of injected packets reaching their

destinations in 18 configurations for p = 1 to p = 2500 (unless all

routers congest). The proportion of packets reaching their destina-

tions is also shown in Table 4 (see below). In eight configurations,

c0–c3, c18, c19, c50, c51, the number of packets reaching their des-
inations goes to zero. They are the same configurations in which a

hase transition is observed in Figs. 3 and 4 . These configurations

ave their configuration numbers marked in red. 

When both TCP and VS are present together without PD, over

7% of injected packets reach their destinations in configuration

118. In configuration c119 where TCP and VS are both present

ith PD, over 83% of the injected packets reach their destinations.

n four configurations, c114, c115, c118, and c119, which have flows

FL) and TCP, a higher proportion of packets reach their destina-

ions than in other configurations. TCP rate adaptation has the ef-

ect of slowing flows in the face of congestion. Thus, while fewer

ackets are injected, a higher proportion of packets reach their

estinations, as shown both in Table 4 and Fig. 6 . In configura-

ions c114 and c115, where TCP is present and VS is not, over 94%

f packets reach their destinations in configuration c114, and over

5% of packets reach their destinations in c115. In effect, TCP rate

daptation improves the probability that injected packets will be

elivered. 
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Fig. 6. Decline in packets reaching destinations for 18 configurations for p = 1 to p = 2500 (unless all routers congest). Proportion of packets reaching their destinations is 

the vertical axis includes all sources and receivers, if applicable. The injection rate ( p ) is the horizontal axis. Classes (CL), packet dropping (PD), variable speeds (VS), sources 

and receivers (SR), flows (FL), and TCP are enabled as shown. Configurations where all routers congest and evidence of a phase transition is observed have configuration 

numbers marked in red. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 

Table 4 

Percentage of packets reaching their destinations for packet injections from p = 1 to p = 2500 

(unless all routers congest) . Configurations where all routers congest have configuration num- 

bers in bold. 

Configuration Number Percent Reached Configuration Number Percent Reached 

c0 2.41% c23 7.57% 

c1 1.60% c50 4.84% 

c2 5.37% c51 1.17% 

c3 3.81% c54 11.56% 

c6 10.67% c55 7.88% 

c7 7.67% c114 94.75% 

c18 5.34% c115 75.09% 

c19 4.27% c118 97.33% 

c22 10.53% c119 83.46% 
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The presence of packet dropping (PD) also makes a difference.

e see that in many configurations including c114 and c118, a

igher proportion of packets eventually reach their destinations

ithout PD than with PD. When PD is absent, queues are longer

ut no packets are dropped. Therefore, a higher proportion of pack-

ts reach their destinations, though packets take longer to travel

rom source to destination. When PD is present, queues can be

horter. Some packets are lost due to the presence of PD, and

he proportion of packets reaching their destinations will be lower

han with the presence of PD. 
. Discussion 

The figures in Section 4 show that all sites congest, and a phase

ransition is observed, only when a configuration lacks both vari-

ble speeds (VS) and TCP in eight configurations. In these eight

onfigurations, network connectivity also declines completely, i.e.,

he number of uncongested sites drops to zero. Yet, network con-

ectivity declines significantly for all 18 configurations, even if a

hase transition is not observed, and even if VS and TCP are both

resent. 



104 C. Dabrowski, K. Mills / Computer Communications 112 (2017) 93–108 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

t  

r  

c  

a  

g  

f  

s  

q  

a  

c

 

t  

i  

t  

t  

t  

t  

i  

j  

i  

b  

a  

n  

n  

j  

r  

l  

c  

5  

c  

I  

m  

c  

p  

S  

c  

c  

a  

c

 

c  

r  

p  

c  

u  

fl  

n  

T  

l  

i  

t  

P  

p  

P

 

F  

p  

T  

e  

F  

i  

n  

s  

a

 

r  
The Growth in Congested Sites and the Phase Transition. In

cases where all routers are operating at the same speed, core

routers and then the rest of the network are overwhelmed with

congestion, which spreads from the network core out to the edge.

Hence, a phase transition and percolation, as both terms are de-

fined in Section 3.1 , can be seen. However, when either VS or TCP

is present in ten configurations in Figs. 3 and 4 , all routers do not

congest, as congestion is concentrated in the network edge and

not the core. When VS is present, routers are engineered with hi-

erarchical speeds, so that the capacity of core routers in packets

at least equals the packets received from PoP routers and access

routers. When TCP is present, rate adaptation reduces congestion,

preventing all routers from congesting. These conclusions about VS

and TCP are supported in the appendix, where a hierarchical clus-

tering analysis shows the primary influence of these two factors.

In eight configurations, which have neither TCP nor VS, the largest

cluster of congested sites grows to encompass all routers. In these

eight configurations, the largest cluster encompasses all routers,

even these configurations have packet dropping (PD), classes (CL),

sources and receivers (SR), flows (FL), or a combination of these, as

Figs. 3 and 4 show. 

Decline in Uncongested Sites: Connectivity Breakdown of the

Network. Fig. 5 shows that network connectivity declines for all

18 configurations. These declines are complete in the eight con-

figurations in which all routers congest; that is, in the eight con-

figurations which have neither variable speeds (VS) nor TCP. Here,

Fig. 5 shows that the largest cluster of uncongested sites, rep-

resenting network connectivity, completely disintegrates precisely

in the same eight configurations. In configurations c114 and c115,

which have TCP and not VS, TCP rate adaptation prevents access

routers at the periphery from congesting for long periods, because

packet transmission slows. Thus, queues at the network periph-

ery are also smaller. However, since all packets must flow through

the core in c114 and c115, the core fragments, with some core

routers congesting. Therefore, network connectivity is lost in c114

and c115. In all other configurations, the cause of the decline in

network connectivity is the increase in congested routers. Propor-

tion of total congested routers are seen in Fig. 2 . Network con-

nectivity declines in configurations c6, c7, c22, c23, c54, c55 in

Fig. 5 , which have VS and not TCP. In these six configurations, as

total congested routers rise, the core remains uncongested. With

VS, the core is faster than the periphery, and the core can trans-

fer all packets to the periphery. Therefore, the periphery congests,

and access routers at the periphery cannot communicate (nor can

their sources and receivers, if any). In configurations c118 and c119,

which have both VS and TCP, network connectivity also declines

even though the core again remains uncongested. Congestion is

again confined to the periphery, with sources and receivers cut off.

Total Packets Reaching Destinations. The causes of the decline

in total packets reaching their destinations in Fig. 6 in 14 of 18 con-

figurations are also ultimately due to growth of congestion. In con-

figurations c114, c115, c118 and c119, TCP is present, and TCP rate

adaption causes packet queues to be smaller. Packet transmission

slows down because of rate adaptation. Hence, fewer packets are

injected, and the network outputs fewer packets in total. However,

since TCP rate adaptation reduces congestion, a higher proportion

of injected packets arrive at their destinations in these four config-

urations with TCP, than in the 14 configurations without TCP. 

The Effect of variable speeds (VS). VS enables routers to con-

form to common Internet engineering principles, so that higher

tiers accommodate the largest expected packet sending rate from

lower tiers. In Table 1 , with VS, core routers are faster than PoP

routers, and PoP routers are faster than access routers (except for

D- class access routers). Because of hierarchical engineering in con-

figurations that have VS, fast core routers can forward all arriving

packets. When heavy packet injection occurs, congestion arises at
he network periphery, but the core cannot be overwhelmed and

emains uncongested. Thus, with VS present, all routers do not

ongest, and no phase transition occurs. When VS is not present,

ll sites operate at the same speed. In such cases, core routers con-

est first, because packets arrive from multiple neighbors at a rate

aster than the individual core routers can handle. Congestion then

preads toward the network edge. The presence of VS also affects

ueue sizes. With VS, queues are minimal for the 16 core routers

nd most of the PoP routers. Without VS, queues become longer in

ore and PoP routers. 

The Effect of TCP. TCP rate adaptation modulates the injec-

ion rate of packets in response to detected congestion. By slow-

ng packet injection, TCP reduces congestion on network paths, and

hus mitigates congestion even when VS is not present. TCP in-

eracts with PD. When PD is present, router queues are shorter

han without PD. When PD is present, TCP receives feedback in

he form of nacks, and first reduces packet injection rate and then

ncreases packet injection as congestion dissipates. Thus, TCP in-

ects more packets per time step when PD is present. When PD

s absent, large queues build up in routers, and TCP receives feed-

ack in the form of timeouts (see Section 3 .3 ). The large queues

nd timeouts cause the packet injection rate to be reduced sig-

ificantly. Thus, absent PD, TCP rate adaptation provides lower

etwork-wide throughput, even though a larger percentage of in-

ected packets arrive at their destinations. With PD present, TCP

ate adaptation provides higher network-wide throughput, but a

ower percentage of injected packets reach their destinations. The

ongestion-mitigating effects of TCP persist even when p reaches

0 0 0 packets / ts in Fig. 4 . Even absent VS, all routers do not

ongest in configurations c114 and c115, which have only TCP.

n these configurations, the largest cluster of congested sites re-

ains small and never grows to encompass all routers. Yet, in both

114 and c115, network connectivity collapses, because a significant

ortion of core routers congest and fragment the entire network.

ome core routers congest without VS, because packets from ac-

ess routers cross the core, which cause queues to build in affected

ore routers. However, TCP then detects the congestion in the core

nd rate adapts, so that congestion at the periphery is reduced in

onfigurations c114 and C115. 

The Effect of Packet Dropping (PD). For the even-numbered

onfigurations, which have no PD, a higher proportion of packets

each their destinations in Table 4 . This is because without PD,

ackets stay in a queue which becomes very long, but packets

an eventually reach their destinations. Further, in our simulations,

sers cannot exercise the realistic option of ending flows (FL) if

ows take too long or progress too slowly. With PD in force in odd-

umbered configurations, packets are dropped and must be resent.

herefore, with PD, congestion is less and queues are shorter, but a

ower proportion of injected packets reach their destinations than

n configurations without PD. As indicated above, PD allows TCP

o receive quicker feedback and to inject more packets, and thus

D improves overall network throughput. As we saw in Section 4 ,

hase transitions are observed with, and without, the presence of

D. 

The Effect of Classes (CL), Sources and Receivers (SR), and

lows (FL) . One of these realistic factors, CL, is needed to sup-

ort variable speeds (VS), and the others are needed to support

CP in Table 2 . These factors are also present in the Internet. How-

ver, CL, SR, and FL do not prevent congestion by themselves in

ig. 2 . Without VS or TCP, they do not prevent percolation, as seen

n Figs. 3 and 4 . CL, SR, and FL do not prevent the breakdown of

etwork connectivity, as seen in Fig. 5 . Further, these three factors

eem also not to influence the proportion of packets which arrive

t their destinations in Fig. 6 and Table 4 . 

However, CL and FL have other, more subtle effects in configu-

ations where the largest cluster grows to encompass all routers.
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or instance, in Figs. 3 and 4 , a drop in the threshold is observed

rom p c = 20 0 0, in configurations c0 and c1, to p c = 800, in config-

rations c2, c3, c18, and c19. The latter four configurations have

lasses (CL), while c0 and c1 do not. With CL, packet injection and

estination selection takes place only at the network periphery,

nd so packets must cross the network core, as well as inbound

nd outbound routers. Without CL, as in c0 and c1, packet injec-

ion can take place in any router, and the packet destination can

e any other router. Packets do not necessarily have to cross the

ore in c0 and c1. Therefore, packet paths are longer with CL than

ithout CL. This enhances congestion and lowers p c . 

In Figs. 3 and 4 , a further drop in the threshold is observed

o p c = 1 in configuration c50 and c51. In c50 and c51, CL remains

ut flows (FL) are added. With FL, packets are injected in cor-

elated groups and packet injection therefore is clumpier. Access

outer packet queues are full only when many of their sources in-

ect packet flows; otherwise access router packet queues may be

ar from full. Thus, overall congestion rises more gradually and less

niformly, until the rise in p causes all peripheral routers to re-

eive many injected packet flows. Then all routers belong to the

argest congested cluster. In contrast, packets are injected individ-

ally in configurations c2, c3, c18, and c19. As p rises, outward

dge nodes tend to saturate more uniformly and in near synchrony.

ence, there is a sudden upsurge in the largest cluster, and a steep

hase transition occurs in c2, c3, c18, and c19. In c50 and c51, with

 more gradual phase transition, a low p c is appropriate. 

The Influence of Realistic Network Factors. In the two most

ealistic configurations, c118 and c119, most packets in a flow reach

heir destination. Configurations c118 and c119 have both variable

peeds (VS) and TCP. Configuration c119 has all six realistic net-

ork factors, including packet dropping (PD). Hence, it is possible

o generalize that more realistic network factors enable the Inter-

et to operate in an intelligible fashion and mitigate congestion, at

east in the network core. In configurations c114 and c115, which

lso have flows (FL) and TCP but not VS, most packets also reach

heir destinations. Yet, even with the presence of realistic network

actors that mitigate congestion, as congestion spreads, network

onnectivity still fails in all configurations, when p is raised high

nough. However, including more realistic factors reduces the like-

ihood that a phase transition will be observed. 

. Conclusions and future work 

Based on the experiment, it is possible to conclude that realis-

ic factors in a computer communications network can be grouped

oherently and added to a finite graph model. It is also possible

o conclude that models of the Internet must include realistic net-

ork factors to provide an accurate picture of catastrophic failures

nd related phase transitions. Generally, there is evidence of per-

olation with respect to congestion if network models are abstract;

ercolation is not observed when more realistic network factors

re included. In more abstracted models with fewer realistic as-

umptions about network factors, congestion spreads rapidly and

eaches a critical point, after which the network can become en-

irely congested. Catastrophic failure is then said to occur. We see

hat two realistic factors −variable speeds (VS) and TCP–can pre-

ent percolation from being observed with respect to congestion;

hat is, either of these two factors can prevent a catastrophic event

r phase transition to a global failed state. This is not the case

ith many abstract network models appearing in previous papers,

hich did not include VS or TCP. In some of these papers, per-

olation was observed and adverse conclusions about the Internet

ere drawn. Computer model studies of networks often do not

nclude widely-used Internet congestion-control protocols, which

ould likely impact the spreading processes and change the na-

ure of catastrophic collapses and observed phase transitions [8] . 
For computer communications networks, our conclusions are

onsistent with those of Alderson and Willinger [1] , who pointed

ut differences between the network topologies used in research

odels and the topology of the Internet. They concluded that both

bstract networks and the Internet had scale-free connectivity in

 graph model, but only the Internet had hub sites primarily on

he periphery. Consistent conclusions were also reached by Doyle

t al. [12] . Alderson and Willinger [1] also concluded that realistic

ehavior was also necessary in a model of the Internet, without

hich accurate conclusions could not be drawn. We have included

ealistic behavior by incorporating our six realism factors. 

Willinger et al. [28] gave a method for determining whether

 model explaining emergent behavior was evocative or explana-

ory. That is, their method contrasted models that showed how

mergent behavior took place (i.e., were evocative) with models

hat showed why emergent behavior took place (i.e., were ex-

lanatory). They further suggested that models needed to be ex-

lanatory and gave examples of applying their method in cases

f Internet-related modeling. Specifically, Willinger et al. stated:

Because [evocative models] ignore important networking-specific

etails and fail to exploit the rich semantic content of the avail-

ble measurements, they can lead to incorrect conclusions about

he causes and origins of the emergent phenomena at hand”. Our

aper provides a practical example of this point. In our case, we

rovide an explanatory model with respect to catastrophic con-

estion rather than an evocative model. Further, we are showing

hat the assumptions underlying selected evocative models are in-

orrect, and that incorporating realistic network factors leads to

bserved behavior that is explainable and different from extant

vocative models. 

We have presented six realistic network factors, whose inclu-

ion in a graph model of an ISP network could forestall, or pre-

ent, widespread congestion collapse and evidence of percolation.

idespread congestion collapse can occur as the level of conges-

ion is increased in the sites of an ISP network. Realistic network

actors can be included in our model individually, or in combi-

ation, to yield distinct configurations, which can be tested—as

e have shown. The inclusion of these realistic network factors

nables the Internet, as we have come to know it, to operate

nd communicate—and forestalls and prevents congestion collapse.

ith the exclusion of these key realistic factors, the operation of

ur model also experiences congestion collapse, and a phase tran-

ition is observed. However, even with the inclusion of realistic fac-

ors, all 18 configurations show a severe decline in network con-

ectivity as the number of injected packets gradually increases,

nd total congested routers rises. Network connectivity declines

hether, or not, a phase transition is observed. 

Even when the entire network does not experience a total col-

apse, parts of it congest, and sources and receivers within them

annot communicate across the network. In our simulations, these

ortions can be identified and constitute potentially vulnerable

arts of the network. The occurrence of a catastrophic collapse,

r a phase transition, also has been seen in computer models of

ther types of networks, such as electrical power grids [6] , mod-

ls of virus and disease spread [18,20] , and city automobile traffic

26] . Accordingly, models such as these should be examined to see

f inclusion of additional realistic factors, or realistic topologies, are

ecessary to obtain a more accurate picture of network collapse. 

As for future work, we recommend for development of com-

unications networks models that include more realistic network

actors, such as user patience, improved models which include

ources and receivers that have their own queues and can congest,

xpanded queuing schemes for core routers, and more elaborate

inking among routers. Especially important for testing our conclu-

ions, we recommend experimentation with different ISP topolo-

ies or with models having topologies of interconnected ISP net-
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works. We also recommend that models in other network domains

be examined to see if inclusion of additional realistic factors is nec-

essary to obtain an accurate picture of phase transitions. 
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Appendix 

This appendix contains four figures which show a hierarchical

clustering executed with MATLAB 

10 [16] for vectors of all 18 con-

figurations in each of Figs. 2, 3, 5 , and 6 , from p = 1 to p = 2500

(unless all routers congest). In each figure in this appendix, con-

figuration numbers appear on the x -axis, while the y -axis shows

squared Euclidean distance as computed by the MATLAB program.

That is, MATLAB computes the distance between vectors repre-

senting congestion of routers in the 18 configurations. Hierarchi-

cal clustering places data into a cluster tree or dendrogram . The

tree is a multilevel hierarchy of clusters, where clusters at one
10 Certain commercial products or company names are identified in this report to 

describe our study adequately. Such identification is not intended to imply recom- 

mendation or endorsement by the National Institute of Standards and Technology, 

nor is it intended to imply that the products or names identified are necessarily the 

best available for the purpose. 

g  

c  

C  

g  

s  

u  
evel are joined to the level above. Configurations are grouped to-

ether based on their Euclidean distances in Figs. A1–A4 by the

ierarchical clustering program and through visual interpretation.

or example, configurations that have variable speeds (VS) can be

rouped together, while configurations that do not have VS or TCP

an also be grouped together. 

In contrast, configurations with other factors, such as packet

ropping (PD), classes (CL), and receivers (SR), and flows (FL) are

ot grouped together in Figs. A1–A4 . Moreover, when any combi-

ation of these four factors is present with both VS and TCP ab-

ent, then all routers congest–and therefore, all sources and re-

eivers, if any, cannot communicate. For example, in one config-

ration, c51, CL, SR, FL, and PD are all present. Yet in configuration

51, VS and TCP are both absent—and all routers congest. 

In hierarchical clustering figures in this appendix, configura-

ions which lack variable speeds (VS) are grouped together, while

onfigurations that lack TCP are also grouped together. Configura-

ions that lack both VS and TCP are also grouped together. Since

hese groupings appear in all four figures in this appendix, VS and

CP seem to be the most influential factors per hierarchical cluster-

ng. The hierarchical clustering represents a second method which

upports the results given in the main body of the paper. Separate

iscussions of Figs. A1–A4 ensue. 

Fig. A1 represents the clustering of plots from Fig. 2 . In Fig. A1 ,

hose configurations which have variable speeds (VS) are grouped

ogether under a dotted black box. Those configurations that do

ot have VS or TCP are also grouped together in a solid red

ox, and in these configurations, all routers congest. Configurations

hich have TCP, and not VS, are individually annotated as such. In

ontrast, configurations having packet dropping (PD), classes (CL),

ources and receivers (SR), and flows (FL) are not grouped together.

Fig. A2 represents the clustering of plots from Fig. 3 . In Fig. A2 ,

hose configurations which have variable speeds (VS) can be

rouped together in a dotted box. They are separated by a large Eu-

lidean distance from configurations that have neither VS nor TCP.

onfigurations that have neither VS nor TCP are also grouped to-

ether in a solid red box, and in these configurations, a phase tran-

ition is observed. Configurations which have only TCP are individ-

ally annotated as such. In contrast, configurations having packet
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dropping (PD) and TCP are individually marked. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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ropping (PD), classes (CL), sources and receivers (SR), and flows

FL) seem interspersed among the above groupings, and therefore

re not grouped together. 

Fig. A 3 represents the clustering of plots from Fig. 5 . In Fig. A3 ,

hose configurations which have variable speeds (VS) can be

rouped together, and a dotted black box encircles these. Those

onfigurations that have neither VS nor TCP are also grouped to-

ether, and a solid red box encircles these configurations. In these

ight configurations, a phase transition is observed. Configura-

ions which have only TCP are individually annotated as such. In

ontrast, configurations having packet dropping (PD), classes (CL),

ources and receivers (SR), and flows (FL) are not grouped together.

ote that distances among the groupings in Fig. A3 are generally
maller than those seen among groupings in Figs. A1, A2 , or A4 .

his reflects the fact that the decline in the largest cluster of un-

ongested sites, or the breakdown in network connectivity, is more

imilar in all configurations—as Fig. 5 also shows, and as is dis-

ussed in Section. 5 . 

Fig. A4 represents the clustering of plots from Fig. 6 . In Fig. A4 ,

hose configurations that have variable speeds (VS) can be grouped

ogether in a dotted black box. Configurations can also be grouped

ogether if they have neither VS nor TCP, and once again a solid red

ox surrounds these. In these eight configurations, a phase transi-

ion is observed. In contrast, configurations having packet dropping

PD), classes (CL), sources and receivers (SR), and flows (FL) are not

rouped together. In Fig. A4 , four configurations, c114, c115, c117,
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and c118, appear together. These four configurations all have TCP,

and they also are the ones in which most packets reach their des-

tinations in Fig. 6 , as is discussed in Section. 5 . 
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