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Abstract—There has been a growing interest in the deployment
of phasor measurement units (PMUs) not only in high-voltage
transmission, but in lower-voltage distribution systems. For a dis-
tributed generation (DG) grid, this would require deployment of
PMUs at critical locations, which implies accurate phase mea-
surement with the support of a low delay, highly reliable network
infrastructure. In the absence of such a network, the most cost-
effective solution would be to consider a wireless network to
support centralized control for situational awareness in the trans-
mission, as well as the DG grid environment. Therefore, the
main objective in this paper is to design and implement a scal-
able synchrophasor network using wireless LAN technology to
assess network performance and requirements under real-world
conditions. To achieve this, we have designed an emulation plat-
form that can support physical and medium access control layers.
The data communication at the application is based on the IEEE
C37.118-2011-2 Standard. By considering a hierarchical network
architecture for our testbed implementation, we propose an effi-
cient method to reduce bandwidth, as well as provide capabilities
for control and management at each hierarchical level. In addi-
tion, an efficient tree-based multihop routing protocol has been
designed to match a specific distribution feeder structure. The
testbed is then used to access different network configurations
under various test conditions.

Index Terms—Distributed generation (DG) systems, Emulab,
emulation, IEEE 802.11, phasor measurement unit (PMU), radial,
synchrophasors, wide area monitoring system.

I. INTRODUCTION

AMAJOR challenge for future wide area measurement sys-
tems is how to respond effectively to various disturbances

in the next generation of power networks. The phasor measure-
ment unit (PMU) that is capable of detecting angular stability
is becoming one of the most important measurement devices
for power system monitoring and control. This is mainly due
to its unique ability to sample analog voltage and current
waveforms in synchronization with a GPS-clock. For a wide
area monitoring and control system, it is imperative to imple-
ment a network infrastructure capable of handling a large
amount of real-time synchrophasor data arriving at the phasor
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data concentrators (PDCs). As the grid system continues to
scale up, analyzing the aggregated data at the control center
will become a major undertaking.

Currently, PMUs are mainly considered for high-voltage
power transmission and their deployment for low-voltage
distribution systems, referred to as micro PMUs (μPMUs),
is gaining momentum [1]. This is a consequence of the
advances in sensor networks, anticipated low-cost μPMUs,
and control technologies, which have made it possible to
monitor reactive power and voltage levels in the distribu-
tion system [2]–[4]. The distribution grid normally operates
at medium-to-low voltages and may include a large number
of consumers, some of whom may have power generation
and energy storage capabilities. Under these conditions, the
main challenge is how to regulate voltage and control the
reactive power. Voltage regulators are normally placed along
the distribution feeder so that they can adjust the voltage to
a desirable level (e.g., + or −5% of the nominal voltage).
For example, a capacitors bank can be used to compensate
reactive power caused by the inductive load for control-
ling the voltage level. This would be at the expense of
magnifying harmonics, which could make it difficult to esti-
mate the line frequency, as well as measure the phase angle
between voltage and current in order to measure the power
factor (PF). To ensure that the distribution system will main-
tain the voltage at the required level, the reactive power
(either capacitive or inductive) needs to be measured first
and then adequately supplied by generators in the distri-
bution system. With the help of a synchrophasor network
this can be achieved in real-time by measuring the PF in
the vicinity of the installed distributed generation (DG) sys-
tem. For instance, the control management in the PF mode
may require injecting reactive power in order to maintain
the PF close to unity or keep the ratio of real power
P to reactive power Q (i.e., P/Q) constant. In a central-
ized control management system without the support of an
infrastructure network, this cannot be done efficiently, espe-
cially in the presence of a large number of micro-generation
devices such as rooftop solar panels and micro-wind tur-
bines. Bear in mind that these devices, via power electronic
interfaces (inverters), can be used to inject power [5], [6].
Furthermore, new inverters (e.g., advanced inverters) are capa-
ble of injecting reactive power and compensating for har-
monics in addition to their primary function of real-power
conversion [6], [7].
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The presence of multiple inverters in controlling the reactive
power has been studied in [8] for radial distribution feeders.
In [8], it has been shown that reactive power compensation
at multiple points in a low-voltage distribution can greatly
enhance the voltage profile. In general, the connection of
the DG into a distribution system needs coordination with
available voltage and reactive power control equipment in the
system. Distributing reactive power to minimize power loss has
also been reported in [9]–[11]. As the DG installation contin-
ues to increase and more utility customers generate their own
power, distribution systems’ dependency on communication
for centralized control is becoming vitally important. Indeed,
despite a tremendous number of published reports in open lit-
erature, to the best of our knowledge there is no cost-effective
communication networking scheme for a centralized control
system.

Therefore, in this paper we present a design and implemen-
tation framework of a scalable wireless network architecture
suitable for distributed grid systems. The synchrophasors
network has a hierarchical structure where PDCs at each
hierarchical level collect phasor information. The aggregated
data is then forwarded to the next hierarchical level, hence
requiring a higher data transmission. In order to reduce
the amount of data, we propose a data reduction scheme
by removing redundant phasor information before transmis-
sion to the next PDC level. The scheme also includes
a synchrophasor data classification methodology that would
allow each PDC to identify faulted areas at the local level,
thus reducing the computational and monitoring complexi-
ties at the control center. Another contribution in this paper
is the emulation-based implementation of the hierarchical
network.

We use an Emulab [12], [13] platform to build a flexi-
ble testbed to access various wireless network configurations
under real-world conditions. For packet exchanges at the
application layer, the synchrophasors communication is based
on the C37.118 [14], [15] standard, which is built on the
top of the user datagram protocol over Internet (UDP/IP)
layers. For wireless medium access control (MAC) layer
and physical (PHY) layer, we use extendable mobile ad hoc
network emulator (EMANE) [16] to implement the testbed.
Specifically, we consider the IEEE 802.11 Standard [17] for
communication between PMU and PMU/PDC. We also
present a routing scheme suitable for radial and closed loop
distributed feeder systems. The testbed is then used to mea-
sure packet loss, latency, bandwidth, and queue size, for wide
ranging scenarios.

This paper is organized as follows. Section II describes
our network strategy for designing the hierarchical syn-
chrophasors network. Section III presents the Emulab-based
implementation of the synchrophasors testbed, including the
wireless LAN (WLAN) design architecture and some of
its inherent capabilities. Section IV describes test scenar-
ios in the DG environment. Finally, Section V presents
the results of test and measurement in terms of through-
put and delay performances under various wireless channel
conditions. This is then followed by final remarks and the
conclusion.

Fig. 1. Hierarchical PMU/PDC structure.

II. HIERARCHICAL SYNCHROPHASOR NETWORK

ARCHITECTURE

Currently, PMUs are mainly considered for deployment
in high-voltage power transmission. Their expansion for
deployment in the medium-to-low voltage in distribution
systems is facing major challenges [1]. For example, these
devices, which are referred to as μPMUs, should be able to
measure the phase angles with much greater accuracy under
severe noise conditions and in the presence of harmonics,
which normally exist in distributed grid environments. While
μPMUs are currently undergoing major advances to overcome
these short-comings, our main objective is to design a net-
work architecture that can be deployed not only in distribution
feeders, but also in the transmission system.

A. Hierarchical Network Architecture

Fig. 1 shows an example of a hierarchical synchropha-
sor network architecture, which has been considered in our
implementation. As can be observed, PMUs in each region
communicate with their local PDC. At the local PDC, the
aggregated data is then forwarded to the next PDC level and
this process continues until all data reaches the final PDC
at the control center or distribution network operator (DNO).
Note that in Fig. 1, the PMU-1 and PMU-2 are attached to
the PDC-level-2 and communicate with PDC-level-2 either in
LAN or in WLAN. PDC-level-2 collects data frames from
PMU-1 and PMU-2, as well as combined data frame from
local PDCs A and B. Based on the received information,
it generates a larger combined data frame to higher level
PDC. The data collected at the control center can then be
archived for further processing, such as visualization and
possible control/alarm actions for situational awareness.

To establish an end-to-end communication link between
PMU/PDC and PDC, the first step would be to set
up message communication at the application layer. The
IEEE C37.118 Standard provides specifications for syn-
chrophasor measurement (part-I) [14] and data formats for
real-time communications (part-II) [15]. In addition, PDC
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Fig. 2. Commands and data exchange between PDC and PMU/PDC.

Fig. 3. Data frame structure.

requirements for power system protection, control, and
monitoring are specified in [18], which includes require-
ments for synchronization, synchrophasor data process-
ing, and real-time access. Fig. 2 shows commands and
data exchange between a PDC and a PMU/PDC for real-time
communication [15], [19].

The command frame is used to turn the transmission on
or off. There are three configuration frame types, namely:
1) Configuration (CFG)-1; 2) CFG-2; and 3) CFG-3. CFG-
1 provides information about the full capabilities of a PMU
(i.e., reporting rates, frequency range, noise suppression, etc.).
CFG-2 denotes the currently reported measurements. CFG-
3 is optional and has a flexible frame format. Through
the data frame, as shown in Fig. 3, a PMU transmits
current and voltage amplitudes, their synchronized pha-
sor angles, an estimated frequency, as well as a rate of
change of frequency (ROCOF or DFREQ). The message
also includes SYNC, frame size, identification code (i.e.,
ID Code), a time stamp, which is specified as a SoC and
fraction of second (FRACSEC) of the received data frame,
bit-mapped flags (STAT), analog data (ANALOG), digital
data (DIGITAL), and CTC check bits (CHK).

When a PDC receives data from its multiple PMUs or lower
level PDCs, it should first align the frame according to their
time stamps. The time alignment is arranged in accordance
with the SoC (SoC counts starting at midnight 01 Jan-1970)
and FRACSEC of the received data frames. As shown in
Fig. 4, a PDC has at least two sets of buffers for storing two
consecutive data frames with the two time slots.

The first set of buffers stores the incoming data as it arrives
and then sorts it according to their PMU/PDC ID [20]. Note
that data frames from different PMUs may not always arrive
at the same order and therefore the received data has to be
reordered in the buffer accordingly. The second set of buffers
corresponds to the data from preceding time slot. It contains
the data that is transferred from the first set of buffers as soon
all the data frames reach the PDC within a predefined time
period. The second set of buffers also includes data that did
not arrive on time (or lost) during the transmission of the
previous time frame.

Fig. 4. Buffering structure to align and sort the data in accordance with
a predefined list of source IDs at the PDC [note that the data frame can be
received in a different order (First In First Out) depending on the transmission
delay, which tends to change from time-to-time].

Fig. 5. Combined frame format which is generated at the local PDC for
transmission to the next level PDC. Note that PMU data is placed in the
order based on the previously received configuration frames.

As soon as a PDC receives data from its multiple PMUs, it
will then forward it to the next level. To achieve this, the PDC
will first construct a combined data frame that was received
from its PMUs/PDCs with the same time stamp. The format
of the combined frame is shown in Fig. 5. Packets arriving late
or lost at the PDC are not included in the combined frame.
The status of these packets is marked as “0F” (see Fig. 5).

It should be noted that the size of the combined frame
increases at the next PDC level and continues to grow until
it reaches the final PDC. Consequently, a higher level PDC
would require more bandwidth for transmitting a combined
frame to the next level. It should be noted that the synchropha-
sor data is reported on an N frames/s basis, where N can be
selected between 1 and 120. Obviously, a higher frame rate
would further accelerate a demand for more bandwidth. In
addition, with deployment of a large number of PMUs in the
serving area, analyzing the aggregated data at the final PDC
located at the control center can become an enormous task.

In order to mitigate the computational burden at the con-
trol center, as well as reduce the transmission bandwidth at
higher PDC levels, we propose a new scheme to overcome
these shortcomings. Instead of adopting an increasing band-
width setting, the proposed scheme removes redundant phasor
information from the combined data frame before transmission
to the next PDC level and hence does not need substantially
more bandwidth at higher level PDC.
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Fig. 6. Buffering arrangement for generating a combined data frame, which
includes the synchrophasor data of abnormal nodes.

Fig. 7. Structure of a combined data frame for upper PDC, which includes
only the synchrophasor data of the nodes that are classified as abnormal.

B. Proposed Network Architecture

According to the C37-118-2011-2 [15], and as described
in the previous section, a PDC generates a combined frame
as soon as the predefined time period is reached. These
data frames are collected in the PDC buffer and then rear-
ranged in an order based on the previously received config-
uration frames. Our objective is to eliminate the redundant
data received from the lower level through some processing at
the local PDC. Therefore, in the proposed distributed-monitor-
control scheme, that uses PMU classification at the PDC level,
the combined frame will only include data for those nodes
that undergo transitional changes. To accomplish this, a local
PDC checks and compares its synchrophasor data with the
measurements in the previous report (note that this informa-
tion is readily available as it is stored in the PDC buffers) to
assess the conditions of the nodes in its region. The assessment
can be based on certain criteria such as frequency, ROCOF,
PF, etc. For instance, if PMU frequencies are stable and the
phase difference remains the same as the previous measure-
ments, the local PDC modifies the corresponding PMUs STAT
from (00) to (90) without having to include the measured
data (e.g., phasors, freq, dfreq, analog, and digital) when gen-
erating its combined data frame for transmission to next PDC
level. Figs. 6 and 7 show the new PDC buffering arrangement
to construct a combined frame. As shown in Fig. 7, the com-
bined frame will include only the synchrophasor data of the
nodes that are classified as abnormal with STAT: 80.

Obviously, in a situation where a data frame is lost or did
not arrive on time, such a classification cannot take place.
Under these conditions, the status of the node can be classified
as unknown (STAT: A0) until two consecutive data frames
become readily available in the PDC buffers. Alternatively,
with adding more sets of buffers, the classification can be
done using data from the two nearest time slots stored in the
PDC buffers. In our implementation, we increased the number
of buffer sets up to 10 in order to reduce the number of nodes
with unknown status.

Once the next level PDC (above the local PDCs) receives
the new combined frame from its regional PDCs, it can then
identify the locations of the abnormal nodes and subsequently
the lines or feeders that connect them. As a result, the regional
PDC can have the capability to initiate any necessary action
such as islanding, injecting reactive/real power, or some other
protective actions. Estimating the PF at the local PDC can also
contribute to controlling the power.

C. PF Measurement

The PF is a good indicator of how effectively the current is
being used in the supply system. Currently, the PF calculation
is not a part of IEEE C37.118 measurements, but in a DG
network PF can play a crucial role in controlling the reactive
power by keeping, for instance, the PF close to unity. Bear
in mind that, distribution systems have reactive power present
due to inductive loads. The inductive reactive power, which is
measured in volt-amperes-reactive (VAR), causes the current
to lag behind the voltage in phase. On the other hand, the
voltage across a capacitor will oppose this change, causing
the current to lead the voltage. When power systems have
purely resistive loads, the power is called real power and is
measured in watts. The reactive power and the real power
represent a complex power where the imaginary axis and real
axis correspond to the reactive power and real power of the
vector diagram, respectively. Apparent power is the magnitude
of the complex power in kilovolt-amperes (kVA), and the ratio
between active power and apparent power represents the PF.
In the vector diagram, PF is defined as: FP = cos ϕv_i, where
ϕv_i is the phase angle difference between voltage and current
and can be measured by/from the synchrophasor data.

For instance, the phase difference can be calculated at each
measurement site, which could then be assessed at the local
PDC or control center for possible PF correction. For induc-
tive loads, PF correction can be achieved using capacitors
to compensate for the inductive component of the current.
Bear in mind that the capacitive and inductive loads could
cause oscillation. In addition, calculation of the PF using the
cosine of the angle difference between the voltage and current
is based on the assumption that both waveforms have only
fundamental frequency components. In the presence of har-
monics, the calculation for a single phase can be done by
measuring what is called true PF (TPF), which takes into
consideration the harmonic distortion of voltage and current
waveforms [21]–[23].

We should point out that we assume the μPMUs are capa-
ble of measuring the phasors of voltage and current with
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Fig. 8. Emulab-based network set up for communication between PMUs
and PDCs.

high precision. In addition, the μPMUs should also be able
of estimating the fundamental frequency and harmonics with
great accuracy. This would require using efficient phase and
frequency estimations. This can be very challenging, especially
in distributed systems due to the presence of excessive noise
and harmonics. In our testbed implementation, we have used
a recursive discrete Fourier transform [24]. Based on the syn-
chrophasor data, the local PDC then calculates the TPF. In
our DG model (see Fig. 9), the μPMUs are placed near the
inverters or other sensitive locations, such as reclosers and tie
breakers.

III. EMULATION-BASED WIRELESS TESTBED

IMPLEMENTATION

In our implementation so far, we have considered
UDP/IP. Compared with TCP/IP, UDP/IP is much simpler and
more suitable for real-time transmission. For an end-to-end
transmission of synchrophasor data over WLAN, it is very
important to select an appropriate set of tools for perfor-
mance testing. Bear in mind that using hardware to implement
a testbed for wireless applications imposes a significant chal-
lenge in terms of cost, effort, time consumption, and more
importantly, a lack of flexibility for modifying network con-
figurations, as well as their evaluations under various test
conditions. On the other hand, a combination of simulation
and emulation leverages a common platform for real-time
experimentation. Indeed, emulators can be effective tools to
design a network at the implementation stage. Such a testbed

Fig. 9. Example of loop-radial for wireless network structures consisting of
local μPMUs communicating to the DNO PDC through their local PDC.

would allow us to assess the suitability of different network
configurations for local and wide area measurement systems.
Our primary goal is to implement the hierarchical network
described in the previous section. To accomplish this, we use
Emulab [12], [13] and EMANE [16] to construct PHY and
MAC layers to emulate a wireless connection between PMUs
and a PDC.

Our testbed comprises 29 Emulab nodes where each can be
configured to represent either a PMU or a PDC. This provides
a great deal of flexibility to construct different network con-
figurations of PMUs and PDCs. Every node (PDC or PMU)
is accessed via a 100 Mb/s Ethernet link as shown in Fig. 8.
In order for each node to function as a WLAN device, such
as IEEE 802.11, we use EMANE [16]. EMANE is an open
source framework with a set of application program inter-
faces (APIs) and supports creating MAC and PHY layers to
function in emulation environments. A logical component of
EMANE is the network emulation module (NEM) that estab-
lishes MAC and PHY for WLAN experiments. The complete
set up and the role of EMANE in setting up the interfaces for
a wireless connection between PDC and PMU are shown in
Fig. 8. As shown in Fig. 8, the NEM provides a virtual inter-
face to the over the air (OTA) channel, which is part of the
EMANE domain. A NEM is also responsible for transferring
data between the emulation and application domains. This is
done by creating a virtual interface to the transport layer that
can route traffic within the emulation domains. Fig. 8 also
shows the structure of communication link and the role of
EMANE in setting up the interfaces for wireless connections
between PDCs and PMUs.
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It should be noted that the EMANE runs on each PC
with its own IP address to represent an IEEE 802.11-based
WLAN device. To establish a peer-to-peer multihop commu-
nication between a PMU/PDC and a PDC, the IEEE 802.11 is
set to operate in a distributed coordination function (DCF)
mode [17]. It should be noted that the IEEE 802.11 Standard
uses a carrier sense multiple access with collision avoidance
access protocol. The protocol controls access to the shared
wireless medium [17], which makes it very sensitive to the
interference caused by real-time data transmission [25] as well
as by other active nodes [26]. In addition, the collision avoid-
ance method operates in half-duplex to prevent interference by
simultaneous transmission and reception by the same node.

IV. NETWORK DEPLOYMENT IN

DISTRIBUTED GENERATION

The PMUs collect measurement data throughout the power
system, which may include generation, transmission and dis-
tribution. The synchrophasor data consist of amplitudes of
voltage and current and their respective phase angles and are
time stamped using a GPS signal that is the same at every
location. Based on these measurements the phase difference
between the current and voltage can then be used to calculate
PF (or TPF with harmonics). From the synchronized measure-
ments between two locations at the same time instant, it is
possible to assess the system stress conditions in the presence
of loads and inverters.

Bear in mind that in DG environments the PF can be reg-
ulated by injecting active and reactive powers in order to
maintain the voltage level within an acceptable range. Unlike
the transmission grid, which has a meshed structure, the dis-
tribution system generally has a radial or, in some rare cases,
a loop structure (note that in a loop structure a node can be
fed from two directions). In the presence of the generators,
the injected power can cause severe problems such as voltage
rise. For voltage control over the radial feeder, the on-load
tap-changer (OLTC) at the transformer is normally consid-
ered. In the absence of any communication infrastructure using
OLTC may not be sufficient enough to control the voltage
level and reactive power [27]. With the support of commu-
nication networks, reactive power can be controlled remotely
using a capacitor bank at the local control center [8]–[11].
Within the centralized scenario, if the synchrophasor infor-
mation throughout the distributed feeder is made available at
the DNO, the controller would then be able to instruct power
injection from generators/inverters that are nearest to the loads
with high demand by analyzing the data in each local area.
Fig. 9 shows an example of two radial feeders with μPMUs
placed at such sensitive locations. We assume the final PDC
at the DNO (DNO-PDC) is connected to both feeder PDCs
via the substation backbone network. In this figure, we pre-
sume the measurement devices (e.g., μPMUs) are placed in
the vicinity of the generators/inverters, as well as nearby loads
and/or secondary transformers.

To provide a wireless communication link throughout
the feeder, we are considering a tree-based multihop rout-
ing protocol [26], [28], [29]. Our proposed tree-like routing

scheme is based on the optimized link state routing (OLSR)
protocol [30]. The OLSR is a proactive routing protocol devel-
oped for mobile wireless networks. This protocol maintains
a routing table by periodically exchanging topology informa-
tion in the network. For our application, however, since all the
PMUs are installed at fixed locations, the network topology does
not need to be updated on a regular basis, but only in situations
when the network topology undergoes some changes (e.g., new
PMUs are added). Before describing our routing scheme, the
following presents a brief description of the OLSR.

A. Optimized Link State Routing Protocol

OLSR is an optimization of a pure link state protocol that
employs multipoint relays (MPRs) to reduce the number of
control messages transmission in the network. A MPR node
is selected by its one-hop neighbors and its function is to
forward control messages. Every node periodically broadcasts
a “HELLO” message in order to create its neighbor table, as
well as select its MPRs. This message includes a list of sym-
metric neighbor nodes with bi-directional link and a list of
heard-only neighbor nodes with unidirectional links. If a node
finds itself in a HELLO message, it validates the sender node
as a bidirectional neighbor. By exchanging HELLO messages
each node collects its neighbors’ information for up to two
hops. Based on such information, nodes choose and list their
MPRs. The MPRs are selected in such a way that all the two-
hop neighbors are covered while the number of MPRs would
be small enough to achieve a reduction of network overhead.
Upon receiving a HELLO message that includes the MPR
information, each node generates its MPR table containing
the selected MPRs.

To construct a topology table for routing packets each MPR
periodically broadcasts a topology control (TC) message to
announce its MPR selector list. The information contained in
the message is flooded and diffused throughout the entire net-
work so that every node can build its topology table. An entry
in the topology table contains the destination node and its last
hop node to that destination (i.e., pairs of {node, last hop}),
corresponding to an MPR selector in the received TC message
and the originator of the TC message.

Based on the neighbor and topology table, a node can
then calculate and generate its routing table. The table entries
consist of destination node, next hop address, and estimated
distance from the destination (e.g., hop-count). Specifically,
any connected pair of {node, last hop} in the topology table
is used by a node to find a path to the destination. For instance,
if a node wants to find a route to destination R, it first finds
a pair of (R, I) and then a pair of (I, N) and if N is listed
as its neighbor, the routing is established. Otherwise, the pro-
cess will continue. By selecting a pair with minimal distance
(hop count), nodes are capable of finding an optimal route to
their destination. Note that every known destination node has
a corresponding entry in the routing table.

B. Proposed OLSR-based Tree Routing Protocol

Because of the tree-like structure of radial feed-
ers, OLSR is tailored to develop our OLSR-based tree
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routing (OTR) protocol. As opposed to OLSR where every
node broadcasts a TC message, the OTR only allows specific
nodes such as feeder-1 and feeder-2 PDCs (see Fig. 9) to gen-
erate and broadcast a TC message. This would considerably
reduce implementation complexities, as well as transmis-
sion overhead. A TC message is generated and broadcast
by both feeder-1 and feeder-2 PDCs in a similar manner
as the root announcement in hybrid wireless mesh proto-
col (HWMP) of 802.11s [29]. The information extracted from
the received TC message is used to create a routing table entry.
The originator of the received TC message (i.e., feeder-1 or
feeder-2 PDCs) is labeled as the destination while the hop
count in the received TC message is used as the distance to
each destination (i.e., feeder-1 or feeder-2 PDCs). Therefore,
as soon as a node receives a TC message, it creates its rout-
ing table (instead of topology table). Note that due to a simple
tree-like structure of radial feeders, compared with the HWMP
mesh networks [27], there is a limited number of choices to
find an optimal route. This would help to eliminate computa-
tion complexity which would otherwise be needed to find pairs
with minimal distance. Through rebroadcasting a TC message
by MPRs all nodes in the network are able to create route
entries in feeder-1 and feeder-2 PDCs.

In order to help both feeder PDCs to learn and establish
routes to all nodes in the network, a new control message
called reply to TC (RTC) is created and used in the proposed
OTR. After creating route to feeder-1 or feeder-2 PDCs, a node
upon receiving a TC message, unicasts a RTC to the sender
of the TC message by labeling the feeder-1 or feeder-2 PDCs
as the destination with itself as the originator. This RTC is
then forwarded to the destination (feeder-1 or feeder-2 PDCs)
by intermediate nodes along the path based on their routing
tables. In this way, feeder-1 and feeder-2 PDCs can gener-
ate route entries to all nodes in the network. Note that the
RTC message is only a slight modification of the TC message,
where a new destination field (feeder-1 or feeder-2 PDCs) and
a new receiver field (receiver is selected based on routing table)
are added.

The proposed routing protocol has been implemented and
included in our Emulab testbed. As will be shown in the sim-
ulation section, it considerably improved the overall network
performance compared with OLRS.

As can be observed from Fig. 9, the μPMUs are dis-
tributed along every subfeeder, for volt/VAR assessment.
These μPMUs report to their local PDC which will then gen-
erate a combined frame for transmission to the feeder PDC
by hopping through other local PDCs along its way. We point
out that both radial feeders, as shown in Fig. 9 with dashed
lines, can be tied together to form a closed loop [31], [32].

Looping the radial feeders through a tie breaker switch
would allow the utilities to take advantage of closed loop by
turning the tie breaker switch on when needed. This is consid-
ered the most cost effective solution for future upgrades [30].
For example, under normal conditions the two feeders from
the same transformer can form a closed loop. In abnormal
situations the tie breaker can be switched off so that feeders
can operate in radial fashion until the abnormal areas where
the fault occurred have been cleared. Although we have made

Fig. 10. Hierarchical config.-1. There is one central PDC in level 1, seven
local PDCs in level 2, and 21 PMUs attached to these seven local PDCs.
PMUs communicate with local PDCs in single hop mode.

no attempt to investigate the effect of a tie breaker in the loop,
our network can be easily modified to include a sensor that
can provide a wireless link for any control action to open and
close the tie breaker switch.

V. SIMULATION RESULTS

Having completed the implementation of a real-time testbed
using the emulation platform, in this section, we present the
performance of hierarchical PMU networks. The Emulab sys-
tem is employed, which consists of 29 PC nodes, where every
PC is preinstalled with UBUNTU version 12 [33] and a node
can be either PDC or PMU. The Emulab network operates at
100 Mb. To implement a WLAN, we use the EMANE to set
up links between PMUs and PDCs. The IEEE 802.11 wire-
less link is considered for the testbed and is set to operate in
a DCF mode. The OLSR [30] and the proposed OTR protocols
are invoked for multihop communication. The wireless link’s
bandwidth is set to operate at 2 Mb. The noise figure is 4.0 dB
and the frequency is 2.4 GHz. The retransmission limit is
set as 1, based on the consideration that when a packet is lost it
may not be necessary to retransmit it since the data packet with
next time stamp is expected to arrive via the next data frame.
In our simulation, free space and two ray channel propagation
models are used. The message exchanges at the application
layer are based on the C37.118 Standard. In addition, we have
modified the C37.118 frame structure in order to include our
proposed PMU node classification scheme at the PDC level
(see Section II).

Three hierarchical network configurations are exploited,
namely config.-1, config.-2, and config.-3. The corresponding
network configurations are shown in Figs. 10–12, respectively.
As can be seen from Fig. 10, there is one central PDC in
levels 1 and 7 local PDCs in level 2. Each local PDC man-
ages three PMUs and hence there are 21 PMUs in total.
At the PHY layer, communication amongst PMUs and local
PDCs is accomplished through 802.11b WLAN with a 2 Mb
bandwidth. Two scenarios are considered for PHY layer com-
munication between PDCs at the last stage. In scenario A,
communication between PDCs is through wired LAN with
100 Mb bandwidth, while in scenario B the connection is done
via 802.11b WLAN with 2 Mb bandwidth.
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Fig. 11. Hierarchical config.-2. There is one central PDC in level 1, three
regional PDCs in level 2, six local PDCs in level 3, and 19 PMUs attached
to these six local PDCs. PMUs communicate with local PDCs in single hop
mode.

Fig. 12. Hierarchical config.-3. There is one central PDC in level 1, six local
PDCs in level 2, and 22 (4×4+2×3) attached to the six local PDCs. PMUs
communicate with local PDCs in multihop mode.

Config.-2 (see Fig. 11), consists of one central PDC in
level 1, three regional PDCs in level 2, and six local PDCs in
level 3. Altogether, there are 19 PMUs, which are controlled
by six local PDCs. Similar to config.-1, scenarios A and B are
considered, where the communication between PDCs is either
through 100 Mb wired LAN, or 802.11b WLAN with 2 Mb
bandwidth, respectively.

Config.-3 is specifically designed to implement network
deployment in a DG scenario (see Fig. 9). As opposed to
config.-1 and config.-2 where communication between PMUs
and PDCs is operated in single hop mode, config.-3 communi-
cations are in multihop mode. Specifically, in config.-3, PMUs
report to their local PDC by hopping through other PMUs
while local PDCs forward combined frames to the central PDC
by hopping through local PDCs along the way. As seen in
Fig. 12, we have one central PDC in level 1, six local PDCs
in level 2, and 22 attached PMUs.

In our tests and evaluations, we use the
IEEE C37.118 Standard for synchrophasor data transfer
between PMUs/PDCs and PDCs, as well as our proposed
distributed-monitor-control scheme, which uses PMU clas-
sification at the PDC level. The latter is developed by

Fig. 13. Throughput performance evaluations of the proposed distributed-
monitor-control scheme and the IEEE C37.118 Standard in config.-1
scenarios A and B.

modifying the IEEE C37.118 Standard in order to reduce
the system overhead, share the computational burden of the
central PDC and hence improve the throughput and average
end-to-end delay performance. As described in Section II,
in the proposed scheme a local PDC compares and then
classifies the received data from its PMUs. This is done
with the help of multiple buffer sets. Therefore, a PDC is
capable of storing and comparing at least two consecutive
data frames from its PMUs. By comparing these data the
PDC can then detect abnormal PMUs. Currently, we use
a change of frequency (within a certain range) as a criterion
for a PMU classification. For DG systems, we also include
the PF measurement at each PDC level in order to assess
the amount of reactive and active power that is needed to be
injected or absorbed by local inverters and generators.

As shown in Fig. 7, in the combined data frame from local
PDCs to the central PDC the measurements of abnormal PMUs
are included with STAT being 80, while the measurements
of good PMUs are flagged with a STAT of 90. However,
in order to provide the good PMUs data in the central PDC
archive, local PDCs will include these PMUs measurements
in the combined data at regular intervals (e.g., every 1 s). Note
that in our simulations model, every PMU has five phasors,
three analog values, and one digital value. The packet size
of the data frame is 80 bytes. All the packets are transferred
in a UDP-based data transfer protocol. The fundamental fre-
quency of synchrophasor measurements is 60 Hz. A set of
data frame rates, namely 15, 30, and 60 frames/s, is used to
evaluate the schemes’ performance.

A. Comparison of the Proposed Distributed-Monitor-Control
Scheme and the IEEE C37.118 Standard

In Figs. 13 and 14, we assess the throughput and delay
performances for the proposed distributed-monitor-control
scheme using the PMU classification at each PDC and the
IEEE C37.118 Standard in config.-1, which are referred to as
scenarios A and B. It can be seen from Figs. 13 and 14 that the
proposed PMU node classification scheme shows superior per-
formance when compared with the IEEE C37.118 Standard,
both in terms of throughput and delay. This is particu-
larly true for scenario B where the IEEE 802.11b wireless
link is employed for communication between PDCs, and
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Fig. 14. Average end-to-end delay performance evaluations of the pro-
posed distributed-monitor-control scheme and the IEEE C37.118 Standard
in config.-1 scenarios A and B.

Fig. 15. Throughput performance evaluations of the proposed distributed-
monitor-control scheme and the IEEE C37.118 Standard in config.-2
scenarios A and B.

Fig. 16. Average end-to-end delay performance evaluations of the pro-
posed distributed-monitor-control scheme and the IEEE C37.118 Standard
in config.-2 scenarios A and B.

the proposed scheme achieves a considerable gain over the
IEEE C37.118 Standard. This is mainly because of the greatly
reduced packet size of the combined data frame. This has
also contributed to mitigating the co-channel interference as
a higher data rate contributes to the effect of co-channel inter-
ference. It can also be easily deduced from Figs. 13 and 14 that
both schemes perform better in scenario A than the scenario B.
This is due to the fact that at the final stage, the wired LAN
is used for scenario A to transmit the aggregated data, which
requires a much higher bandwidth. In contrast, in scenario B
where the IEEE 802.11b is used, the transmission suffers
greatly from co-channel interference.

For config.-2, Figs. 15 and 16 show the throughput
and delay performance for both schemes under the same

Fig. 17. Throughput Performance comparisons of the proposed distributed-
monitor-control scheme and the IEEE C37.118 Standard in scenario B of
config.-1 and config.-2.

Fig. 18. End-to-End Delay Performance comparisons of the proposed
distributed-monitor-control scheme and the IEEE C37.118 Standard in
scenario B of config.-1 and config.-2.

transmission conditions. As could be expected, the pro-
posed PMU classification scheme outperforms the IEEE
C37.118 Standard in terms of throughput and delay for
both scenarios. This is also verified by looking at Figs. 17
and 18, where the performances of the PMU classification
scheme in config.-1 and config.-2 are evaluated compara-
tively. We can observe that the proposed scheme attains
a very close performance in both configurations. In con-
trast, the IEEE C37.118 Standard’s performances for both
configurations are relatively similar.

We should point out that the main feature of the hierarchi-
cal structure is to allow the PDC to provide an assessment
of the grid at a local level rather than at the control center.
Consequently, this reduces not only the computation, but
also decision making complexities at the main control center.
Although this would be at the expense of greater bandwidth at
higher PDC levels, thanks to the bandwidth reduction scheme
presented in this paper, the local PDC have the ability to
assess the voltage level and reactive power at the each PDC
level. More importantly, the reduction of data rate would
allow, for instance, more PMUs to report to the local PDC
and/or increase the number of hierarchical levels as long as the
aggregated data rate at the highest PDC level remains within
the bandwidth capacity of the WLAN device. As shown in
Figs. 13 and 15 for both scenarios A and B, the date rate
remains within the IEEE 802.11b capacity even at the highest
PDC level.
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Fig. 19. Throughput Performance evaluations of the proposed distributed-
monitor-control scheme and the IEEE C37.118 Standard in config.-3.

Fig. 20. Average End-to-End Delay Performance evaluations of the pro-
posed distributed-monitor-control scheme and the IEEE C37.118 Standard in
config.-3.

B. Investigation of the OLSR and OTR Protocols

In Figs. 19 and 20, a multihop scenario of config.-3 is inves-
tigated, where the OLSR protocol is employed as a proactive
routing protocol for multihop communication. Different from
the single hop communications in config.-1 and config.-2,
multihop communications generates more co-channel inter-
ference when a similar number of PMUs and PDCs are
deployed. Therefore, both schemes’ performances degrade cor-
respondingly in config.-3. However, compared to the IEEE
C37.118 Standard, the proposed scheme demonstrates its
robustness with much less degradation in this configura-
tion, due to the benefit of less overhead. Obviously, the
proposed distributed-monitor-control scheme is indispensable
when implementing network deployment in DG. The proposed
OTR protocol is investigated and compared with the OLSR in
Figs. 21 and 22. The proposed OTR protocol achieves a notice-
able improvement over the OLSR, because of the benefit of
significantly reduced network overhead. Furthermore, in the
tree-like multihop scenario of config.-3 the proposed OTR pro-
tocol achieves the advantage of much less complexity over the
OLSR protocol.

C. Impact of the Number of Buffet Sets

We should point out that in the previous results, we employ
five sets of buffers at the PDC to store and classify the received
data frame. In Figs. 23 and 24, different numbers of buffer
sets are deployed to access impact on the systems perfor-
mance. Bear in mind that in a situation where the previous

Fig. 21. Throughput performance evaluations of the proposed OTR protocol
and the standard OLSR in config.-3.

Fig. 22. Throughput performance evaluations of the proposed OTR protocol
and the standard OLSR in config.-3.

Fig. 23. Throughput performance comparisons of the proposed scheme and
the IEEE C37.118 Standard using different numbers of buffers in config.-1
scenario B.

data has been lost due to unreliable wireless transmission,
PMU node classification cannot be carried out. However, by
adding more buffer sets, the PDC would be able to use the
nearest available data frame stored in the buffer set. As can
be seen, the performance of the proposed scheme is further
improved, as compared with the IEEE C37.118 Standard. For
instance, Figs. 23 and 24 depict the results by employing the
number of buffer sets to 2, 5, and 10. These results indicate
that by increasing the number of time slots associated with
each set of buffers, the performance can be further enhanced.
Under poor wireless channel conditions, we can expect this
gap to grow further.
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Fig. 24. Average end-to-end delay performance comparisons of the proposed
scheme and the IEEE C37.118 Standard using different numbers of buffers
in config.-1 scenario B.

Fig. 25. Throughput performance evaluations on the communication between
PMUs and local PDCs, where one local PDC and different numbers of
attached PMUs are considered.

Fig. 26. Average end-to-end delay performance evaluations on the com-
munication between one local PDC and different numbers of attached
PMUs.

D. Investigation on the Communication Between PMUs
and Single PDC

In our next set of experiments, we focus our investiga-
tion on the communication between PMUs and a single PDC,
where a PDC communicates with different numbers of PMUs.
The main purpose of this experiment is to assess the impact
of using a higher number of PMUs reporting to a single
PDC in wireless environments. The results are shown in
Figs. 25 and 26, which indicate that when the data frame
rate is at 30 packets per second or higher, the performance
degrades significantly as the number of PMUs exceed 8. This
is due to the effect of co-channel interference for transmission
over a 2 Mb IEEE 802.11b wireless link. According to these
results, we can conclude that the number of PMUs reporting
to a PDC should be less than 8.

Fig. 27. Throughput performance evaluations of the proposed scheme with
free space and two ray channel models in config.-3.

Fig. 28. Average end-to-end delay performance evaluations of the proposed
scheme with free space and two ray channel modes in config.-3.

Finally, we should point out that in contrast to previ-
ous simulations where a free space channel model is used,
Figs. 27 and 28 employ a two ray channel mode with average
3 dB lognormal shadowing for investigation and comparison.
The proposed scheme gets a worse performance in a two
ray channel mode. As expected, this would affect the overall
throughput performance.

VI. CONCLUSION

Our objectives in this paper were to design a hierarchical
synchrophasor network for distributed grid systems and then
implement a testbed using an emulation platform to assess
the network under a real-world experimentation environment.
The network has a hierarchical structure where PMUs initially
communicate with their local PDC. The local PDCs can then
forward the aggregated information to the next level PDC and
so on. The number of hierarchical levels depends on the con-
trol strategy and the placement of the synchrophasor devices
throughout the distribution feeder. The main problem with the
hierarchical network is that the size of the data can grow
rapidly at each higher level PDC. A data reduction method
was then proposed. The new scheme would allow the PDC at
each level not only act as a local controller, but also consid-
erably reduce the information that is needed to be transported
to the next level.

We used Emulab to implement the testbed. The testbed is
then used to assess different network configurations under var-
ious test scenarios. This also included a scenario for radial and
closed-loop feeders in a DG environment. A tree based rout-
ing has then been proposed for the DG system. The results
indicate that the PDC data classification method cannot only
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mitigate redundant data, but can also assist the PDC at each
level to monitor and control the grid locally.
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