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Abstract
We present a review of emerging x-ray and gamma-ray spectrometers based on arrays of superconducting transition-edge sensors (TESs). Special attention will be given to recent progress in TES applications and in understanding TES physics.
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1. Introduction

One role where superconducting electronics have found considerable recent success is as detectors of photons and particles. However, the field of low temperature detectors, which includes superconducting sensors, was last reviewed in 2005 [1]. Since that time, two developments have occurred which motivated the preparation of this article. The years since 2005 have seen the emergence and early applications of complete x-ray and gamma-ray spectrometers based on arrays of superconducting transition-edge sensors (TESs). TESs are thermal detectors that rely on the steep resistive transition of a superconducting material as a thermometer. Arrays of TESs already provide collecting areas and count rates that are two orders of magnitude larger than results from single devices. These improvements have begun to make practical a range of applications in laboratory and large facility settings. The second motivating development is the very considerable recent progress towards understanding the underlying physics of TES devices. This work has implications for the optimal design and operation of TES devices. Here, we present a review of TES detectors for x-ray and gamma-ray spectroscopy as well as developments in the understanding of these devices. The remarkable progress made recently in the development and use of superconducting detectors including TESs for other applications such as millimeter-wave astrophysics falls outside the scope of this article.

The underlying motivation for the use of low temperature detectors is the suppression of thermal noise and the ready accessibility of quantum-mechanical phenomena at cryogenic temperatures. Superconductivity is a quantum phenomenon that appears at low temperatures and that plays several important roles in the emergence of low temperature detectors. Superconducting materials are used in sensing elements, sometimes in the supporting cryogenics, and often in the cryogenic read-out circuits that enable sensor arrays. Read-out techniques for superconducting detectors are also reviewed in this article.

The suppression of thermal noise at low temperatures enables energy or power deposited by photons and particles to be measured with great precision. In the case of x-rays and gamma-rays, the energy of single photons can be measured with resolving powers \(E/\Delta E > 10^3\). This quality of spectroscopy is significantly better than can be accomplished with scintillating or even semiconducting sensors such as high-purity germanium (HPGe) and silicon drift detectors (SDDs). In fact, these resolving powers are competitive with the results of wavelength dispersive measurements using crystals or gratings. However, arrays of superconducting detectors
retain the key attractions of simpler energy dispersive tools. These attractions include large collecting areas, high absorption efficiency, a compact footprint, wide energy acceptance, and a simple efficiency curve. Hence, superconducting x-ray and gamma-ray detectors combine the superior resolving power of wavelength dispersive techniques with the large collection capability and simplicity of operation of energy dispersive techniques. This combination of desirable qualities was not a foregone conclusion and instead is the result of considerable recent technological progress. We will also describe several contemporary instruments based on superconducting detectors.

2. Components of superconducting x-ray and gamma-ray detectors

A single detector must perform several functions, functions that are sometimes performed by distinct structures within the sensor. One structure in a detector must absorb incident photons and convert the energy of the photon into heat or other measurable excitations. Another structure must transduce heat or other excitations into a measurable electrical signal. A detector must also be partially isolated from the outside world; if the energy of an incident photon is not temporarily confined in a finite body, it cannot be precisely measured. Sometimes the isolation of a detector is accomplished by a carefully designed component and sometimes it is accomplished using the thermal impedances that arise naturally at low temperatures. In this section, we describe sensing, absorbing, and isolating structures for TESs.

2.1. Sensing structures

Sensing structures divide naturally into thermal and athermal detection mechanisms. Thermal sensors, which include TESs, detect a temperature change. It can be shown that the RMS energy fluctuations in a thermally isolated heat capacity $C$ at temperature $T$ due to the exchange of energy with a thermal bath also at $T$ are given by $\left(k_BT^2C\right)^{1/2}$ [2]. This quantity, sometimes referred to as the thermodynamic limit, is not the precision limit of a calorimetric energy measurement. Other factors play a role including the quality of the thermometer as well as the sources of broad-band noise in the measurement. However, the resulting detailed expressions invariably are proportional to the simple equation above. Hence, measurement precision is improved when $C$ and $T$ are small. The most common type of thermal superconducting sensor is the TES in which the resistance of a film biased in the superconducting-to-normal transition changes in response to a temperature excursion caused by deposited energy. A detailed expression for the energy resolution of a TES detector in the small signal limit can be found in [1]. In the small signal limit, the resistance excursion due to an absorbed photon is small compared to the quiescent TES resistance. The best TES energy resolutions achieved to date are 1.6 eV FWHM at 5.9 keV [3] and 0.9 eV FWHM at 1.58 keV [4]. An example Mn-$\alpha$ spectrum demonstrating this excellent resolution is shown in figure 1.

A wide variety of films have been successfully used as TESs. For high resolution spectroscopy, the transition temperature is usually chosen to be as low as can be achieved using readily available cryogenics, or around 50–100 mK. However, higher transition temperatures can be tolerated in some cases such as when resolution is limited by factors other than thermodynamic fluctuations. Films with desirable transition temperatures have been achieved using elemental superconductors (such as W), alloys (such as Al-Mn), and proximity-coupled bilayers or multilayers (such as Mo-Cu, Mo-Au, and Ti-Au). The TES film is contacted by superconducting leads with a higher $T_c$ and $I_c$. A crucial innovation is the use of voltage-biased readout achieved by placing the TES in parallel with a smaller shunting resistor [5]. The current through the TES, which depends on its resistance and temperature, is measured by a SQUID ammeter placed in series with the sensor. A detailed discussion of resistance mechanisms in TESs is given in section 5.2.

In the small signal limit, the behavior of TESs can be described using the solutions to a pair of coupled differential equations representing the electrical and thermal circuits [5–8]. These references also describe the fundamental sources of TES noise in the small signal limit. The complexity of the resistive transition is captured by two logarithmic derivatives: $\alpha = (T/R)(dR/dT)$ and $\beta = (I/R)(dR/dI)$ that can be measured at a particular bias point even if they cannot be predicted theoretically. These results are well summarized in previous work and will not be repeated here. However, TES x-ray and gamma-ray detectors are routinely operated outside the small signal limit because dynamic range is in tension with energy resolution [9]. To describe TES behavior in the large signal limit, it is necessary to understand the true shape of the resistance surface $R(I, T)$ where resistance varies with current and temperature. The transition shape also depends on the local magnetic field $B$ which can be caused by external...
sources or the bias current of the TES itself; hence, it is reasonable to consider the still more complicated $R(I, T, B)$ surface. The resistance surface depends on the underlying physics of the resistive transition and, in particular, on the resistance mechanism. Significant progress has been made in the last decade understanding the resistance mechanism of TESs and this work is reviewed in section 5. With expressions for $R(I, T)$, it becomes possible to evaluate TES performance under more realistic conditions where absorbed photons produce large temperature and resistance excursions.

A photograph of a TES sensor is shown in Figure 2(a). The interdigitated structures on top of the TES are additional normal metal films whose presence regulates current flow and helps to control the transition width and device noise [10, 11]. Prior to the introduction of normal metal structures, broadband noise whose amplitude exceeded the expected nonlinear Johnson noise was commonly observed in TESs. With these structures, noise levels near the nonlinear Johnson limit are routinely but not always achieved. The physical origin of the so-called excess or unexplained noise remains unclear but its dependencies have been heavily studied [12, 13].

Other thermal sensing structures include heavily-doped semiconductors whose resistance continues to depend on temperature in the cryogenic regime and thin films with temperature-dependent magnetic properties. While not the focus of this article, these devices deserve brief mention. Semiconducting detectors have achieved good resolution levels for x-ray and gamma-ray spectroscopy [14, 15] but lower values of the logarithmic derivative of resistance with temperature typically produce inferior resolution and speed compared to TESs. Further, the absence of a multiplexing scheme has limited x-ray and gamma-ray arrays to tens of devices. Magnetic sensors have achieved resolution values comparable to TESs and may achieve better resolution in the future [16]. However, multiplexing these devices is more

---

**Figure 2.** (a) On the left, micrograph of a TES for gamma-ray spectroscopy. Superconducting molybdenum leads contact the left and right sides of a molybdenum-copper bilayer TES at the center. Interdigitated normal metal films are added to the TES. A network of normal films connects the TES to horse-shoe shaped epoxy posts. A bulk absorber is later attached to the top of the posts. Energy leaving the absorber is conducted to the TES through the normal layer. All these thin-film components are located on top of a relieved SiN membrane that appears dark green in the photo. On the right, micrograph of an array of such TESs. Bulk superconducting tin absorbers have been attached to some sensors in the array. Reprinted with permission from [40]. Copyright 2012, AIP Publishing LLC. (b) On the left, micrograph of an $32 \times 32$ array of x-ray TES sensors with overhanging absorbers. On the right, a zoomed view of a few of the TESs from this array. The sensing bilayer is hidden by an elevated $242 \times 242 \mu m$ thin-film bismuth absorber. The absorber contacts the TES in the T-shaped region only. The details of these overhanging absorbers is described in Iyomoto et al [41]. Photographs courtesy of Caroline Kilbourne, NASA Goddard Space Flight Center.
challenging than TESs and work towards sensor arrays is still at a very early level of development.

Athermal sensors measure excitations, typically superconducting quasiparticles, created by an incident particle or photon. Examples include superconducting tunnel junctions (STJs) and microwave kinetic inductance detectors (MKIDs). To date, the resolution of STJs and MKIDs is inferior to TESs [17–19] and the absence of a multiplexing scheme for STJs is an obstacle to their use in large arrays. In contrast, high multiplexing factors are possible with MKIDs. In recent work, MKIDs have been used as thermal sensors for the temperature of an isolated platform in much the same way as TESs [20].

2.2. Absorbing structures

TES detectors typically rely on photoelectric absorption of x-rays and gamma-rays. The absorbed photon is annihilated and its energy $E_g$ is transferred to a single electron that acquires kinetic energy $E_k = E_g - E_b$ where $E_b$ is its previous binding energy. The hot photoelectron then relaxes to the Fermi level by electron-electron and electron-phonon scattering. The energy lost in a single electron-phonon event is limited to $k_b T_D$ where $T_D$ is the Debye temperature or 10’s of meV so electron-electron scattering is initially a more efficient cooling mechanism. As electronic excitations approach the Fermi level, cooling by electron-phonon scattering becomes more important. Hot phonons either excite additional electrons or escape to the heat bath. The escape of hot phonons corresponds to lost signal and event-to-event fluctuations in this loss are a source of noise [21, 22].

Superconducting detectors are often designed to reduce these losses either by locating the absorber on a micro-machined membrane or by isolating the absorber above the substrate on small-area supports as shown in figure 2. The initial relaxation cascade is completed within about $10^{-10}$ seconds depending on the material, and results in a partitioning of the energy of the absorbed photon among the electron and phonon systems of the absorber. In a normal metal, electronic energy takes the form of an increased electron temperature; in a superconductor, electronic energy takes the form of additional quasiparticles. Several authors have treated the rapid relaxation cascade and estimated the subsequent division of energy among electrons and phonons [23–25].

In an ideal absorber, all the energy of the photon is converted to a measurable form resulting in a well-defined photopake whose width is limited by noise mechanisms after the initial thermalization process. However, numerous non-idealities are possible. Even at very low levels, Compton scattering produces a weak continuum of events below the main photopake as scattered photons can leave the sensor resulting in partial energy deposition. The likelihood of Compton scattering grows with photon energy for the energies likely to be encountered by TES detectors [26]. The escape of some of the initial hot photoelectrons from an exterior surface of the absorber will also produce a weak low-energy continuum [27, 28]. The amplitude of this continuum is operationally important since it affects the ease of observing weak photopakes at energies below a stronger spectral feature [29]. The composition of the absorber can also contribute non-idealities. Insulating absorbers work poorly because of the creation of long-lived electronic excitations during the relaxation cascade that are lost to the subsequent energy measurement. Since the energy to create an electron-hole pair is about 10 eV in an insulator, even small event-to-event fluctuations in the number of such pairs will degrade sensor resolution. Similar effects can occur in semiconductors with finite gaps. Normal metals, semimetals, zero-gap semiconductors, and some superconductors have worked well as absorbers because they quickly and reproducibly thermalize close to 100% of deposited energy.

In superconducting detectors for photons below about 1 keV of energy, the sensing structure usually provides enough stopping power to also act as the absorber. For higher energy photons, an absorber is usually needed. For thermal detectors such as TESs, the absorber should combine high stopping power, low heat capacity, and good thermalization properties. Between 1 and 10 keV, the absorber is typically another film in good thermal contact with the sensing element. The semimetal bismuth is widely used because of its high atomic number ($Z = 83$) and very low specific heat. Gold is also commonly used because of its high atomic number ($Z = 79$) and low specific heat for a normal metal. An absorber containing 3 um of gold has a 92% chance of absorbing a 6 keV photon.

At energies above 10 keV, absorption in thin films becomes less likely. Electrodeposition can be used to grow films 10’s or 100’s of microns thick to absorb high energy photons. Alternatively, a bulk foil prepared separately can be attached to a thin-film sensor. This attachment is most easily done with a cryogenic epoxy, but use of an insulating epoxy implies that energy can only leave the foil in the form of phonons. Superconducting absorbers are attractive because the electronic contribution to the specific heat of a superconductor scales as $e^{-|E_c|/T}$. For $T/T_c \approx 0.1$, this contribution is effectively zero which preserves energy resolution. However, achieving rapid and efficient thermalization of energy deposited in bulk superconductors remains a challenge and the use of bulk superconducting absorbers is an active area of research [25]. In this context, we take thermalization to mean the conversion of photon energy into phonon energy that can leave the absorber and heat the sensor. Simple models of energy thermalization in a bulk superconductor predict that energy will remain in the quasiparticle system for impractical lengths of time because the time for a recombination phonon produced by the annihilation of two quasiparticles to break another Cooper pair is typically much shorter than the time for a recombination phonon to exit bulk material through a glue joint. This effect results in a greatly extended quasiparticle lifetime. However, actual pulse durations from some superconductors (Pb, In, and Sn for example) are far shorter than the calculated thermalization times, posing the question of why these superconductors work as absorbers as well as they do. Thermalization in superconducting tin ($Z = 50$) is
particularly fast and complete. Trapped flux, impurities, and other sources of local energy-gap suppression may accelerate quasiparticle recombination and lead to the generation of recombination phonons that cannot break Cooper pairs in the higher gap regions of pristine material, thus facilitating phonon escape. Further, recent work indicates that the intrinsically anisotropic energy gap and density of states in clean, bulk tin powerfully accelerate thermalization [30].

Bulk absorbers are often attached to a sensing structure by a cryogenic epoxy [31–34]. However, it has recently been shown that at least some epoxies are the source of extended heat release after the absorption of a photon that delays sensor recovery and is easily mistaken for slow thermalization in the absorber. When a metallic joint was used to connect a Sn absorber to a TES thermometer, >95% of deposited energy emerged from the device on prompt timescales indicating that thermalization occurred much faster than the thermal time constants of the device [35].

Certain superconducting materials such as tantalum are, in principle, extremely attractive for x-ray and gamma-ray absorbers. Tantalum has a high atomic number (Z = 73) and a high Debye temperature so that its phononic specific heat is very low. However, detectors using bulk tantalum absorbers show time constants of $10^{-2}$ s or longer that are largely impractical [36]. While these extended time constants may be due to slow thermalization, both historical and contemporary measurements of the heat capacity of Ta are much higher than the expected phononic contribution, an excess which will slow device recovery [37, 38]. In contrast, both historical and contemporary measurements of the heat capacity of Sn are close to the expected values [38, 39].

While rare, other absorbing schemes combine athermal and thermal processes. For example, phonons or quasiparticles created in a large volume absorber can be coupled to a smaller sensor. Some resolution degradation is often associated with such schemes.

2.3. Thermal isolation

If a thermal detector is in near perfect thermal contact with the outside world, then the pulses created by incident x-rays and gamma-rays will be so fast that they exceed the bandwidth of realistic amplifiers. Hence, some thermal isolation is necessary. A thermal impedance to the outside world that significantly exceeds the thermal impedances within a device also helps ensure that the device response is independent of the position where a photon is absorbed.

Thermal isolation can be achieved via electron-phonon decoupling, acoustic mismatch at film interfaces, or by limiting phonon transport. Phonon transport can readily be tailored using geometry and material choice. TES detectors have been isolated on patterned SiN and SOI membranes with thicknesses of about 100 nm to a few microns. Detectors have also been isolated using full-thickness Si wafers patterned into meandering beams. Detectors can be fabricated on bulk substrates using a combination of electron-phonon decoupling and acoustic mismatch for thermal isolation. The power flow due to acoustic mismatch scales as film area and the fourth power of temperature. Power flow due to electron-phonon decoupling scales as film volume and usually as the fifth or sixth power of temperature. So, electron-phonon decoupling will be the limiting thermal impedance at very low temperatures and in very thin films. As mentioned above, the escape of phonons created during the initial relaxation cascade is a risk in devices on bulk substrates that can be avoided by elevating the absorber as shown in figure 2. We conclude by noting that electronic energy is prevented from leaving the TES through the higher gap leads because of the low electronic thermal conductivity of superconductors and because of Andreev reflection at the TES-lead interface.

3. Sensor readout

The choice of readout approach for cryogenic sensors is highly dependent on the type of sensor being measured. In some cases there is a natural choice for the readout. For example, MKIDs are constructed from microwave resonators and so are naturally measured in the frequency domain. TESs are almost always measured using SQUIDs as sensitive ammeters. SQUIDs are compatible with a number of different readout implementations. The independence of the measurement SQUIDs from the TES sensors poses some mechanical complexities but also allows separate optimization of the sensors and readout. Crucially, SQUIDs enable multiplexed readout of TESs meaning the readout of many sensors using a smaller number of amplifier channels. Multiplexing has proven crucial to the development of large arrays of sensors since it reduces the mechanical, thermal, and financial burden of having readout circuitry for each pixel. Some other cryogenic sensors, i.e. silicon thermistors and STJs, lack a readout that is compatible with multiplexing. The most noticeable difference between multiplexing implementations is the choice of the basis that is used to separate the signals from different sensors [8, 42]. The different modulation functions being pursued for TESs are shown in figure 3. Besides the encoding and decoding steps, multiplexing also requires the combination of different sensor signals into a smaller number of channels. This combination necessitates a band-pass limiting filter for each sensor so that their broad-band noise contributions are not summed.

Multiplexing is almost always important in x-ray and gamma-ray applications where large arrays of cryogenic sensors are needed to boost collection efficiency and count rate. For x-ray and gamma-ray applications, much of the progress since the last major review of cryogenics sensors [1] has been enabled by the emergence of array-scale readout systems. In what follows, we provide brief summaries of the different types of SQUID multiplexing, review progress achieved in the last decade, and describe the advantages and disadvantages of each approach. The discussion is organized by multiplexing basis set. Proceeding in order of technical maturity, we will discuss time-division multiplexing (TDM), code-division multiplexing (CDM), and low-frequency frequency-division multiplexing (FDM), followed by promising recent results from microwave resonator based readout.
3.1. Time-division multiplexing

TDM consists of combining the signals from a series of sensors into a single shared amplifier chain by separating them in the time domain [43]. Each sensor in TDM has a dedicated first stage SQUID. The measurement sequence for a column of sensors consists of turning on one of the SQUIDs, waiting for transients to settle, averaging over some measurement period, and then repeating for the next SQUID in the column. As shown in figure 4, a TDM multiplexer is designed so that a single pair of control lines can turn on SQUIDs in otherwise distinct columns. An M column by N row TDM SQUID multiplexed readout needs on the order of $MN$ signal lines instead of $MN^2$ that would be necessary if each detector had its own readout chain.

The bandwidth of each measurement is set by the boxcar modulation function, see figure 3, such that the noise bandwidth is $1/2\delta t_s$, where $\delta t_s$ is the time the multiplexer dwells on...
a given pixel. The rate at which all the pixels in a column are measured, the so-called frame rate, depends on the number of pixels in a column \((N)\) as \(1/(N\delta t_c)\). Noise above the Nyquist frequency of the frame rate, \(1/(2N\delta t_c)\), but below the measurement bandwidth is aliased into the signal band. Typically, only SQUID noise is present at these frequencies because of the \(L/R\) roll-off of the TES bias circuit. Therefore, the effective SQUID current noise scales as \(\sqrt{N}\). For a fixed current response from a TES, increasing the mutual inductance between sensors and SQUIDs reduces the effective current noise at the expense of increased signal slew rates. To maintain a flux-locked loop at each SQUID [45], feedback signals are computed after each SQUID measurement, stored, and applied the next time that sensor is measured. If the signal slew rates are too large, flux-lock can be lost and the signal from that sensor is corrupted. The correct choice of the inductance in series with the TES can moderate the slew rate on the rising edge of pulses and shorten pulse durations, even for complex two-body sensors [46].

At the moment, TDM is the most mature of the TES multiplexing architectures and has achieved the largest arrays both for TES microcalorimeters and bolometers [47]. To date, the shortest time demonstrated for turning on and measuring a SQUID is 320 ns. Work is underway to reduce this interval to 160 ns. TDM has been used to demonstrate 3.0 eV FWHM resolution at 5.9 keV in a 2 column by 16 row array of x-ray TESs [48]. TDM has been used to measure 256 TESs in 8 columns of 32 rows in an instrument optimized for 200 keV gamma-rays [40]. Recently, TDM has also been demonstrated with magnetoically coupled calorimeters [49].

Because spectrometers that use TDM have been in operation for several years now, there has been an opportunity for some engineering refinements. Unlock events in the SQUIDs can be detected and rapidly restored in the firmware of the digital feedback electronics. Further, there is a growing understanding of sources of cross-talk. Besides operational improvements, TDM circuit architectures continue to evolve and improve. A number of groups have pursued current steered switches which, among other benefits, make TDM circuitry more robust to variation in the critical current in the SQUID fabrication process [50–52].

The major advantages of TDM are its simplicity and maturity. A useful feature of TDM is that it is straightforward to turn off the multiplexing and measure a single TES. Since the TES bias is not modulated, this is the simplest possible operational state. The ability to fall back to non-multiplexed, DC-biased readout can be helpful in debugging an instrument or performing single pixel characterization. The chief disadvantage of TDM is the \(\sqrt{N}\) noise penalty. The chief optimization in TDM is the balance between SQUID noise and maintaining flux lock on the leading edges of pulses.

### 3.2. Code division multiplexing

Code-division multiplexing combines many of good features of TDM with the potential to read out larger arrays or faster pixels [53, 54]. The orthogonal modulation functions for CDM are the Walsh codes [55]. An example of a Walsh code for four channels is shown in figure 3. It can be seen that, at any instant, the signals from all the sensors are combined with different polarities. The combination of polarities changes between measurements. Then, a matrix inversion is performed on a sequence of measurements to separate the signals from the individual sensors. Since the signals are switched like in TDM, CDM requires bandwidth higher than the Nyquist bandwidth. Therefore the SQUID noise is degraded by \(\sqrt{N}\) due to aliasing. However, since all the pixels are measured all the time, \(N\) independent samples of each input signal are obtained, boosting the signal-to-noise ratio by \(\sqrt{N}\).

The factors of \(\sqrt{N}\) cancel so there is no noise penalty for adding more sensors. Since CDM does not suffer a \(\sqrt{N}\) noise penalty, the coupling to the SQUIDs can be smaller than in TDM. A smaller coupling increases the dynamic range of the SQUID, which enables the readout of more or faster pixels. The sensors remain DC biased as in TDM.

Currently there are two implementations of CDM which use different mechanisms to switch the polarity of the sensor signals [53]: flux summation (\(\Phi\)-CDM) and current steering (I-CDM). Neither of these mechanisms modulates the polarity of the TES bias, as was proposed in early CDM multiplexing schemes [57]. \(\Phi\)-CDM uses \(N\) input coils coupled to all \(N\) SQUIDs in different polarity configurations to code the Walsh modulation. A four-row example of \(\Phi\)-CDM is described in figure 5. The signals from the \(N\) SQUIDs are measured sequentially as in TDM. The major drawback to \(\Phi\)-CDM is that every TES is connected to every SQUID. The signal routing length and therefore the lithographic fabrication complexity increase as \(N^2\). The major advantage is that it is straightforward to move from existing TDM systems to \(\Phi\)-CDM.

I-CDM uses a superconducting switch to modulate the polarity of the signals coupled to the SQUIDs. All the TESs couple to the same SQUID with different patterns of polarities modulated by superconducting switches. The switched nature of I-CDM allows the TESs to be dc voltage biased without the need of a shunt resistor. The bias is inductively coupled into the readout loop passing through the polarity switches in such a way that the TESs which are on the other side of the low pass filter see an essentially constant dc bias [54]. By controlling the ramp signal that is coupled to the loop, each TES can be set to its optimum bias without the dissipation that occurs when using a shunt resistor. The lower power dissipation per TES could be important for larger arrays of TESs. The reduced dissipation in the TES and ability to avoid the \(\sqrt{N}\) noise penalty make I-CDM a promising technology for mega-pixel arrays of TES microcalorimeters. One implementation of the switch is to have low inductance dc SQUIDs in the two arms of the switch biased \(\pi\) out of phase from each other such that a flux input determines which arm of the switch conducts current [50].

\(\Phi\)-CDM and I-CDM have both been demonstrated at small pixel counts. In 2010 Niemack et al. [51] demonstrated a four row I-CDM circuit with no \(\sqrt{N}\) dependent noise penalty and low levels of crosstalk. An eight row \(\Phi\)-CDM measurement was performed in 2012 by Stiehl et al. [56]. The effective SQUID noise was 19 pA/Hz\(^{1/2}\) and the x-ray TESs...
achieved 3 eV FWHM resolution or better at 5.9 keV for all the detectors except the unswitched row. Analysis methods were developed to determine the ideal matrix to deconvolve the data while minimizing crosstalk [58]. Larger \( \Phi \)-CDM chips are under development and will be available for upcoming kilo-pixel arrays of x-ray TESs.

CDM retains much of the simplicity of TDM while eliminating the \( \sqrt{N} \) SQUID noise penalty. CDM can be implemented in a very compact footprint, i.e. under an overhanging absorber of an x-ray pixel [54]. So-called in focal plane multiplexing may enable very large sensor arrays in the future.

3.3. Frequency-division multiplexing

In FDM, distinct frequency tones are used to orthogonally encode a set of signals, see figure 3. In the current implementations of SQUID FDM at MHz frequencies [59, 60], the modulation is applied to the bias of the TESs and the signals from many TESs are summed into a single SQUID amplifier. As shown in figure 6, each TES in a unit block (column) is connected to an inductor and capacitor that define a frequency-specific resonance together with the TES resistance \( R \). The LCR circuit selects a bandwidth around the target carrier frequency and filters out of band signals and noise. The resonances must be adequately separated in frequency space to prevent cross-talk. The signals for all the TESs in a given row are demultiplexed at room temperature using either an analog [61] or digital circuit [62]. Since the bandwidth of the readout can be limited to the same bandwidth as the sensor, FDM does not suffer noise aliasing from higher frequencies and does not have the \( \sqrt{N} \) noise penalty present in TDM.

A challenge of FDM is that all the signals and their carrier tones are summed and need to share the limited dynamic range of the measurement SQUID. Early versions of FDM extended the dynamic range of the SQUID by operating in a flux locked loop and applying a phase-shifted signal to cancel the carrier tones [61]. Still larger numbers of pixels per column can be achieved by employing feedback to cancel signals in the individual channels along with the carriers using baseband feedback (BBFB) [63] and digital active nulling (DAN) [64]. These techniques demodulate the carriers, identify the signals, create the necessary response to cancel carrier and signal at the SQUID and send this response as feedback. Such techniques can only work up to a maximum frequency set by time delays of the feedback circuit.

Another challenge is that the wiring before the amplifier must be carefully designed to reduce stray inducances and other series impedance that can affect the stability of the voltage-bias and cause crosstalk between channels [61]. The use of BBFB and DAN allow for larger inducances by suppressing the effective SQUID input impedance [64].

FDM is well established for the readout of TES bolometers. For example, the EBEX balloon instrument has 16 bolometers per readout chain between 0.4 and 1.2 MHz [65] and there are plans to move to bandwidths of a few MHz to multiplex 40 bolometers per readout chain for POLARBEAR-2 [66] and 160 bolometers per readout chain for the Safari instrument on SPICA [67]. While the first demonstration of high-resolution TES calorimeter multiplexing was performed with FDM [68], most subsequent TES calorimeter multiplexing has been performed with TDM and CDM. For example, the FDM multiplexing factor for gamma-ray TESs has not progressed beyond the two pixels described in [68]. Difficulties achieving similar energy resolution for AC-biased TESs as for DC, and the higher per pixel bandwidth of TES calorimeters compared to bolometers have been obstacles. However, recent developments suggest that some of the factors limiting the multiplexing factors achieved with FDM will be overcome.

There are plans to measure 40 x-ray TESs per readout SQUID for the ATHENA satellite mission [69] using FDM with BBFB and resonance frequencies up to 5 MHz. In preparation for ATHENA, much work has been focused on eliminating resolution degradation observed under AC-bias compared to DC [70, 71]. The cause of this degradation remains uncertain but one candidate originates in the nature of the resistive transition. As will be described in section 5, both the weak link and phase-slip models of the transition dictate that local regions of the \( R(I, T) \) surface manifest increased noise. Under DC bias, these regions can usually be avoided [48]. Under AC bias, \( T \) is constant because the bias frequencies greatly exceed the maximum thermal response frequency but \( I \) varies with bias. As a result, even a quiescent pixel travels on the \( R(I, T) \) surface and may encounter noisy regions of the transition. Nonetheless, resolution values achieved under AC bias continue to improve as does theoretical understanding [72].

FDM has a number of attractions including the absence of a \( \sqrt{N} \) SQUID noise penalty. Unlike in TDM and CDM, the
tiplexing is shown in representation of one realization of microwave SQUID mul-
tes x-ray and gamma-ray microcalorimeters. A schematic combine the attractive features of MKID readout with proven
advantages. The LC filters needed for FDM occupy signif-
icantly more space than the LR filters used in TDM and
CDM. The flux burden on the readout SQUID is highest for
FDM necessitating more complicated feedback schemes. The
use of AC TES biases complicates simple tasks like pixel
characterization. Finally, achieving the same spectral resolu-
tion under AC bias as under DC is not routine and is presently
a topic of research.

3.4. Microwave resonator based multiplexing

Two classes of microwave resonator based readout have
received significant attention in the past decade due to their
potential for readout of much larger arrays of sensors. The
two techniques potentially offer total system bandwidths of
100s of MHz or even several GHz, compared to less than 10
MHz for time-, code-, and frequency-domain SQUID multi-
plexing as they are currently envisioned. The first class of
microwave resonator based multiplexed readout uses MKIDs in
which some part of the resonator is the sensing element.
The signal of interest breaks Cooper pairs causing a shift in
resonance frequency and a drop in the quality factor that can
be sensed by probing each resonator with a microwave tone.
The second class is the microwave SQUID multiplexer, where
the sensing element (i.e. a TES or magnetic calorimeter) is
separate from the resonator and an intermediate SQUID
couples the sensor response to the resonator. The SQUID
response shifts the resonance frequency which can then be
monitored in the same way as in MKID readout.

MKIDs were pioneered by the Zmuidzinas group at
Caltech [74]. They are an attractive technology for large
arrays of sensors because of the large potential readout
bandwidth and the simplicity of their packaging. Most work
to date has focused on long-wavelength astrophysics appli-
cations. For x-ray and gamma-ray applications, MKIDs have
yet to show resolving powers that are competitive with TESs
or magnetic calorimeters [19, 20]. One issue for x-ray and
gamma-ray applications is how to design a MKID that
combines high detection area with good energy resolution.
Since excellent reviews of MKIDs exist [75], in the remainder
of this section we will focus on microwave SQUID
multiplexers.

Microwave SQUID multiplexing has the potential to
combine the attractive features of MKID readout with proven
TES x-ray and gamma-ray microcalorimeters. A schematic
representation of one realization of microwave SQUID mul-
tiplexing is shown in figure 7. The current through each
sensor is inductively coupled to either a dc or rf SQUID. Each
SQUID is then coupled to a resonant circuit, such that a
change in flux in that SQUID shifts the resonant frequency of
the corresponding resonator. All the resonant circuits are
coupled to a common feed line and the response of the sen-
sors is probed using a sum of microwave tones. The com-
bined signals are measured by a single high bandwidth
HEMT. At microwave frequencies, the resonant circuits can
be fabricated from compact, low-loss components that are
also compatible with typical SQUID fabrication processes.
Microwave SQUID multiplexing has the potential to provide
significantly more readout bandwidth than conventional
techniques. This bandwidth can be used to multiplex larger
numbers of sensors or alternatively allow each sensor to have
a significantly higher bandwidth. A per sensor bandwidth
increase could be useful for magnetic calorimeters in which
the signal generation is intrinsically very rapid. Achieving
high bandwidth per sensor could also be important for some
proposed TES microcalorimeter experiments that operate at
high count rates, such as at a high repetition rate x-ray free-
electron laser, or where pileup rejection is critical, such as in
neutrino mass measurements [76].

SQUIDs are typically operated in a feedback loop due to
their periodic response curve. TDM, CDM, and low-fre-
quence FDM multiplexing all incorporate feedback. None-
theless, open loop operation of SQUIDs is possible and
envisioned for microwave SQUID multiplexing. One
approach is to flux-bias at a sensitive point of the SQUID
response curve and to limit flux excursions to well below a
flux quantum [77]. A more practical approach is to apply a
rapidly varying signal to the SQUIDs in addition to the signal
of interest so that the SQUID is modulated over the entire
response curve [78–80]. For flux ramp modulation [80], a
common ramp signal is coupled to all the SQUIDs. Assuming
the modulation frequency is higher than the frequencies in the
input signal, the input signal is extracted as a phase shift to the

Figure 7. Schematic representation of a microwave SQUID multi-
plexing circuit. A rf SQUID is coupled to a microwave resonator
such that a change in the inductance of the SQUID shifts the
resonant frequency. Many resonators, each with a unique resonance
frequency, are coupled to a common feed line. All resonators are
read out simultaneously by applying a comb of probing frequencies
to the feed line. The transmitted tones are amplified by a HEMT
amplifier before reaching room temperature demodulation elec-
nronics. Figure courtesy of John A B Mates, National Institute of
Standards and Technology.
demodulated signal. Flux ramp modulation has several important benefits. It linearizes the SQUID response without the need for feedback or a separate flux bias. A signal can be tracked over many flux quanta, increasing the usable dynamic range. Finally it modulates the SQUID signals to frequencies that are above the two-level system noise that often plagues other superconducting resonator based readouts [81]. Since the SQUID spends a fraction of its time in the insensitive portion of the response curve, there is a $\sqrt{2}$ noise penalty [80]. However, in most cases the benefits outweigh this small increase in the noise.

The microwave SQUID multiplexer was proposed and first demonstrated by Irwin et al [77]. The first demonstration used lumped element resonator circuits and dc SQUIDs and showed a flux noise of $\sim 0.5\mu\Phi_0/(\text{Hz})^{1/2}$. Since this work, there have been a number of other promising demonstrations in the range of a few GHz based on high Q lithographically fabricated resonators using both dc SQUIDs [79] and nearly dissipationless rf SQUIDS [82–85]. There have also been efforts to design microwave SQUID multiplexers for metallic magnetic calorimeters [86].

Recently, Noroozian et al [87] performed a two-pixel demonstration of microwave SQUID multiplexing where two gamma-ray TESs were readout simultaneously without significant degradation of the energy resolution. Using similar designs but with optimized coupling, the current noise referred to the input has been reduced to $17 \text{ pA}/\text{Hz}^{1/2}$ [88], which should be suitable to read out most x-ray and gamma-ray TESs without resolution degradation. Kohjiro et al have also demonstrated low noise operation of a microwave SQUID multiplexer reporting $31 \text{ pA}/(\text{Hz})^{1/2}$ [85]. A variety of calorimetric instruments plan on using microwave SQUID multiplexers as their sensor readout including: SLEDGEHAMMER [88], HOLMES [76], and ECHo [89]. The future of microwave SQUID readout looks extremely bright although significant work remains to be done on the room temperature electronics that must generate and demodulate the large number of microwave tones.

Finally, there is significant promise in hybrid multiplexing implementations where a combination of the different basis sets is used. For detectors that use a small fraction of the available bandwidth, i.e. many TES bolometers or slower microcalorimeters, these hybrid schemes have the potential to more efficiently use the available bandwidth. Hybrid multiplexing is common in the telecommunications industry, i.e. time-division multiple access (TDMA) and code-division multiple access (CDMA) in mobile phones. TDMA combines signals using TDM and then sends the combined signals over one of a larger number of frequency multiplexed channels. CDMA is similar but uses CDM instead of TDM. A demonstration of TDMA suitable for TESs was performed using a TDM first stage coupled to a second stage SQUID in a resonant circuit [90]. An especially efficient hybrid basis would be to use CDM as a first stage of a wide bandwidth microwave SQUID multiplexer [83]. A 256 channel CDM combined with a 512 channel microwave SQUID multiplexer would be capable of reading out 131,072 pixels. It would only take eight of these systems to readout a megapixel array, enabling many new applications for microcalorimeters.

4. Pulse processing

The result of a photon or particle striking a microcalorimeter is an electrical pulse whose area and height are proportional to the deposited energy. Simple pulse processing approaches such as picking off the highest point of the pulse or integrating its area fail to use all the information contained in the data and thus do not produce the best resolving power. Under the assumptions that the signal and noise are stationary and that the pulse does not change shape with energy, it can be proven mathematically that the resolving power is maximized by convolving pulses with the optimal filter (Wiener filter) and using the height of the convolved pulses as an uncalibrated energy metric. The optimal filter is constructed from the average pulse shape and the noise power spectral density. Optimal filtering of pulses has been used for over two decades in microcalorimeters [91]. In this review, we focus on recent advances beyond the standard method. These advances are concentrated in two main areas; processing high-rate pulses that show significant pile-up and processing pulses that show a high degree of nonlinearity.

Many current and potential applications of microcalorimeters involve high photon event rates. In these applications, it is desirable to use piled-up pulses, i.e. pulses that fall on the tail of a previous pulse or that have another pulse in their tail. If these pulses are filtered with the typical optimal filter, the result gives a very poor estimate of the photon energy because the piled-up pulse shape does not match the average pulse shape. As a result, such events must be carefully removed from the data set. One way to utilize as many pulses as possible is to use short records that minimize the chances of pileup within a record. However, Doriese et al [92] have shown that short pulse records degrade resolution, even in the absence of pileup. The event grade technique [93] was developed for earlier microcalorimeters in order to balance energy resolution and photon throughput. Pulses are assigned to grades based on how close they occur in time to another pulse. Each pulse grade can have a filter whose length is appropriate for that pulse separation. The event grade technique will be used in the SXS instrument on Astro-H [94] and has been used to improve high rate data in TESs [95].

An alternative to optimal filtering in high rate scenarios was developed by Tan et al [96]. In this work, a running sum algorithm was used to extract pulse heights. While the running sum algorithm showed worse energy resolution compared to the optimal filter (about 10% worse for 3 eV FWHM resolution detectors), the effective record length can be very short and the algorithm can correct for a decaying baseline prior to the pulse of interest. Alpert et al [97] calculated the theoretical resolution of the running sum algorithm and showed that the observed degradation was consistent with the expected performance of this approach. For some applications, the increased throughput of the running sum filter may outweigh the degraded energy resolution. Also, the running
sum filter lends itself to implementation in firmware and has been demonstrated in real-time pulse processing [98].

Another approach to high rate pulse processing, proposed by Alpert et al [99], introduced the more general class of filters that are the optimal filter subject to constraints such as orthogonality to constants and orthogonality to exponentials. This work also used the noise auto covariance instead of the noise power spectral density to construct the optimal filter. With a filter that was orthogonal to both a constant and an exponential decay from a preceding pulse, Alpert et al showed a 45% higher output rate and better resolution for pulses with pile-up. However, the resolution limits are slightly worse for isolated pulses as constraints are added to the filter.

Perhaps the ideal approach to piled up data is to fit long time blocks that contain many pulses in one mathematical operation in order to extract their individual energies. Multi-pulse fitting is a method to perform maximum-likelihood fits for the amplitudes of more than one pulse in a record [100]. Like optimal filtering, it requires some amount of ‘training data’ to determine the noise power spectrum and the shape of the average pulse. Then after a pulse-finding pass, one can fit for the linear combination of pulses of the standard shape that best matches the observations. The cost of this computational fit is greatly reduced by approximating the noise as resulting from a low-order autoregressive-moving average model. The procedure has been used to good effect on data up to several hundred counts per second. However, sensor nonlinearity is an obstacle to MPF and all the algorithms just described. If the pulse shapes and gain curve of a sensor are altered by the presence of energy from a preceding pulse, then techniques that treat pile-up events as a linear combination of well-separated events will inevitably result in resolution degradation. Additional processing is needed to preserve energy resolution and throughput at high count rates in nonlinear devices.

Outside of the small signal limit, the response of TES sensors is intrinsically nonlinear both because of the transition path (current is proportional to \( V/(R + \Delta R) \) where \( \Delta R \) is a resistance change proportional to deposited energy) and because of the shape of the \( R(I, T) \) surface. For nonlinear pulses, the typical optimal filter is no longer ideal since the pulse shape changes with energy and the noise is not stationary. An empirical approach for highly nonlinear pulses was demonstrated by using different pulse templates at different energies [101, 102] and interpolating between templates. The potential of this method was demonstrated using nonlinear pulses generated from a model [103]. By using energy dependent filters, Fixsen et al [104] demonstrated the operation of TESs designed for optical photon detection well into the nonlinear regime with little loss of resolution.

The signal processing necessary to implement these algorithms for addressing nonlinearity can be significant. One option to reduce processing demands is to use a much smaller set of information to describe each pulse. Using principal components analysis, each pulse can be described using its projection onto a small number, i.e. 6 to 10, of components that contain the majority of the information about the pulses and how they are different from each other [105]. Principle component analysis has demonstrated improved resolution relative to a standard optimal filter approach for x-ray TESs with highly nonlinear pulses [105]. Another option is to transform the signals from a current basis into a resistance basis which effectively adds weight to the temporal regions of the pulses that are otherwise suppressed by nonlinearity. Transformation to resistance space has improved performance on some nonlinear data sets [106]. Finally, another possibility for improving temporal resolution in optical TESs was recently proposed by van der Kurr et al [107] which is to use feedback to operate TESs with a nearly constant resistance instead of a nearly constant voltage.

Improved knowledge of the nature of nonlinearity in TESs is desirable to improve the processing of nonlinear pulses. Shank et al [108] used a phenomenological model of the resistive transition to create pulse templates that were used to optimally filter pulses well into the saturation region. As we will see in section 5.4, new physics-based models of TESs also enable large-signal limit models of the detector response. If information from these large-signal limit models is incorporated into the pulse processing, for example to build templates for multi-pulse fitting, optimum energy resolution may be obtainable even in the most challenging high count rate, nonlinear response scenarios.

5. TES physics

Until recently, there were no plausible physical models to describe the behavior of the resistance of TESs when they were biased in the superconducting transition. The resistance in a TES is not only a function of temperature, but also a function of current in the film. Therefore, any model that attempts to describe the resistance of the TES must include a mechanism for the current dependence. Two such models have been proposed, one based on Josephson junction-like weak-link behavior and the other based on intermediate resistance states formed by phase-slips lines (PSLs). These models were developed to describe distinctly different observations and are believed to describe the resistive mechanism in different regimes based on device size and materials properties. We will first review the TES physics relevant to our discussion of the various resistance models.

We will then describe the weak-link behavior observed in TESs and the measurements that motivated it, and then discuss the two-fluid and phase-slip models and how they explain other observed behavior in TESs. After reviewing the TES resistance models we will briefly calculate some device parameters in order to roughly compare the models. Finally we will demonstrate part of the utility of these models by calculating pulse shapes in the large signal limit.

5.1. TES theory review

In this section we will give a brief review of the standard theory and parameter definitions used in modeling the behavior of TESs in order to frame the subsequent discussion. If
the reader is interested in a more extensive review of TES models in the small-signal limit, we suggest the 2005 seminal review of TESs by Irwin and Hilton [8].

TESs operate in the superconducting transition between the normal and superconducting state, see figure 8(b). When biased in the transition small changes in temperature can cause large changes in resistance making TESs a very sensitive thermometer over small ranges of temperature. Since the 1995 proposal by Irwin [5], TESs have been primarily operated under a stiff voltage bias and are read out using a SQUID amplifier. This mode of operation has a number of advantages over current biased TESs readout with a voltage amplifier as was common in the early days of TESs. Two important results of voltage bias are negative electrothermal feedback and the compatibility with SQUID amplifiers suitable for multiplexing large arrays. The advantages of electrothermal feedback include faster detector response, improved linearity, and less stringent demands on device uniformity.

Voltage bias is typically achieved by placing the TES in parallel with a shunt resistor \((R_{sh})\) that is much smaller than the resistance of the TES at its operating point. A schematic representation of the TES bias circuit is shown in figure 8. It is often reasonable to assume that the voltage bias is completely stiff and to transform the circuit into its Thevenin equivalent circuit with a voltage bias \((V)\) and equivalent resistance \((R_e)\) in parallel with the shunt that is not part of the TES (not responsive to temperature). Then the equation describing the electrical behavior of the TES is [5–8],

\[
L \frac{dT}{dt} = V - IR_e - IR(T, I).
\]

where \(L\) is the sum of all the inductance on the TES’ branch of the bias circuit.

In its simplest version, the TES is assumed to have a heat capacity \((C)\) connected weakly though a thermal conductance \((G)\) to a temperature bath \((T_b)\), see figure 8(a). Both \(C\) and \(G\) can depend on temperature. Usually it is assumed the \(T\) does not change significantly during the operation of the TES and the temperature dependence of \(C\) and \(G\) on \(T\) are ignored. We can then derive the differential equation describing the thermal behavior as the difference between the heat generated by the sum of the signal power \((P)\) and Joule power \((P_J)\) and power lost due to heat flow through the thermal conductance to the bath \((P_b)\) [5–8]

\[
C \frac{dT}{dt} = -P_b + P_J + P.
\]

For TESs on thin membranes, power flow to the heat bath is usually assumed to have a power law dependence

\[
P_b = k (T^n - T_b^n),
\]

where \(n\) is between 3 and 4 for standard TES materials and \(k = G/n(T^{n-1})\) where \(G\) is the thermal conductance \((G = dP_b/dT)\). Multiple thermal body models [7, 109] are sometimes needed in order to accurately describe more complex devices, i.e. an attached bulk absorber [46].

Once models for the resistance in the transition and for thermal conductance are given, equations (1) and (2) can be solved to give the dynamic behavior of a TES. Later we will show examples of numerical solutions to these equations. However, further simplifications are possible by linearizing the differential equations about the steady state parameters \(R_0\), \(T_0\), and \(I_0\) and operating in the small signal limit. In practice, most calorimeters are operated outside of this limit in order to maximize dynamic range and improve energy resolution. Put simply, if the largest photon energy of interest only causes a small deviation of the current from the operating point, a smaller heat capacity could likely be used to improve resolution. Despite the limitations of the small signal limit, the simplifications afforded by linearizing the equations make it possible to have reasonable analytic equations for the temperature and current as a function of time and are invaluable in understanding how to design and operate a TES. Additionally, the linearization of the resistance allows use of the
equations without understanding the global behavior of resistance across the $R(I, T)$ surface.

A linear first-order expansion of the resistance about the operating point gives [7, 8]

$$R(I, T) \approx R_0 + \frac{\partial R}{\partial T} \delta T + \frac{\partial R}{\partial I} \delta I,$$

(4)

where $\delta T = T - T_0$ and $\delta I = I - I_0$. It is customary to define the unitless logarithmic temperature sensitivity

$$\alpha_T = \frac{\partial \log R}{\partial \log T} \bigg|_T = \frac{T}{R} \frac{\partial R}{\partial T} \bigg|_T,$$

and the unitless logarithmic current sensitivity

$$\beta_I = \frac{\partial \log R}{\partial \log I} \bigg|_I = \frac{I}{R} \frac{\partial R}{\partial I} \bigg|_I.$$

(5)

With these definitions, equation (4) becomes

$$R(I, T) \approx R_0 + \alpha_I R_0 \frac{\delta I}{I_0} + \beta_T R_0 \frac{\delta T}{T_0}.$$

(7)

Similar expansions are necessary for $P_b$ and $P_f$ in order to derive the coupled linear equations that are often useful for understanding, for example, if the TES is electro-thermally stable, to predict the effect of the various noise sources, or to directly study the dynamic behavior of the current and temperature when a photon is absorbed. The use of these equations is well established [8] and therefore not a topic of this review. Instead the following sections focus on recent advances in understanding the physics of the superconducting transition in TESs and the implications new models have on device design. The connection between resistance models and typical characterization of TESs is made through how $\alpha_I$ and $\beta_T$ depend on the relevant TES parameters. Therefore the predictions that resistance models make for $\alpha_I$ and $\beta_T$ are relevant starting points for evaluating their applicability to real devices.

5.2. Transition models

5.2.1. Weak-link behavior. Weak-link behavior in TESs was first reported by Sadleir et al [110] in Mo-Au TESs with Mo/Nb leads. They observed an exponential dependence of the critical current of the TES on the length between the Mo/Nb leads from 8 to 290 μm. The critical current versus temperature data were fit using an expression for $I_c$ that was derived from Ginzburg–Landau (G–L) theory [110] as

$$I_c(T, L) = \frac{F}{\xi} \exp \left( \frac{-L}{\xi} \right),$$

(8)

where $F$ is a combination of parameters and is nearly independent of temperature for temperatures well below the critical temperature of the leads ($T_{cL}$). In this case, $\xi$ is the superconducting coherence length defined as

$$\xi(T) = \frac{1}{\sqrt{T/T_{c3} - 1}} \xi_3,$$

(9)

where $\xi_3$ is an intrinsic coherence length, and $T_{c3}$ is the intrinsic transition temperature of the weak link in the absence of leads. The best fit to the data in [110] was for $\xi_3 = 738$ nm. Even more striking than the weak-link temperature dependence of critical current was the observation of a Fraunhofer-like dependence of the critical current on magnetic field. Later, these findings were extended to devices with normal-metal noise mitigating structures [111]. Since these initial efforts, a major obstacle has been understanding how these observations of weak-link behavior in TES at the edge of the purely superconducting state affect the behavior of devices biased in the transition.

A superconducting weak link is a weak electrical contact of direct (non-tunneling type) conductivity between superconducting electrodes [112]. Due to the proximity effect, the order parameter $\psi$ of the superconducting electrodes extends into the weak link, decaying exponentially over a distance of the coherence length $\xi$. A schematic view of the weak-link behavior in TESs is depicted in figure 9. The plots show the magnitude of $\psi$ starting in the higher $T_c$ leads and moving across the TES film giving either SS’S ($T < T_c$ solid red line) or SN’S ($T > T_c$ dashed red line) depending on the state of TES film. If $\xi \ll L$ then the order parameter does not go to zero and supercurrent can traverse the weak link. When $T < T_c$, the TES bilayer thin film is in the superconducting state (S’) and the coherence length is $\xi$. When $T > T_c$, the TES bilayer thin film is in the normal state (N’) and the coherence length is $\xi$. Except when $L \gg \xi$, the critical current of a weak link depends on $L$.

Based on these insights, Kozorezov et al [113] proposed applying to TESs the resistively shunted junction model (RSJ) commonly used for weak-link Josephson junctions [112]. The RSJ model assumes that the resistance is determined by the interaction of the superconducting leads with the intervening...
TES film. Kozorezov et al base their specific implementation of the RSJ model on a model developed by Coffey et al [114] that describes quantum corrections to the standard Brownian motion of a particle in a tilted washboard potential in the presence of thermal fluctuations. In the classical limit, the resistance of the weak link is

\[ R(T, I) = R_n \left( 1 + \frac{1}{x} \ln \frac{I_{1+iy}(\gamma)}{I_{iy}(\gamma)} \right), \]

where \( R_n \) is the normal resistance, \( x = I/(I_c(T)) \), \( I_c(T) \) is the critical current, and \( \gamma = (\hbar I_c(T))/(2ek_BT) \) is the ratio of Josephson coupling energy to thermal energy. \( I_{1+iy}(\gamma) \) and \( I_{iy}(\gamma) \) are modified Bessel functions \( I_n(z) \) of complex order \( \nu \) and real variable \( z \). For typical TESs, \( \gamma \) is large near the maximum \( I_c \), e.g. \( \gamma \approx 10^5 \) at \( I_c = 1 \text{ mA} \) and \( T = 100 \text{ mK} \), and goes to zero as \( I_c \) goes to zero. The \( \alpha_i \) and \( \beta_i \) are calculated as [113]

\[ \alpha_i = -\frac{\gamma}{x} \frac{\partial \ln I_c}{\partial \ln T} \left[ \frac{I_{1+iy}(\gamma)}{I_{iy}(\gamma)} \right], \]

\[ \beta_i = \frac{R_n}{R} \left( 1 - 2\Re \left[ \int_0^\infty I_{iy}(z) I_{1+iy}(z) \frac{dz}{I_{iy}(\gamma)} \right] \right) - 1. \]

For the scenario where the TESs are small and the \( T_c \) of the leads is an order of magnitude larger than the TES, Kozorezov et al [115] suggest the use of the Usadel formalism to describe the temperature dependent critical current. For a given geometry and materials, the \( I_c \) is calculated numerically and then used in the RSJ model. Due in part to the difficulty of these calculations, the RSJ model in this form has only recently been applied to real devices [72].

Bennett et al [116] pointed out that equation (10) has natural limits based on the limits of \( \gamma \), which parameterizes the effect of thermal fluctuations. In the limit where \( \gamma \to \infty \), the zero-temperature limit, the RSJ model has a simpler form [117]. For \( I > I_c \), the voltage across the TES is

\[ V = R_n \left( I^2 - I_c(T)^2 \right)^{1/2}, \]

and the resistance in terms of current is

\[ R(T, I) = R_n \left( 1 - \frac{I_c(T)}{I} \right)^{1/2}. \]

The RSJ resistance at finite temperature is bounded by \( R_n \) on the high side and by equation (14) on the low side. \( \alpha_i \) can be calculated by rearranging the partial derivative \( \alpha_i = T/(R\partial V/\partial T) \), and then taking the derivative of equation (13) at constant current,

\[ \alpha_i = -\frac{R_n}{R} \frac{I_c(T)^2}{I^2} \frac{\partial I_c(T)}{\partial T} = -\frac{R_n}{R} \frac{I_c(T)^2}{I^2} \frac{\partial \ln I_c}{\partial T}. \]

\( \beta_i \) can be calculated by rearranging the partial derivatives as \( \beta_i = 1/(R\partial V/\partial I) - 1 \) and taking the derivative of equation (13) at constant temperature

\[ \beta_i = \frac{R_n}{R} \left( 1 - \frac{I_c(T)}{I} \right)^{1/2} - 1 = \left( \frac{R_n}{R} \right)^2 - 1. \]

Numerical evaluation of equations (11) and (12) show that, at any given value of \( I/I_c \), equations (15) and (16) give the maximum values of \( \alpha_i \) and \( \beta_i \). Bennett et al [116] also showed that the minimum values for \( \alpha_i \) and \( \beta_i \) given in equations (11) and (12) are found in the long junction limit [112] and are the same as in the two-fluid model. Then instead of equation (14) the resistance is given by

\[ R(T, I) = R_n \left( 1 - \frac{I_c(T)}{I} \right). \]

In this limit \( \alpha_i \) and \( \beta_i \) are given by [118]

\[ \alpha_i = -\frac{R_n}{R} \frac{I_c(T)}{I} \frac{\partial \ln I_c}{\partial T}, \]

and

\[ \beta_i = \frac{R_n}{R} - 1, \]

assuming that \( I_c \) is not a function of current. The temperature dependence of \( I_c \) must be known to evaluate \( \alpha_i \) so it is more straightforward to compare \( \beta_i \) to data. This comparison is postponed until after the other models have been reviewed.

Extensions to equations (15) and (16) for magnetic field are described in Smith et al [119]. The inclusion of magnetic field is accomplished by assuming that the only effect of the field is to modulate \( I_c(T, B) \). For devices with no additional normal-metal features, i.e. normal metal banks or bars, the modulation of \( I_c \) is the standard Fraunhofer pattern typical for square Josephson junctions [120, 121]

\[ I_c(\Phi) = I_c(0) \frac{\sin (\pi \nu)}{\pi \nu}, \]

where \( I_c(0) \) is the zero field critical current and \( \nu = \Phi/\Phi_0 \) where \( \Phi \) is the flux through the junction and \( \Phi_0 = 2.07 \times 10^{-15} \text{ Wb} \) is the flux quantum. For devices with non-uniform tunneling current distributions Smith et al [119] have suggested using the ‘one-parameter’ model proposed by Barone and Paterno [122].

\[ I_c(\nu) = I_c(0) \frac{\chi^2}{(\chi^2 + (\pi \nu)^2)} \left[ \frac{\pi \nu}{\chi \tanh(\chi)} \sin(\pi \nu) + \cos(\pi \nu) \right], \]

where \( \chi = aw/2 \), \( w \) is the lateral dimension across the junction, \( a = J(\pm w/2)/J(0) \) is the ratio of the current density at the edge of the junction \( (x = \pm w/2) \) to that at the center \( (x = 0) \) and

\[ J(x) = J_0 \frac{\cosh(ax)}{\cosh(aw/2)}. \]

Using equation (21) with \( a = 4.4, \) Smith et al [119] were able to fit their measured \( I_c \) data as a function of applied magnetic field for their 140 \( \mu \text{m} \) by 140 \( \mu \text{m} \) Mo-Au TES with normal-metal features.
In order to include the self-field effects created by the non-uniform flow of current across the TES [10], Smith et al. [119] use an empirical relation to describe the change in field as a function of the change in current and temperature of the TES

$$\Delta B(I, T) = g_s I + g_T (T - T_{ci}),$$

(23)

where $g_s$ and $g_T$ are phenomenological constants. The total field is then $B = B_{ext} + \Delta B(I, T)$. They then go on to derive $\alpha_I$ and $\beta_I$ based on the RSJ model resistance in equation (14), using the self-field parameters from equation (23) and the $I_c$ dependence from equation (21). This model predicts discontinuities at the minimum of the $I_c(B)$ curve when the slope of $I_c$ with respect to $B$ changes direction. Features similar to this have been observed in measured values of $\alpha_I$ and $\beta_I$.

When the predicted $\alpha_I$ and $\beta_I$ are compared to data without any self-field effects, they are an order of magnitude larger than the measured values. The modulation of $I_c$ with magnetic field could explain this discrepancy over small regions of bias but does not explain the difference across the whole transition. A number of possibilities are proposed for the source of the discrepancy, including non-equilibrium superconductivity, an incorrect current–phase relationship in the RSJ model, or charge imbalance from quasiparticle recombination [119]. If instead of equation (14), equation (17) was used for the resistance, measured and predicted values are in much better agreement. However, in this limit of the RSJ model, the $I_c(B)$ should be approaching the behavior predicted for a 2D superconducting film rather than a weak-link junction. It could be possible that as the film becomes more resistive there is a gradual transition to a two-fluid like model without the junction-like behavior [116]. Resolving the discrepancy between the predicted and measured $\alpha_I$ and $\beta_I$ is an important future issue for weak-link TES models.

Other groups have reported observing weak-link behavior. Gottardi et al. [123] reported an enhancement of the modulation of $I_c$ with magnetic field under AC bias compared to DC bias in their low-G bolometer using a 50 by 50 μm Ti/Au TES with $R_n = 98$ mΩ and $T_c = 85$ mK and Nb leads and later showed good agreement between equation (10) for the real and imaginary part of an IV curve of an ac biased TES [72]. Wang et al. [124] have studied the proximity effect in TESs with additional superconducting structures. Another group has experimented with structures to reduce the proximity effects on $T_c$ [125].

Finally, there has been some surprise and confusion around the long intrinsic coherence lengths, labeled earlier as $\xi$, necessary for the observed behavior to be attributed to a Josephson weak-link effect. However, it must be understood that the proximity effect due to the leads plays a role in extending the weak-link effect well beyond the intrinsic coherence length of the material. $\xi$ can then be much larger than the coherence length that is the characteristic length from standard G–L theory ($\xi_{GL}$) and also different than the Pippard coherence length ($\xi_0$) [126]. Near $T_{ci}$, $\xi_{GL}$ can be related to $\xi_0$ though BCS theory to give [126]

$$\xi_{GL}(T) = 0.74 \frac{\xi_0}{(1 - T/T_c)^{1/2}},$$

(24)
in the clean limit and

$$\xi_{GL}(T) = 0.855 \frac{(\xi_0 \ell)^{1/2}}{(1 - T/T_c)^{1/2}},$$

(25)
in the dirty limit, where $\ell$ is the mean free path. Typical values quoted for different materials are either $\xi_0$ or the zero temperature value of $\xi_{GL}$, which both tend to be much smaller than $\xi$ defined in equation (9). $\xi$ (as defined in equation (9)) is much closer to the definition of the effective coherence length in the weak-link literature.

To analyze the weak-link Josephson effect in an SS’S junction at arbitrary temperatures requires solutions to the Usadel equations. However, there are a number of reasonable approximations in various limits. For long lengths and $T \geq T_c$ the Usadel formalism gives an exponential dependence in $-L/\xi^*$ [112, 127]. The $L$ is

$$I_c(T, L) = I_{c0} V^* \frac{L}{\xi^*} \exp \left( -\frac{L}{\xi^*} \right),$$

(26)

where $\xi^*$ is the effective decay length and $I_{c0}$ is a grouping of all the constants with units of current. In the limit of an SNS junction where $T_{ci} = 0$ [128]

$$\xi^* = \xi_0 \frac{T_{ci}}{T}.$$}

(27)

$$V^* = \frac{32\varepsilon_0^2}{T_{ci} \left[ \pi k_B T + \Delta^* + \sqrt{2\Delta^* (\pi k_B T + \Delta^*)} \right]^2},$$

(28)

where $\Delta^* = (\pi k_B T)^2 + \Delta^2$, and $\xi_{ci}$ is the intrinsic coherence length of the weak-link material above $T_{ci}$. For a long SNS junction, the effective coherence length is larger than the intrinsic coherence length by a factor $\sqrt{T_{ci}/T}$. For arbitrary $T_{ci}$ Kupriyanov et al. [129] give an expression for $\xi^*$ with an accuracy better than 3%:

$$\xi^* = \xi_{ci} \frac{T_{ci}}{T} \left[ 1 + \frac{\pi^2}{4} \ln^{-1} \left( \frac{T}{T_{ci}} \right) \right].$$

(29)

Then for $T \geq T_{ci}$, the $I_c$ of an SS’S junction is well approximated by equation (26) with equations (28) and (29). In order to compare to data, we need a reasonable approximation of the gap in the leads. For isotropic s-wave superconductors, a good approximation is [130]

$$\Delta(T) = 1.76 \tanh \left( \frac{\pi}{1.76} \sqrt{\frac{T_{ci}}{T} - 1} \right)$$

(30)

Now we can address the question of how this compares to the coherence lengths observed by Sadleir et al. [110]. For $T$
close to \( T_{c0} \), equation (29) can be approximated as

\[
\xi_0^* = \frac{\pi}{2} \xi_N \sqrt{\frac{T_{ci}}{T} \left( \frac{T}{T_{ci}} - 1 \right)^{1/2}}.
\]  

(31)

Comparing equations (31) and (9) we find that

\[
\xi_1 = \frac{\pi}{2} \xi_N.
\]  

(32)

Therefore, in this notation \( \xi_N \), or \( \xi_0^* \) if the barrier material is a superconductor, is the intrinsic property of the material while \( \xi_1 \) (from equation (9)) includes the enhancement due to the larger superconducting gap of the leads. When equations (26), (28), and (29) are over plotted on the \( I_c(T) \) data from [110], it agrees with both the data and equations (8) and (9) over the range of lengths. From this we can conclude that the value reported in [110] (\( \xi = 738 \) nm) would correspond to an intrinsic coherence length of the MoAu bilayer of 97 nm.

5.2.2. The two-fluid model and phase-slip behavior. Large classes of TESs do not show signs of the weak-link behavior described in the previous section. The exact difference between these devices and the devices that show weak-link behavior will be described in detail in the following section, but in general they tend to be larger, have a smaller difference between \( T_{cL} \) and \( T_{cF} \), and have more normal-metal noise-mitigating features. These non-weak-link devices do not display either of the features that distinguish the weak-link devices. They do not show a periodic modulation of \( I_c \) with magnetic field, and near the transition have an \( I_c \) that is well described by G–L prediction for the critical current of a thin-film superconductor.

Figure 10 shows the measured \( I_c \) as a function of temperature for a NIST Mo-Cu 400 \( \mu \)m TES optimized for gamma-ray spectroscopy up to 200 keV [40]. The black line is the G-L critical current that has the standard form

\[
I_c(T) = I_{c0} \left( 1 - \frac{T}{T_c} \right)^{3/2}.
\]  

(33)

where \( I_{c0} \) is the value of \( I_c \) at zero temperature. At temperatures more than a few miliKelvin below \( T_c \), equation (33) overestimates the \( I_c \) since it does not include the non-uniform current distribution that occurs in wide films. Since there is no evidence of an exponential dependence on \( T \) or any deviation from G–L behavior for a 2D superconducting film, it seems reasonable that there is no weak-link behavior.

The \( I_c \) versus magnetic field has been measured for the same devices and there is no evidence of any Fraunhofer-like behavior indicative of the weak-link behavior in TESs. For most of the devices, the effect of magnetic field on critical current is most closely modeled as

\[
I_c(B) = I_{c0} \left( 1 - \left( \frac{H}{H_c} \right)^2 \right).
\]  

(34)

where \( H_c \) is the critical field. For smaller devices (\( \approx 125 \) \( \mu \)m) with no additional metal features, the dependence starts to instead approach

\[
I_c(B) = I_{c0} \left( 1 - \left( \frac{H}{H_c} \right) \right).
\]  

(35)

Without evidence of either effect typical for weak-link TESs, there is no reason to believe that the RSJ model is appropriate for these devices. The RSJ based models tend to seriously overestimate the transition parameters (\( \alpha_I \) and \( \beta_I \)) in these devices. The important question arises, what is the mechanism for resistance in the TESs that do not show any obvious weak-link behavior.

A model to describe the resistance in the transition was proposed in 1998 by Irwin et al [131], based on the two-fluid model as a simplification of the model for phase-slip centers proposed by Skocpol–Beasley–Tinkham (SBT) [132]. This two-fluid model was used to derive the sensitivity of the transition assuming a G–L temperature dependence for \( I_c \), equation (33). The resistance in the two-fluid model is

\[
R(I, T) = c_R R_n \left( 1 - c_I \frac{I_c(T)}{I} \right),
\]  

(36)

where \( c_R \) and \( c_I \) are the phenomenological two-fluid parameters. The total resistance can be viewed as the normal resistance in parallel with the resistance carried in the superconducting channel. Written in this form, its close similarity to the RSJ model is obvious. If \( c_R = 1 \) and \( c_I = 1 \), then the two-fluid model has the same form as equation (17), and equation (14) is the square root of the sum of the squares of the same two terms [116].

More than a decade later, Bennett et al [118] derived \( \alpha_I \) and \( \beta_I \) for the two-fluid model under voltage bias and compared it to measurements. The derived \( \alpha_I \) and \( \beta_I \) for the two-fluid model assuming G–L dependence for \( I_c(T) \) are
given by [118]

\[ \alpha_I = \frac{3}{2} c_I c_R \frac{R_0}{R_0 + R_1} \left( 1 - \frac{T_0}{T_c} \right)^{1/2}, \]  

(37)

assuming \( c_I \) and \( c_R \) are not a function of \( T \), and

\[ \beta_I = c_R R_0 - 1, \]  

(38)

assuming that \( I_c \) and \( c_R \) are not a function of current.

This model showed significant promise by reproducing much of the general behavior of the IV characteristic as a function of both temperature and \( \alpha_I \) and \( \beta_I \) as a function of current and bias point. A few groups have compared the predictions of the two-fluid model to data with reasonable success [118, 133, 134]. The two-fluid parameters give the model much flexibility. However a true physical model of the resistance must describe the nature of these parameters. Over any small section of bias, suitable parameters can be found to fit measured data [116]. However the value \( c_R \) must vary across the transition to describe IVs and measured data across a larger range of bias points. The two-fluid model is very useful for developing understanding over small regions and its simplicity lends itself well to helping understand general behavior. For example, it is useful for understanding why \( \alpha_I \) and \( \beta_I \) increase low in the transition, see figure 14.

Since its proposal by Irwin et al [131], the physical justification for the two-fluid model has been the concept of PSLs. PSLs are two-dimensional manifestations of the concept of phase-slip centers (PSCs) proposed by SBT [132] to describe the step-like IV structures observed in thin tin whiskers. A number of groups have observed that a low dimensional superconducting whisker or nanowire that exceeds its critical current \( (I_c) \) is not driven directly from the superconducting state to the normal state as was initially predicted. Instead, the IV curve shows regions of constant resistance in between a series of regular voltage steps [126]. As predicted by the depairing current, \( I_L \) is the point of the first onset of voltage across the device. Between steps, the differential resistance is an integer multiple of the resistance after the first jump. This behavior has been shown in numerous experiments [135–138], to result from phase-slips, where the phase of the superconducting order parameter is increasing at different rates on the two sides of a spatially localized region.

In the phase-slip process, the local super-current \( (I_L) \) is oscillating in time at the Josephson frequency [126]. The oscillation is caused by the build up and subsequent collapse of the electric field inside the superconductor. At a bias current above the local critical current \( (I_c) \), an electric field appears locally since the zero voltage state is no longer possible above \( I_c \). The Cooper pairs are accelerated by the electric field until the super-current \( (I_L) \) is above \( I_c \). When \( I_L \) exceeds \( I_c \) the order parameter is driven to zero. The total current \( (I) \) remains constant throughout the process requiring that all the current is briefly carried by the normal current as quasiparticles. The super-current is reestablished and the cycle repeats. Averaged over time, the \( I_L \) in the phase-slip region is some fraction of the total critical current \( I_c = I_L \). The difference between the total current and the time-averaged super-current, \( I - I_c \), is carried by the quasiparticles. The length scale on either side of the phase-slip, where the current is carried by the quasiparticles, is \( \Lambda_{Q^+} \). \( \Lambda_{Q^+} \) has been shown to have a weak temperature dependence \( \Lambda_{Q^+}(T) \approx \Lambda_{Q^+}(0) / (1 - T / T_c)^{1/4} \) [139, 140], that is more relevant in TESs since they are operated close to \( T_c \). Swetz et al [10] determined \( \Lambda_{Q^+} \) in a Mo-Cu bilayer near \( T_c \) to be in the range of 3 μm to 6 μm.

The voltage across an isolated PSC was given within the SBT model as

\[ V = 2 \Lambda_{Q^+} R_0 (I - I_c L)/L, \]  

(39)

where \( L \) is the length of the device and \( R_0 \) is the normal resistance of the device. The parameters of the two-fluid model were written in order to correspond directly to the parameters in equation (39), with \( c_R = 2 \Lambda_{Q^+} / L \). The transition from one phase-slip to a second would then cause \( c_R \) to double. As the current increases, the number of phase-slips \( (n_{ps}) \) increases and the \( c_R \) of the two-fluid model increases. This increase is consistent with measured data. In order to apply the concept of phase-slips to TESs, a model is needed that predicts the current and temperature dependence of the transitions between different numbers of phase-slips.

A simple model is shown schematically in figure 11, where the total current and its various components are shown as a function of position across the film. In figure 11(a), for a given total current there are three PSLs, shown by the black arrows, and \( \bar{T}_e \) does not exceed \( I_c \). When the bias current is increased (b) the portion of current carried by \( \bar{T}_e \) exceed \( I_c \) at a few points, indicated by the red arrows. It then becomes favorable for the creation of a new PSL (c), so that once again, \( \bar{T}_e \) remains below \( I_c \).

This model was first proposed by Tinkham [141] for the case of multiple interacting PSCs in a perfectly uniform one-dimensional superconductor. The voltage drop across \( n_{ps} \) equally spaced phase-slips in a device of length \( L \) is

\[ V_n = \frac{2 n_{ps} \Lambda_{Q^+}}{L} R_n (I - I_c L) \tanh \left( \frac{L}{2 n_{ps} \Lambda_{Q^+}} \right), \]  

(40)

In this model, \( \bar{T}_e \) decays exponentially away from a phase-slip, and \( \bar{T}_e \) is largest midway between two phase-slips. Assuming equally spaced phase-slips, the maximum current for \( n_{ps} \) is

\[ I_{max,n} = I_c \frac{\cosh \left[ L \left( 2 n_{ps} \Lambda_{Q^+} \right) - c_l \right]}{\cosh \left[ L \left( 2 n_{ps} \Lambda_{Q^+} \right) \right] - 1}. \]  

(41)

This expression does not take into consideration the proximity effect caused by the increased order parameter due to the leads, as was discussed in the previous section. A more accurate model would modify equation (41) to take these effects into consideration.

Bennett et al [142] adapted Tinkham’s results for uniform one-dimensional current-biased whiskers to
Figure 11. Schematic depiction of the conditions that cause the formation of a new PSL. The total bias current (black) is the sum of $T_c$ and $T_{N}$. In (a) there are three PSLs and $T_c$ does not exceed $I_c$. In (b) the total current is increased causing $T_c$ to exceed $I_c$. This causes the creation of a new PSL (c) allowing $T_c$ to once again remain below $I_c$.

voltage-biased two-dimensional films [143]. To voltage bias the superconducting film, it is placed in parallel with a shunt resistor $R_{sh}$. The total current ($I_t$) divides between $R_{sh}$ and the TES such that the voltage drops are equal,

\[
(I_t - I)R_{sh} = \frac{2n_{ps}\Lambda_{Q_s}}{L} - R_{sh}(I - c_j I_c(T))\tanh \left( \frac{L}{2n_{ps}\Lambda_{Q_s}} \right)
\]

(42)

In [142], it was demonstrated that when this criteria is combined with the condition of power balance there are regions of bias where there is no simultaneous solution to both equations. Stated another way, the solution falls in between two integer number of PSLs. Since only integer numbers of PSLs can exist, the film is forced to one state or the other based on initial conditions, but can possibly switch back and forth between the states due to current or temperature noise. Bennett et al [142] demonstrated that the predicted difference between the two states is consistent with the observation of regions of bi-stability in IV curves. It is also hypothesized that switching between different number of PSLs could account for the observation of telegraph noise at certain bias voltages in some TESs [144] and bi-stability at given resistances as observed in pulses [34].

Magnetic field is incorporated into the two-fluid and PSL models for the TES in the same way it has been incorporated into the RSJ model [119] via the critical current dependence, $I_c(T, I, B)$. However, for the larger devices where the two-fluid and PSL models are appropriate, the TES tend to be much less sensitive to field, equation (34), and do not show any local minimums in $I_c(B)$. So the general result of including magnetic field in a two-fluid or PSL models in this way is similar to reducing $I_{th}$.

PSLs explain some of the previously unexplained local features observed in TESS. As we will see in the next section, the phase-slip model is also strikingly successful at explaining much of the large-scale structure in $R(I, T)$ of TESS including reasonable predictions of $\alpha_1$ and $\beta_1$. The biggest drawback of the existing PSL model is that it does not take into consideration the exact geometry of typical TESSs, i.e. noise mitigating bars and higher $T_c$ leads. To predict the exact position and density of the changes in $n_{ps}$ in actual devices, it will likely be necessary to utilize the time-dependent G–L equations, which have been used successfully to model phase-slip behavior [143].

5.3. Comparing the resistance models

The previous sections described the major strengths and weaknesses of the new resistance models. Ultimately the true measure of the models is how well they predict the behavior of a given TES. The assertion made in the previous sections was that the weak-link model seems to describe much of the observed behavior of smaller devices, especially the behavior of the critical current with temperature and magnetic field. However larger devices and materials with smaller coherence lengths seem to not show the features of the weak-link model and instead are more consistent with the two-fluid and phase-slip models. In this section, we attempt to understand the regions of applicability of these models by looking at some of their more straightforward predictions: the dependence of critical current on temperature and $\beta_1$ as a function of bias point. Later we will briefly compare the steady state response and predictions for $\alpha_1$ and $\beta_1$ for the same or similar parameters and discuss how these models could be used to try to understand TESs.

5.3.1. Comparing predictions of $I_c(T)$ to measurements

It is clear from the models that $\alpha_1$ is strongly dependent on the logarithmic derivative of $I_c$ with respect to $T$, i.e. equations (15) and (18) in the weak-link model, and equation (37) for the two-fluid. Also, as outlined in the previous sections, the physics that predicts different resistance models also predicts different forms for $I_c(T)$. In 2010, the $I_c(T)$ measured by Sadleir et al [110] was shown to be consistent with equation (8) for Mo-Au TESs with Mo/Nb leads up to 290 $\mu$m long. However, for the larger devices, equation (8) appears to only be consistent with the data at very low $I_c$ values very close to $T_c$. For example, for the 290 $\mu$m TES, the fits are only consistent with the data within 0.1 mK of $T_c$. Depending on the value of $G$ for a given TES, biased devices can operate up to a few mK from $T_c$. This highlights the importance of understanding the range of
temperatures in which the device is being operated when choosing an appropriate $I_c(T)$ for a given model.

Figure 12(a) shows a recent measurement of $I_c(T)$ for Mo–Cu TESs with Mo leads for square TESs from 10 to 320 μm. There are three differences between the TESs in figure 12(a) and those measured in [110]. First, the bilayer material is Mo–Cu rather than Mo–Au. There is no reason to believe that this should have a significant effect on $I_c(T)$. Second, the leads are made of Mo rather than a Mo/Nb bilayer which should decrease $\xi$ by approximately a factor of two (the square root of the ratio of the two material’s $T_c$). Finally, in order to avoid Mo shorts and to compare to device designs typically used for spectroscopy, these devices have Cu banks along the edges of the device. The effects of similar banks have been described using a lateral inverse proximity effect [111]. The banks can reduce the critical current by changing the effective size of the device and have been shown to reduce the visibility of the lobes of the weak-link interference pattern in $I_c(B)$.

For the smallest TESs (10 and 20 μm), the $I_c(T)$ is consistent with the weak-link model above the intrinsic $T_c$ of the Mo–Cu film. Fits to the smallest devices using equation (26) give a $\xi_N = 230$ nm. This is consistent with a slightly higher intrinsic coherence than is used to fit the data in Sadleir et al [110]. However, as the devices get bigger, a weak-link interpretation is inconsistent with the data. This is more clear in figure 12(b) which shows an expanded region of figure 12(a) around 100 mK. The solid lines are fits to equation (33) which should be appropriate for a two-dimensional thin film close to $T_c$.

For a subset of the devices, 40, 80 and 320 μm, the typical internal operating temperatures for a bath temperature of 80 mK are indicated by the thicker dashed lines overlapping the solid lines corresponding to the approximate temperature range for the device between 20% $R_n$ and 80% $R_n$. The temperature range was calculated by using measured IVs at different bath temperatures to determine the power law dependence of the heat transport and then finding the temperature that balances the measured electrical power created by the resistance and the measured thermal power removed by the thermal conductance. These ranges are specific to the thermal conductance of a given device at a fixed bath temperature, but are typical of the parameters where the best performance is achieved.

Over the range of operation of these TESs, for the TES with lengths 80 μm and larger, the measured values of $I_c$ are consistent with equation (33). For the TESs below 80 μm, there is a crossover from $I_c$ behavior consistent with weak-link effects to $I_c$ behavior consistent with equation (33). It is likely that in this cross-over region, solution of the Usadel equations is necessary to predict $I_c(T)$ [145]. This implies a simple test of whether, for a TES biased in the transition, it is appropriate to use the weak-link model or some other model. If in the operating range of the biased device, equation (33) fits the data then the device is too long to exhibit weak-link behavior at this temperature.

5.3.2. Comparison of model predictions for $\beta_I$ to measurements. It was indicated previously that $\alpha_I$ depends strongly on the details of $I_c(B)$. However, the predictions of the resistance models for $\beta_I$ are independent of $I_c(T)$. Therefore $\beta_I$ is a good parameter to compare different models and to try to evaluate the difference between different classes of devices. Figure 13 shows an updated and expanded version of figure 4 from Bennett et al [116].

The red region between equations (16) and (19) spans the possible range of $\beta_I$ for equation (12) as a function of TES bias. The $\beta_I$ predicted by the two-fluid model and the stable regions of the PSL model fall into the blue region bound by equation (19) on the high side. The points represent a wide variety of data from a number of different types of TESs. The open symbols are from NIST Mo–Cu devices while the closed symbols are a sampling of published data from other groups.

Roughly, the smaller devices with fewer normal-metal bars have the highest measured values of $\beta_I$. At values above...
5.3.3. Inter-model comparison. Given the models described previously, it is instructive to try comparing the predictions for a common set of device parameters. The parameters for the following calculations are based on measured values for the NIST Mo–Cu TESs presented in Swetz et al [10]. The superconducting film, $T_c = 121$ mK, is $350$ μm $\times 350$ μm square with 7 noise mitigating Cu bars that are $300$ μm long by $16$ μm wide. The TES has a normal resistance of $10.4$ mΩ and is in parallel with a shunt resistance of $337$ μΩ.

The power across the thermal conductance is given by equation (3) with $n = 3.4$ and $k = 450$ nW/K. $T_0 = 80$ mK unless otherwise stated. These devices are targeted for high resolution x-ray spectroscopy in the regime from 0.5 to 10 keV. Most of the parameters are very similar to other TESs optimized for the 6 keV x-ray range, i.e. the NASA Goddard MoAu TESs [41].

In order to compare the models, we must also choose a set of parameters specific to each model. An attempt was made to choose the parameters based on data or to scale parameters in a way that different regimes can be compared. This comparison is designed to highlight the general trends of the models and not to fit any specific data. When using equation (33), we will use the measured values for fits $I_c(T)$ that gives $I_0 = 20$ mA. When using equation (8) for the weak-link model we will arbitrarily use the same $I_c$ and scale $T_c$ down to $118.5$ mK and $L/T_c^\infty = 70$ so that the two different definitions of temperature dependence have approximately the same IV dependence. For the two-fluid model, $c_b$ is fixed to one so that there is no discontinuity in the transition. For the PSL model, the value of $\Lambda_{P\nu}$ does not affect the large-scale structure of the transition and was therefore set at 1 μm so that the small scale features, a.k.a. jumps and wiggles, are suppressed on the scale of our comparison. For the PSL model, $c_1$ is chosen to be 0.8. This appears to be a reasonable choice since previous measurements of this parameter for different materials fall in the range from 0.5 to 1.

At equilibrium, the Joule heating plus any external applied power equals the power that is removed through the thermal conductance $G$. Assuming the previously stated power law dependence and no externally applied power, this occurs when

$$I^2R(I, T) = k\left(T^n - T_0^n\right), \quad (43)$$

where $n$ is the exponent of the temperature dependence, usually between 3 and 4 for SiN$_x$, and $k$ is a constant that satisfies $G = nkT^{n-1}$.

The calculated IV for the three different models is shown in figure 14(a). The weak-link IVs based on equation (14) and equation (17) are shown as red and magenta lines. The two-fluid model for $c_1 = 0.8$ and $c_2 = 1$ are given by the green and cyan line respectively. Finally the PSL model is given by the blue line. Despite the differences in the critical current dependence and the resistance mechanism, all the IVs look very similar. This is mostly due to the dominance of the thermal conductance in the shape of the IV.

It is easier to see the difference in the models when instead the TES power ($I \times V$) is plotted versus TES voltage as shown in figure 14(b). However all the models still look fairly similar, in part due to the scaling of the parameters for the comparison. The kink in the cross-over from the transition to the normal state that is observed in the two-fluid and PSL model is caused by the more abrupt temperature dependence of equation (33) as it approaches $I_c$. This sharp feature is likely rounded out in actual devices due to the proximitization.

Figure 13. Measured values of $\beta_I$ as a function of $\% R_m$ for a variety of TESs of different sizes and materials and different numbers of noise mitigating normal-metal features. The solid symbols are from the literature [3, 12, 41, 146–150] and the open symbols are measurements by our group. The red region is the range of $\beta_I$ values predicted by equation (12) bounded on the high side by equation (16) (red dashed line) and on the low side by equation (19) (blue solid line). The blue region below equation (19) corresponds to the range of values of $\beta_I$ predicted by the two-fluid and PSL models. The green solid line and black dashed-dotted line are representative examples of the PSL and two-fluid models respectively for a set of typical parameters. Reprinted figure with permission from [116]. Copyright 2013 by the American Physical Society.
of the film by the leads. In fact most of the shape of the equilibrium curves is caused by the choice of \( I_\alpha(T) \). This is clearest in the difference between the model based on equation (17) (magenta solid line) and the two-fluid model \((c_R = 1)\) (cyan dotted line) where the models are identical except for \( I_\alpha(T) \).

The difference between the resistance models is much clearer in the parameters that are directly related to the shape of the \( R(I, T) \) surface, \( \alpha_I \) and \( \beta_I \). The simple models have analytic expression for \( \alpha_I \) and \( \beta_I \) as was described in the previous sections \[116\]. \( \alpha_I \) and \( \beta_I \) can be calculated numerically in any of the models but care must be taken to ensure that \( \alpha_I \) is calculated at constant current and \( \beta_I \) is calculated at constant temperature. Figure 14(d) shows the calculated \( \beta_I \) as a function of bias point at equilibrium for all the models. As was described in the previous section, the calculated \( \beta_I \) for the weak-link model based on equation (14) is exactly equation (12) and since \( c_R = 1 \) for the two fluid model, all the other models except for the PSL model fall exactly on top of each other as described by equation (16).

Figure 14. Comparing the different resistance models using (a) the current–voltage characteristic, (b) IV power versus TES voltage, (c) \( \alpha_I \) versus % \( R_n \) and (d) \( \beta_I \) versus % \( R_n \). The models in the comparison are the weak-link model using equation (14) (red), weak-link model using equation (17) (magenta), two-fluid model using equation (36) with \( c_I = 0.55 \) (green), two-fluid model using equation (36) with \( c_I = 1 \) (cyan) and PSL model using equation (42) (blue). The weak-link models use the temperature dependence given by equation (8) and the other models use equation (33).

5.4. Large-signal limit

The models discussed previously give a description of the resistance of a TES as a function of temperature, current, and field and therefore allow the evaluation of \( \alpha_I \) and \( \beta_I \) at all points in the transition. If the resistance is known at all points in the transition, then one can begin to model TESs in the large-signal-limit. There are a number of interesting applications of large-signal-limit models of TESs. One critical aspect of these models is that they can be used to predict the dynamic range of a given device. The dynamic range is a
critical parameter for device design due to its close connection to achievable energy resolution. Large signal limit models can also be used to inform the energy calibration process by providing a theoretical basis for the calibration curves. Finally, the large signal limits models provide a mechanism against which we can fit pulses in order to better characterize existing devices and understand their optimization.

To calculate the large-signal limit behavior, we solve the standard nonlinear differential equations for the response of a TES, equations (1) and (2). Then one of the various resistance models is used for $R_{\text{TES}}$. Given initial conditions, the response of the TES at any time can be simply solved numerically. One of these models, the two-fluid model with $c_R = 1$, has been used previously to numerically model TESs in the large-signal limit [151]. Figure 15(a) shows simulated pulses for three different models for $R_{\text{TES}}$: phase-slip model (solid), two-fluid model with $c_R = 1$ (dashed-dotted), and weak-link model based on equation (14) (dashed). The energy range of the pulses runs from 250 eV (dark blue) to 20 keV (dark red). The bias voltage is chosen such that the equilibrium is 20% $R_n$. The equilibrium current is subtracted and the current is plotted as the change in current from the equilibrium value.

For the zero temperature RSJ model and the two-fluid model, $\beta_I$ is only a function of bias point. At 20% $R_n$ and in equilibrium, $\beta_I = 24$ and $\beta_I = 4$ for the zero temperature RSJ and the $c_R = 1$ two-fluid models respectively. Numerical calculation of the PSL model finds $\beta_I = 1.15$. The values of $\alpha_I$ are strongly dependent on the choice of model for the critical current dependence. Once again, the G-L temperature dependence (equation (33)) was used for the phase-slip and two-fluid models. Equation (8) was used for the weak-link model. The definition of $I_{\text{eq}}$ is different in these two models. This difference, along with the different notions of $T_c$, makes it hard to compare the large signal limit models directly. At equilibrium, for the parameters and $I_0(T)$ used in figure 15(a), $\alpha_I = 4000$, $\alpha_I = 142$, and $\alpha_I = 222$ for the weak link model, two-fluid model, and PSL model respectively.

Figure 15(b) shows the pulse height as a function of energy at many more photon energies. Similar plots can be constructed for any of the typical analysis parameters of interest, i.e. pulse area and optimally filtered pulse height. Efforts are currently in progress to compare the large signal limit predictions of the various models to data. If good agreement can be achieved, it opens up the possibility of using model-based design of TESs to optimize both energy resolution and dynamic range.

The dynamics of the pulse behavior are most easily visualized by viewing a pulse trajectory on top of the $R(I, T)$ surface. This is shown in figure 16 for the two-fluid model with $c_I = 0.55$. The surface shows the calculated resistance over a broad range of temperatures and currents. The red line gives the calculated resistance across the possible range of bias and gives the trajectory traced out by a dc IV curve. Pulse trajectories on the $R(I, T)$ surface are shown for a photon

Figure 15. Simulated x-ray pulses in the large signal limit for different energies from 250 eV (dark blue) to 30 keV (dark red) for three different resistance models, PSL (solid), two-fluid (dashed-dotted), and RSJ (dashed). equation (33) was used for the PSL and TF models and equation (8) was used for the weak link model. (b) Calculated pulse height as a function of photon energy for the various models.
energy of 15 keV and three different inductances; severely over-damped at $L = 5 \, \text{nH}$ (orange line), under-damped at $L = 1 \, \mu\text{H}$ (green line), and close to critical damping at $L = 240 \, \text{nH}$ (magenta line). The blue dashed line represents the very rapid temperature change when the photon is converted into heat. The thermalization happens on time scales much faster than the TES current can respond. When the pulse trajectory is viewed on the surface, it is clear how the pulses end up with slightly different shapes for different energies due to the differences in the local slope of the $R(I, T)$ surface. It is also clear how much $\alpha_1$ and $\beta_1$ can vary during a pulse that is well into the large-signal limit.

5.5. Conclusion TES physics

The major advances in the last decade in the theoretical framework of TESs have been the new models put forth to describe the resistive transition of the TES. In order for TESs to become a mature detector technology, all aspects of the design and operation should be understood. The new models have the potential to fill the last remaining large hole in our understanding of TESs. Much work still remains to develop these theories and early models into mature and robust models that accurately describe the many varieties of TESs that are in use in many different instruments. The next important steps are models that take into consideration the specific materials and geometries of individual devices. A number of groups worldwide are actively involved in the detailed measurements necessary to thoroughly test these new ideas. We should expect many more advances in our understanding of TESs in the next ten years.

6. Applications

In the following section, we describe a series of measurement applications for superconducting x-ray and gamma-ray spectrometers. Having motivated the technology, we follow with a short description of key instrumental parameters.

6.1. Nuclear materials analysis using x-ray and gamma-ray spectroscopy

The non-destructive analysis (NDA) of nuclear materials is important to the nuclear fuel cycle and to global security because of the need for proper management and accounting of radioactive and, especially, fissile material. The state-of-the-art tool for photon-based NDA is the high-purity germanium (HPGe) sensor which is used to perform spectroscopy of hard x-rays and gamma-rays. Different radioactive elements and isotopes emit photons with identifying energies. A wide range of other sensors exist for the detection of particles and photons but HPGe is preferred for high resolution hard x-ray and gamma-ray spectroscopy. The spectral resolution of HPGe sensors is determined by the statistics of charge creation and collection and is limited to about 400 eV FWHM at 100 keV. While this performance is excellent, it is not sufficient to resolve a number of overlapping spectral lines from elements relevant to the nuclear fuel cycle. These spectral overlaps have motivated the development and application of superconducting sensors to nuclear materials analysis. The brightest spectral lines of interest fall between about 40 and 200 keV. This is also the most complex spectral region with many closely spaced lines. Photons in this range can be observed from actinide-bearing samples with minimal shielding; heavily shielded material is typically analyzed using spectral features at higher energies. Even at 40 keV, it is challenging to absorb photons in a thin film. The need for useful detection efficiencies has catalyzed the development of two-body sensors in which a bulk absorber is attached to a much smaller thermometer. For gamma-ray detection, early success was achieved with semiconducting thermistors and superconducting tin absorbers [15] and tin absorbers subsequently worked well with TES thermometers [152]. The degradation of calorimeter energy resolution with increased heat capacity has so far limited the area of individual calorimeters designed for the 40-200 keV range to a few mm$^2$. Since the collecting area of a HPGe sensor is at least several cm$^2$, achieving comparable collection efficiency requires the use of arrays of superconducting sensors. Early steps were made with frequency-domain multiplexing [68] and more recent work has focused on time-domain and microwave SQUID multiplexing [44, 87]. At the present time, a 256 sensor spectrometer developed by NIST is in use at Los Alamos National Laboratory (LANL). This instrument relies on time-domain multiplexing with 32 pixels per readout column. While energy resolution values as good as 22 eV FWHM at 97 keV have been demonstrated [153] in single TES calorimeters, the full NIST/LANL spectrometer has shown 53 eV FWHM resolution at 97 keV using somewhat larger pixels. A description of the instrument is given in [40].

The resolution values achievable with superconducting sensors are sufficient to resolve almost all spectral line overlaps of interest. For example, as shown in the plot figure 17 from [154], the gamma-ray emission from fissile $^{235}\text{U}$ can readily be distinguished from that of $^{226}\text{Ra}$, an isotope found in common commercial products including cat litter and roofing tiles [155]. Confusion between these two isotopes is a source of false alarms at U.S. border crossings [156]. However, proof-of-principle measurements such as figure 17 and others [157] do not immediately translate into practical application. The cost and complexity of superconducting spectrometers remain obstacles to their penetration into challenging field environments. In the near term, a more accessible but also more complex application is the quantitative measurement of isotopic fractions in complex actinide measurements. Measurements of this type are routinely performed for materials accounting purposes in large facilities related to the nuclear fuel cycle. Here, a small number of spectrometers operating in analytical laboratories could have a significant practical impact.

NDA performed with HPGe sensors can determine isotopic mass ratios with relative errors as good as 1% meaning, for example, a measurement showing that the mass ratio $^{239}\text{Pu}/^{240}\text{Pu}$ is $5.00\pm0.05\%$. Measurements of isotopic ratios used in combination with total activity measurements based
on neutron counting or conventional total power calorimetry provide absolute isotopic masses (kg) in a sample. In facilities with large mass throughput such as fuel reprocessing centers, 1% errors produce substantial uncertainties in the total mass budget of material handled at the facility. Destructive analysis (DA) techniques based on mass spectrometry can determine isotopic fractions to much better levels than NDA but DA techniques are more challenging, require extensive sample handling, consume the sample under study, and generate radioactive waste. A key challenge for superconducting detectors is to reduce NDA errors below 1% and towards the levels possible with DA. Hence, faster superconducting spectrometers remain desirable for the measurement of intense sources and more efficient superconducting spectrometers remain desirable for photon-starved cases.

A second component of NDA is turning knowledge of peak areas into knowledge of isotopic fractions. This conversion depends on parameters of nature such as branching ratios, half-lives, line energies, and mass attenuation coefficients, as well as details of the experiment such as the effective efficiency curve from self-absorption in the source and absorption by the detector. A triumph of gamma-ray NDA is the development of software tools for HPGe to extract the effective efficiency curve from a spectrum under analysis without other, outside information [160]. The effective efficiency curve allows isotopic activity ratios to be deduced from spectral peaks at different energies. Then, activity ratios can be converted to mass ratios using tabulated half-life and branching fraction data. A modernized version of this software has been developed for superconducting sensors [161] and applied in a series of measurements on different actinide mixtures. The measurements have shown that the statistical errors in microcalorimeter measurements of isotopic ratios are reduced compared to HPGe results for comparable numbers of counts. For some isotopic ratios, the reduction in statistical error is a factor of 3–5 although lower factors are more common [161, 162].

Final determination of isotopic ratios in complex Pu mixtures and comparison to results obtained using DA techniques must also include systematic errors. Uncertainties in...
tabulated parameters of nature can introduce important relative errors into isotopic mass ratios. For both HPGe and superconducting sensors, uncertainties in branching fractions introduce relative errors near 1% into many isotopic ratios. However, the performance of superconducting sensors provides greater robustness to some sources of systematic error, in particular uncertainties in line energies. Because spectral peaks are so well resolved in microcalorimeter data, line centroids can be treated as free parameters without introducing large statistical errors in peak intensities. In contrast, line overlaps in HPGe data make it desirable to fix certain peak centroids at their expected energies to limit statistical error at the expense of increased systematic error. For HPGe, uncertainties in line energies can introduce relative errors in isotopic ratios as large as 6.9% depending on the sample, the isotopes, and certain analysis assumptions [162]. In contrast, the error contributed to microcalorimeter results from line energy uncertainties is almost negligible. While these early results are promising, more data on more samples and also improved data are needed to fully understand and demonstrate the capabilities of superconducting spectrometers for nuclear materials analysis. For example, the shape of well-isolated spectral lines in microcalorimeter data conforms less well to simple spectral models than does data from HPGe, presumably due to temporal gain variation. This effect is magnified if the spectra from many individual pixels with different resolution values are co-added prior to the calculation of isotopic ratios. While not fundamental, such effects presently complicate spectral analysis of microcalorimeter data.

At this time, it is unclear whether superconducting sensors will enable a large improvement in NDA capabilities although such improvements are predicted by work to date. The 40 year development history of HPGe has afforded ample opportunity to refine HPGe NDA analysis using measurements of large sample sets whose composition was known from DA. Similar work remains to be attempted for superconducting sensors. Direct improvements in tabulated branching fraction data could further enhance the value of microcalorimeter measurements. The current situation should be taken as strong motivation for further work in this very important application area.

While the chief obstacles to demonstrating the analytical value of superconducting sensors for gamma-ray NDA are presently related to spectral interpretation, improvements in spectrometer performance will also be valuable. As noted above, higher system count rates are needed to match HPGe measurements. In addition, the absorption efficiency of superconducting sensors lags HPGe. While the spectrometer of Bennett et al [40] and a high-quality planar HPGe sensor both have active areas of 5 cm², a typical Ge crystal is at least 1 cm thick, in contrast to the 385 μm thick Sn absorbers used in [40]. Absorbers with higher Z and lower specific heat than Sn are desirable. It is worth noting that spectrometers developed for hard x-ray and gamma-ray nuclear materials analysis could be used for other applications including Compton scattering [163] and gamma-ray astrophysics [15].

Nuclear materials decay via paths in addition to gamma-ray emission. These paths include neutron, alpha, and beta decay. Cryogenic sensors can perform high resolution spectroscopy of neutrons [164], alpha [165], and beta particles [166] as well as of total reaction energies [167, 168]. The measurement of reaction energies to determine material composition is related to the measurement of reaction energy for basic physics experiments such as searches for neutrinoless double beta decay [169] and direct measurements of the neutrino mass [76, 89, 170]. While there is considerable overlap between the sensor technologies used for these applications and the sensor arrays used for x-ray and gamma-ray spectroscopy, particle detection applications fall outside the scope of this article and are not discussed further.

6.2. Microbeam analysis

One of the original motivations for the development of superconducting x-ray detectors is the potential for materials analysis on scanning electron microscopes (SEMs) [171]. X-ray analyzers are already widely used on SEMs to identify materials from the x-ray fluorescence induced by the electron beam. This technique has applications ranging from the study of ceramics to criminal forensics. SDDs are presently the most common x-ray detector on SEMs. Superconducting sensors and SDDs have similar broad-band response and simple efficiency curves. However, the energy resolution of superconducting detectors is significantly better; SDDs achieve about 125 eV FWHM resolution at 6 keV and about 50 eV FWHM at 677 eV (fluorine Kα). Better energy resolution is helpful to resolve overlaps between fluorescence lines, particularly at energies below 2 keV. Small features and thin films must be analyzed at low beam voltages in order to localize the electrons to the material of interest as opposed to the substrate below. Low energy electrons can only excite low energy x-rays, so analysis of submicron structures often relies on features with x-ray energies below 2 keV. An energy resolution near 10 eV is sufficient to resolve most line overlaps. Technologically relevant examples of line overlaps include the detection of hafnium against background x-rays from Si. Hafnium oxides are used as high-k dielectrics in transistor gates. The M x-rays of Hf fall between 1.645 and 1.698 keV whereas the Si Kα complex is centered on 1.740 keV. Tungsten is used in integrated circuits in a variety of interconnection roles. The M lines of W fall between 1.775 and 1.835 keV and are also challenging to detect against a Si background using conventional sensors. Other overlaps include Ti/N and Ta/Si. Fluorescence detection is not limited to qualitative analysis; quantitative composition measurements are possible in combination with either reference samples or models of x-ray generation and propagation [172, 173].

Even better resolution, near 2 eV or below, enables the detection of slight changes in x-ray line shapes and positions due to the bonding state of the target element. These spectral features are sometimes but not universally called chemical shifts. For example, the Al Kα1,2 and Kα3,4 peak energies are slightly increased in Al₂O₃ compared to metallic Al.
While a significant challenge, the ability to routinely detect these small spectral changes would extend SEM x-ray analysis to chemical analysis which would be a dramatic increase in measurement scope. Presently, this level of chemical detail can be obtained using x-ray photoelectron spectroscopy (XPS) but XPS requires excellent vacuum conditions and is limited to surface analysis.

Coupling superconducting detectors to a SEM is a significant technical challenge. The safety and ease-of-use issues from liquid helium are nearly insurmountable outside of a cryogenic research laboratory while vibration levels from mechanical cryocoolers must be compatible with imaging at high magnifications. The superconducting spectrometer must closely approach the specimen beneath the pole piece of the microscope with little or no modifications to the specimen chamber. Sensor resolution and gain stability must be preserved during operation of the SEM which includes the use of large magnetic fields in the electron optics. Pulse data must be processed in real time with little user intervention and the spectrometer must be easily operated by non-experts. Despite these many challenges, important proofs-of-principle were conducted with an instrument at the NIST Boulder laboratories beginning in the 1990s [171]. These measurements included demonstrations of chemical shift detection [178, 179]. A commercial instrument called POLARIS from Vericold appeared in 2002 [180]. This instrument contained one TES x-ray sensor and a polycapillary optic to increase the effective solid angle of the sensor. Vericold was purchased by Oxford Instruments in 2007 and the POLARIS was discontinued. More recently, Star Cryoelectronics has brought the MICA-1600 system to market [181, 182]. This instrument contains an array of TES x-ray sensors for increased collection area and count rate. A ≈ 20 cm long cold finger at sub-100 mK temperatures approaches to within 4.5 cm of the specimen. The cold finger and its three radiation shields enter the specimen chamber through the existing spectroscopy port which has a diameter of only 3 cm. An image of the MICA-1600 and representative spectral data are shown in figure 19.

At time of writing, most of the technical challenges to the use of TES x-ray spectrometers on SEMs have been overcome. Whether use of the technology becomes widespread will depend heavily on the cost of future systems. One important remaining technical challenge is the routine detection of chemical shifts. If this level of performance can be achieved in commercial spectrometers, the attractiveness of these instruments will be significantly increased.

6.3. Beamline science

Modern x-ray science is increasingly performed at large facilities such as synchrotrons and free electron lasers because these facilities produce unmatched x-ray fluxes and often have other useful properties such as ultrashort pulses or nearly monochromatic beams. So, it is natural to ask if transition-edge detectors have a role at these facilities. The extreme fluxes at large x-ray facilities will overwhelm the count rate capability of present and probably future LTD arrays in applications that require measurement of the primary beam.

However, the situation is much more promising for so-called photon-in, photon-out measurements in which LTD sensors are used to detect x-rays produced by or scattered from the main beam. Examples include fluorescence detection similar to on a SEM and fluorescence-detected absorption spectroscopy. In the latter, x-ray fluorescence yield is measured as a function of the unoccupied density of states of the element in question. Here, the energy resolution of the density of states
measurements is provided by the monochromatized exciting beam. However, the energy resolution of cryogenic sensors allows elemental x-rays excited by the primary beam to be unambiguously counted in the presence of x-rays from other elements and from the scattered excitation beam. Measurements of this type have been successfully performed with both STJs and TESs [184–186].

Another measurement of interest is emission spectroscopy which is a close cousin to fluorescence detection but that differs by requiring much higher resolving powers in order to extract more subtle information from the detected x-ray energies. In emission spectroscopy, the energy distribution of the detected x-rays from a single element at a single excitation energy is used to deduce the occupied density of states of that element which, in turn, is indicative of its chemical environment. Hence, emission spectroscopy at a large x-ray facility and chemical shift detection on a SEM differ primarily in the excitation mechanism. Emission spectroscopy at a synchrotron using TES arrays was first demonstrated to distinguish between two nitrogen-bearing explosive compounds. These data and a detailed analysis of the potential of TES arrays for emission spectroscopy at large facilities were presented in Uhlig et al [187]. The key arguments are (1) while the energy resolution of cryogenic sensors is unlikely to be as good as competing gratings and crystals, the resolution of cryogenic sensors can be comparable to the natural life-time broadening that sets the energy-scale of many spectral features of interest, and (2) the collection efficiency of arrays of superconducting x-ray sensors is potentially several orders of magnitude larger than competing gratings and crystals. Increased collection efficiency is desirable for a range of photon-starved experiments including measurements of dilute samples, radiation-sensitive samples, and time-resolved measurements.

A tremendous diversity of measurement techniques are employed at large x-ray facilities and describing this diversity exceeds the space available here. A few examples of additional opportunities for superconducting spectrometers include Compton scattering, energy-resolved diffraction, and resonant inelastic x-ray scattering where an emission spectrum is generated for each setting in an energy sweep of the exciting beam. Overall, the future of superconducting sensors at large x-ray facilities appears bright. Perhaps the largest outstanding challenge is to streamline and automate the pulse processing from the arrays of hundreds to thousands of sensors that are needed to obtain interesting collection areas and count rates.

### 6.4. X-ray astrophysics

X-ray astrophysics is one of the original motivations for the development of cryogenic microcalorimeters [188] and strong interest in this application continues to the present day. X-rays are emitted by ionized atoms and energetic electrons found near active objects such as black holes, supernovae remnants, and neutron stars. Both x-ray emission and absorption are interesting; the absorption of x-rays emitted from hot objects by intervening dust and gas is a useful probe of tenuous material that is difficult to detect by other means. The energies of discrete x-ray lines reveal the constituent elements, and x-ray line energies and shapes can reveal kinematic conditions through Doppler effects. Highly ionized atomic species are common, resulting in great spectral complexity. The binding energies of electronic orbitals are altered by the degree of ionization so families of x-ray lines will be present for different ionization states of the same element. Further, there are multiple ways to populate the orbitals of an atom with a particular degree of ionization. The density and temperature of astrophysical plasmas can be determined from line ratios within these complex spectra [189].

Astrophysical x-rays are not accessible from the surface of the earth because of atmospheric attenuation; instead they are measured from sounding rockets and satellites. The scarcity and cost of measurement opportunities argue for the use of efficient detectors. Further, much of the spectral detail described above can only be probed by sensors with excellent resolving power. The recent satellites Chandra and XMM-Newton use gratings to perform high-resolution x-ray spectroscopy. Cryogenic microcalorimeters offer higher efficiency, higher resolving power at energies near 6 keV, and better performance for spatially extended sources. Small arrays of X-ray microcalorimeters based on semiconductor thermistors have been used on a sounding rocket and a series of satellites [190–192]. Several mission concepts have been developed that include a TES microcalorimeter spectrometer with a kilopixel-scale array. At this time, the European ATHENA satellite mission has just been approved and an array of several thousand x-ray TES sensors will be one of the two main instruments on the satellite [69]. Work is also ongoing to launch a 111 pixel array of TES sensors on a sounding rocket [193].

Astrophysically-relevant plasmas are produced in terrestrial facilities and cryogenic microcalorimeters are also well suited for these experiments. Electron-Beam Ion Traps (EBITs) are used to produce plasmas with considerable elemental and charge-state selectivity. X-ray spectrometers based on small arrays of cryogenic semiconductor thermistors have produced a wide range of scientific results at EBIT facilities [194, 195]. For example, one such instrument was used to develop and validate a model for soft x-ray emission from comets based on charge exchange between the solar wind and cometary gas [196]. A larger array of TES x-ray sensors is under development for use at the Lawrence Livermore EBIT [197].

### 6.5. Other applications

The scope of applications for TES x-ray and gamma-ray spectrometers is considerably broader than just the topical areas listed above. Any application that simultaneously requires high spectral resolving power and high collection efficiency is a good candidate for superconducting sensors. Some examples that are not readily categorized follow below. In proton induced x-ray emission (PIXE), protons are used to fluoresce x-rays from a sample under study. Suitable proton accelerators are intermediate in size between a SEM and a
synchrotron. Unlike exciting electrons, more massive protons do not produce a background of Bremsstrahlung x-rays thus lowering the detection limits for trace materials. Two groups have already combined PIXE analysis with TES sensors [198, 199].

Ultrashort pulse, near-infrared lasers are increasingly used to generate x-ray pulses in laboratory settings [200]. The motivation for these sources is to perform optical pump, x-ray probe measurements with time resolution approaching the pulse durations which can be picoseconds to attoseconds depending on the source design. X-ray pulses of such short duration are challenging to generate at synchrotrons where the characteristic electron bunch length is about 100 ps. X-ray free electron lasers are designed to produce pulses of 100 fs duration or less, but these facilities have only emerged in the last few years and beamtime is scarce. Hence, laboratory laser-driven x-ray sources may play an important role in studies of dynamic behavior such as the rearrangement of atoms during photoreactions. These novel x-ray sources are dim on an absolute scale so arrays of superconducting x-ray sensors may enable spectroscopic measurements such as time-resolved absorption and emission spectroscopy. The x-ray fluxes at large facilities are so high as to preclude using a superconducting spectrometer to measure the primary beam but fluxes from these laboratory sources are sufficiently low that x-ray absorption spectroscopy can be performed by a direct measurement of the x-rays transmitted through the sample of interest. A static measurement demonstrating this approach was recently performed where the energy resolution of the absorption spectrum was provided entirely by the sensors since the laser-drive source was intrinsically broadband [201].

Yet another emerging application is the measurement of x-rays from exotic atoms [202] in which an orbiting electron has been replaced by a particle such as a kaon or pion. Such atoms are produced at large accelerator facilities by bombarding a target with a kaon or pion beam. The absolute energy and energy width of the x-ray lines produced by transitions of the exotic particle between orbital levels reveals details of the nuclear and atomic physics in these unusual atoms.

The already wide range of applications for superconducting spectrometers described above strongly suggests that new applications will continue to emerge. One example that is suggested by the need for absolute energy measurements of the x-rays generated by exotic atoms is x-ray metrology. At energies below 10 keV, a small number of x-ray energies have been determined with milli-eV accuracy or better using diffraction measurements from material whose atomic spacing is known with great precision from coupled optical and x-ray interferometry [203]. However, the vast majority of x-ray transition energies carry much larger uncertainties. Can these transition energies be determined using superconducting spectrometers whose response curves are calibrated using the much smaller number of x-ray lines whose energies are already known with metrological accuracy? The fine details of the superconducting transition shape discussed in section 5 which determine the smoothness of a sensor’s gain curve will strongly affect the prospects for success of such a metrology effort. The simple, smooth efficiency curve of superconducting sensors suggests that measurements of parameters such as relative fluorescence yields among families of x-ray lines will be possible. A compilation of chemical shifts, while ambitious, would also be valuable. Our group at NIST is just beginning to explore these topics. An early experiment to determine the absolute energies of several lanthanide transition energies shows promise.

7. Instruments

Spectrometers based on TESs and other low temperature detectors involve considerably more components that just the TES array. Specialized cryostats are required that can reach the necessary operating temperatures, typically near 50 mK. Precooling to a temperature near 4 K is needed regardless of the scheme for reaching base temperature. The emergence of low-vibration pulse tube coolers that reach 4 K using a sealed charge of He gas [204] eliminated the need for liquid cryogens and thereby played an important role in enabling spectrometers that can be operated outside of a cryogenics laboratory. To reach the milliKelvin regime, two-stage adiabatic demagnetization refrigerators (ADRs) [205] have proven attractive because they do not require a large external gas circulation system and because the modest heat load from arrays of cryogenic sensors is well matched to the capacity of this cooling technique. The use of more powerful but also larger dilution refrigerators may increase as array sizes grow and as the reliability of this cooling technique improves. Hybrid cooling architectures such as ADRs backed by sorption-pumped helium may also play a larger role in the future.

Almost all x-ray and gamma-ray sources of interest must reside outside the spectrometer intended for their measurement. Hence, a windowing scheme is needed that allows the photons of interest to travel from their 300 K source to the sub-Kelvin detectors while blocking infrared photons that would otherwise overwhelm the detectors or their associated cryogenics. Typically, a vacuum window is required along with multiple infrared blocking windows at successively colder stages of the cryostat. This windowing is easily accomplished except for x-rays with energies of a few keV or lower. For these low energies, specialized vacuum windows are required; fortunately, cooled semiconductor detectors have a similar need and suitable windows are available from a variety of vendors. For infrared (IR) blocking, thin (20–100 nm) films of aluminum combine good IR rejection with high x-ray transmission. These films are usually, but not always, deposited on a supporting layer of a low-Z material such as Lexan or polyimide. X-ray spectrometers developed at NIST use IR-blocking filters at the 50 mK, 3 K and 50 K stages of the cryostat. Typical window areas are 1 cm² or larger. Since the failure of any single window in a stack can compromise spectrometer performance, or even result in serious damage in the case of the vacuum window, considerable effort is often required to develop a robust windowing scheme that also provides very high transmission for low energy x-rays. Some
Design refinements to IR-blocking windows include integral heaters to drive off frozen moisture and micromachined supporting structures [190, 206, 207]. In addition, as shown in figure 20, it is often convenient for the detector package, its radiation shields, their IR windows, and the vacuum window to protrude from the body of the cryostat in order to better approach or interface with the source of the x-rays. This protruding assembly is sometimes called a snout and often requires a high level of cryogenic engineering.

Arrays of superconducting sensors are needed to achieve useful collecting areas and count rates. Having a dedicated amplifier per detector imposes strict limits on array size because of the mechanical complexity and thermal loading of the wiring, as well as the system expense. The recent emergence of TES spectrometers owes much to the development of multiplexing techniques that allow multiple detectors to be measured using a smaller number of amplifier chains. These techniques were summarized in section 3.

A spectrometer also requires hardware or software to turn electrical pulses at the top of the cryostat into energy-calibrated pulse heights. The difficulty of this task is particularly acute for arrays of cryogenic sensors. The same elevated resolving powers that make these detectors attractive also mean they are sensitive to small sources of noise and gain drift that can be ignored in other detector systems. Further, the complex shape of the superconducting transition means that the gain curves of individual TES sensors will likely never be similar to a level that is much smaller than the energy resolution of the devices. As a result, each sensor in an array will require its own energy calibration before the output of different sensors can be coadded into a master spectrum. Pulse processing for TES arrays spans a range of topics including filter construction, techniques for addressing nonlinearity, techniques for addressing pileup, and the construction of accurate gain curves. There is active research in all of these topic areas. A brief summary was provided in section 4.

Work on TES sensors has been carried out at research laboratories around the world for more than twenty years. However, it is only in the last few years that complete x-ray and gamma-ray spectrometers based on TES arrays have emerged. Another characteristic of this development is that the purpose of these spectrometers is measurement science and not detector development. The first of these instruments was a 256 pixel hard x-ray and gamma-ray system at Los Alamos National Laboratory [40]. In addition, there are now x-ray spectrometers with 240 pixels at Brookhaven National Laboratory, Argonne National Laboratory, and the NIST Boulder Laboratories, and 160 pixel x-ray spectrometers at Lund University in Sweden and Jyväskylä University in Finland. These instruments were built by our group at NIST in collaboration with their intended users. So far, these spectrometers rely on time-domain SQUID multiplexing for readout and two-stage ADRs backed by pulse-tube coolers for refrigeration. In addition, STAR Cryoelectronics has supplied a growing number of spectrometers to industrial and scientific customers.

The spread of TES x-ray and gamma-ray spectrometers to new uses and new facilities will continue. Spectrometers...
are presently under development for the EBIT at Lawrence Livermore National Laboratory [197] and at least one more x-ray light source. The ATHENA satellite program, if carried to completion, is likely to significantly advance the capability of TES instruments and result in spectrometers for astrophysics and other applications. The long-term prospects for x-ray and gamma-ray spectrometers based on superconducting sensors are also excellent. Some years from now, it would not be surprising to see these instruments in use at every large x-ray facility, at a wide range of laboratory x-ray sources, in laboratories for materials analysis, and in nuclear facilities for materials accounting.

8. Conclusion

We conclude with remarks on the use of TES sensors for x-ray and gamma-ray spectroscopy that span their current status and future prospects. These remarks reflect the personal perspectives of the authors; time will tell as to their accuracy.

• The energy resolution of single TES x-ray and gamma-ray sensors routinely approaches the predicted theoretical limits. Sensors can be fabricated for a particular energy range or application with a high probability of the results fulfilling the design goals. Future improvements in the energy resolution of single pixels will only be modest; the increased use of cryogenics that provide operating temperatures below 50 mK will contribute to resolution improvement.

• SQUID multiplexing techniques have already enabled TES spectrometers of up to 256 pixels. Time- and code-domain multiplexing are currently the most mature approaches. If sensor resolutions under AC-bias can consistently be achieved that match results under DC-bias, then the use of frequency-domain multiplexing will expand. All three techniques are compatible with arrays of several kilopixels.

• Presently, the energy resolution of multiplexed arrays is not as good as the best single pixel results. There is no fundamental reason for this degradation and the difference between single pixel and multiplexed performance will close as engineering improvements increase multiplexer bandwidth and reduce non-idealities such as cross-talk.

• Microwave readout techniques offer a path to TES arrays of $10^4$ pixels or more. The combination of conventional and microwave readout techniques offers a path to still larger arrays. However, the effort required to develop such large detector packages and the necessary room temperature control electronics will be very significant.

• There is significant current activity to develop pulse processing techniques to address pulse pile-up and nonlinearity and some promising results. Continued progress in this area will play an important role in the development of spectrometers for high count rate applications.

• Large arrays operating at high count rates pose significant data management challenges that will require innovative pulse processing solutions. For example, $10^2$ sensors counting at 100 cps per sensor where each pulse record contains 500 14 bit samples will generate 700 Mbits s$^{-1}$ of data.

• Two theories have recently been developed to describe the resistance surface in TESs: the shunted junction and PSL models. Growing evidence, including new results presented here, suggests that the resistance mechanism of individual TES devices falls on a continuum between the models depending on the ratio of the effective coherence length to the device length. This ratio is affected by the energy gap of the superconducting leads and the presence or absence of normal metal features. When the ratio is large, weak-link effects dominate; when it is small, devices are well described by a two-fluid model where PSLs provide a microscopic resistance mechanism. A single device can transition between the two models depending on the instantaneous current and resistance.

• Models for the resistance surface may provide useful guidance for pulse processing and energy calibration strategies that are valid in the nonlinear response regime. There is an opportunity for further work comparing model predictions for the shape of the resistance surface to data. There is also opportunity to expand models for the resistance surface so as to reflect the full geometric complexity of TES devices in routine use.

• Current performance levels appear sufficient or very nearly so to perform two the motivating applications for the original development of x-ray TESs: imaging spectroscopy on an x-ray satellite and materials analysis on SEMs. Tremendous progress has also been made towards realizing the goal of using TES gamma-ray detectors for nuclear materials analysis. Further improvements in spectrometer count rates and spectral stability will benefit all three applications and are particularly necessary for TESs to be accepted as tools for nuclear materials analysis.

• As the performance of TES x-ray and gamma-ray spectrometers improves, there is a virtuous circle where more applications become accessible, thus motivating further spectrometer development. The recent introduction of TES instruments to x-ray beamline science is a salient example of this process. We have briefly described some active applications and fully expect more to emerge.
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