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a b s t r a c t

The recent expansion of the National Institute of Standards and Technology (NIST) Center for Neutron Research
facility has offered a rare opportunity to perform an accurate measurement of the cold neutron spectrum at
the exit of a newly-installed neutron guide. Using a combination of a neutron time-of-flight measurement, a
gold foil activation measurement, and Monte Carlo simulation of the neutron guide transmission, we obtain
the most reliable experimental characterization of the Advanced Liquid Hydrogen Cold Neutron Source
brightness to date. Time-of-flight measurements were performed at three distinct fuel burnup intervals,
including one immediately following reactor startup. Prior to the latter measurement, the hydrogen was
maintained in a liquefied state for an extended period in an attempt to observe an initial radiation-induced
increase of the ortho (o)-hydrogen fraction. Since para (p)-hydrogen has a small scattering cross-section for
neutron energies below 15meV (neutronwavelengths greater than about 2.3 Å), changes in the o- p hydrogen
ratio and in the void distribution in the boiling hydrogen influence the spectral distribution. The nature of such
changes is simulated with a continuous-energy, Monte Carlo radiation-transport code using 20 K o and p
hydrogen scattering kernels and an estimated hydrogen density distribution derived from an analysis of
localized heat loads. A comparison of the transport calculations with the mean brightness function resulting
from the three measurements suggests an overall o- p ratio of about 17.5(71) % o- 82.5% p for neutron
energieso15meV, a significantly lower ortho concentration than previously assumed.

Published by Elsevier B.V.

1. Introduction

Cold neutron sources greatly enhance the scope of materials
research and isotope yield capabilities of research and test reactors.
They shift the neutron spectrum from a thermal equilibrium dictated
by the core/bulk moderator temperature (a thermal Maxwellian with
effective temperature of around 320 K in the case of the NBSR reactor
at NIST) to one which enhances the intensity of lower energy (longer
wavelength) neutrons. The spectral shift is achieved by establishing
localized regions of cryogenically-cooled moderator. After Butterworth
et al. built the first cold neutron device in a nuclear reactor (BEPO at
Harwell, UK) in 1957 [1,2] cold neutron sources were incorporated
into the design of both nuclear reactor-based, steady-state neutron
sources (including the use of liquid hydrogen isotopes) [3,4] and of
pulsed neutron sources [5]. High brightness (neutron flux per unit
solid angle) cold neutron sources using liquid deuterium were very

successfully implemented at the Institut Laue-Langevin in the 1970s
and 1980s [6,7], with similar concepts at the FRM-II, Technische
Universität München, Garching, Germany [8] and the Opal Reactor
in Australia [9]. More compact cold sources, using liquid hydrogen,
have been successfully operated at the Orphée reactor, France, the
HFIR reactor at Oak Ridge National Laboratory, USA, and here at the
NIST Center for Neutron Research (NCNR).

The source brightness function is sensitively dependent on the
moderator material, volume, shape, temperature, and pressure of
operation. The Advanced Liquid Hydrogen Cold Neutron Source
(“Unit 2”) at the NBSR NIST research reactor is the third-generation
cold source at the facility and is the second to use liquid hydrogen
at 20 K and atmospheric pressure [10].

Hydrogen molecules exhibit angular momentum states character-
ized by rotational quantum number J. The low-temperature equili-
brium corresponds to relaxation of all molecules into the lowest
energy (J¼0) state. As a result, molecules with even angular momen-
tum (para-hydrogen) have a small scattering cross-section, unless the
neutron energy is sufficient (4 15meV) to allow excitation to a
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higher angular momentum state. On the other hand, molecules with
odd J (ortho-hydrogen) have a large scattering cross-section for all
neutron energies. At elevated temperatures, the ratio of ortho to para
hydrogen reflects the thermally-populated degeneracy of the triplet
(mJ¼�1, 0, þ1) ortho J¼1 state to the singlet J¼0 para state, and
consequently tends towards 75% o- 25% p, sometimes referred to as
“normal” hydrogen. The all J¼0 para ground state in liquid hydrogen
is rarely achieved without catalysis. The Unit 2 cold source does not
employ catalysis, since increasing the para-H2 fraction is actually
detrimental to the neutron intensity in the most valued neutron
energy range below 5meV (neutron wavelengths greater than about
4 Å) for this design. However, J-PARC in Japan uses a moderator which
employs a catalyst to produce hydrogen largely in the p-state [11], and
the European Spallation Source, to be built in Sweden, plans to employ
a moderator system which will use nearly 100% para-H2 [12]. It is
worth noting, however, that in an operating neutron source, radiation-
induced molecular dissociation always introduces some ortho-
hydrogen into the moderator even if the hydrogen was prepared in
the para-state prior to start-up.

In the absence of a measurement, the cold neutron source
spectrum may be estimated using transport codes. A challenge of this
approach is achieving a correct characterization of the low tempera-
ture state of the materials, which also depends on the reliability of the
scattering kernels at the operating temperature and pressure of the
cold source. For boiling liquid hydrogen at 20 K, the scattering cross-
section depends on the ortho-para hydrogen ratio and on the void
distribution in the boiling liquid. In this work, we have investigated
the hydrogen o- p ratio dependence with the MCNP6 transport code
[13] using ENDF/B-VII.0 [14] continuous energy o and p hydrogen
scattering kernels (T¼20 K). For these simulations, the liquid hydro-
gen density distribution was estimated from an analysis of localized
heat load per unit mass of LH2, normalized to a measured mean void
fraction (obtained from mockup tests [15]) of 18%.

The “cold neutrons” are typically conducted many tens of meters
from the reactor core to external instrumentation using hollow,
neutron-reflective guide tubes, whose entrances are close to the cold
moderator. Following an idea by Heinz Maier Leibnitz and some early
proofs of principle, the first totally reflecting neutron guides [16,17]
were developed, which increase the solid angle of collection of the
source neutrons and conduct them efficiently towards instruments
that may be sited some tens of meters away. Many improvements
have been made to the technology since, including high quality
substrate preparation and the development of “supermirrors” [18,19
and references therein]. Neutron guides are in widespread use and are
the backbone of the recent expansion of the facilities at the NCNR [20].

The availability of an end-position on a new neutron guide offered
a rare opportunity to perform a controlled measurement of the NBSR
Unit 2 cold neutron source spectrum. The method consisted of
measuring the spectrum at the guide exit via the neutron time-of-
flight (TOF) technique, then relating it to the source spectrum via
Monte Carlo simulation of the neutron guide transmission. The
intensity was normalized using a gold foil activation measurement.
The available neutron guide (NG-Bu) is suited on several counts: The
initial 23 m are curved, excluding direct lines of sight between the
source and the guide exit. Consequently, the emerging spectrum is
relatively free of fast neutron and gamma ray contamination. Such a
guide design exhibits a rapid reduction in neutron transmission for
wavelengths, λ, below a certain characteristic wavelength, λc [21–23].
Despite this, the relatively short characteristic wavelength, λc, of the
curved section of NG-Bu (about 3.2 Å) allowed the spectrum to be
measured reliably for wavelengths down to about 0.8 Å (energies up
to about 150 meV). Finally, the majority of reflecting surfaces are
coated with high reflectivity natural nickel. The high Fresnel-law
reflectivity of the Ni coatings reduces significantly the simulated
transmission uncertainty associated with reflections from these sur-
faces. The remaining surfaces (those of the outer radius of the curved

section) are coated with m¼1.51 supermirror. The m¼1.5 reflectivity
could be modeled more accurately than is customary owing to the
availability of measured reflectivity profiles, each of which could be
correlated with a specific reflecting surface of a specific guide element.
Additionally, the relatively low m causes the solid angle of guide
acceptance to remain within the cavity region of the source to longer
wavelengths than is achievable for a similar guide with high m
coatings. This simplifies the interpretation of the brightness function
for λ below about 12 Å (see Section 5).

2. Cold neutron source and the NG-Bu neutron guide geometry

The liquid hydrogen cold neutron source is illustrated in Fig. 1.
Fig. 1(a) shows a cutaway view through the heavy concrete biological
shielding that reveals the reactor core and fuel elements, thimble,
cryostat vessel, and in-pile neutron guides. Fig. 1(b) and (c) shows
horizontal and vertical cuts, respectively, though the MCNP model of
the cold source assembly. The NG-Bu guide is shown schematically in
Fig. 2 (for clarity, the figure is plotted in a heavily distorted aspect
ratio, which also falsifies the angles). Downstream of the in-pile guide
section, the curved guide is a polygonal approximation to a pure curve
of radius 1432.4 m, with nominally m¼1.5 supermirror coatings on
the outer radial surface and natural nickel on all other surfaces. The
final section, coated with all natural nickel, is straight.

3. Experimental

The apparatus used for the TOF measurements is illustrated
schematically in Fig. 3. The measurements were performed with a
single-slotted chopper disk with rotational speed 4506.86 rpm (mea-
sured mean), which gave an optimal compromise between wave-
length resolution (favoring a higher chopper speed) and white beam
frame overlap (favoring a lower chopper speed). With an estimated
flight path length, DE850.5 mm (measured to the mid-plane of the
fissile coatings of the LND-3053 fission chamber detector [10�3

nominal thermal neutron detection efficiency]) and a neutron pulse
repetition period, τ, of 13,313 μs, a wavelength frame length of about
hτ/(mnD)E62 Å is achieved, where h is Planck's constant and mn is
the neutron mass. The 62 Å wavelength is just beyond the point at
which the measured signal becomes indistinguishable from the (very
low) background level (no detectable slope of the TOF data plotted on
a log intensity scale). Consequently, frame overlap corrections were
eliminated and only a very low time-independent background level
subtraction was necessary. Simulations performed using code written
for this purpose [24], confirm that the TOF spectrum produced by two
separated, but otherwise similar, thin (low interaction probability)
fissile detector coatings is almost exactly that produced by a single
fissile layer at the bisector. This is a good approximation even at long
wavelength, where the resolution function separates into two distinct
peaks (see Appendix C). The chopper-bisector separation (effective
flight path length) is designated by the symbol 〈D〉. The 10�3 thermal
neutron detection efficiency of the fission chamber detector gave an
excellent compromise between reduced counting times and mini-
mized dead-time distortion at the arrival of the spectral peak. The
fission chamber also yielded extremely low gamma background and a
“1/v” response2 that produced not only increased sensitivity to long
wavelengths, but also a spectrum that could be directly normalized by
the thermal-equivalent flux, φc, obtained from the gold foil activation

1 Here m characterizes the ratio of the effective reflectivity cutoff in wave
vector transfer with respect to that of natural nickel, such that the nickel critical
angle defines m¼1.

2 “1/v” refers to a response (in this case the detected signal intensity) that is
inversely proportional to the incident neutron velocity (proportional to neutron
wavelength).
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measurement. The thermal-equivalent flux may be written as

φc ¼
1

λ2200

Z 1

0
λ
dφ λ
� �
dλ

dλ ð1Þ

where, dφ(λ)/dλ is the neutron flux per unit wavelength and λ2200 is
the wavelength of a neutron traveling at a speed of 2200 ms�1¼h/mn

[ms�1 Å]/2200E1.798 Å.
The epithermal neutron background was kept very low by having a

full 1 mm thickness of cadmium on both the chopper disk and the
entrance slit (0.5 mm was insufficiently opaque). Capture gamma
radiation from the cadmium was greatly reduced by pre-masking the
Cd entrance slit with a greater-than-beam-sized, 2 mm thick sheet of
lithiated polymer (PNPI Lithoflex with N(6Li)E3�1022 cm�3) contain-
ing a slightly oversized slit in such a way that the majority of stray
neutron beam is captured in 6Li (see Fig. 3). With 4096 time channels
and a single-slotted disk, the time channel width (dwell time) was
optimally set to 13,313/4096¼3.25 μs, which is an exact multiple of
the discrete resolution of the TurboMCS data acquisition system, hence
the somewhat unusual chopper speed selection. Fine-tuning the
chopper speed in this way avoided a significant dead region between
the end of frame accumulation and the subsequent chopper trigger.
The corresponding wavelength channel width is about 62/
4096E0.015 Å.

Because the position of the zero time of flight (λ- 0) channel is, a
priori, unknown to sufficient accuracy, two additional TOF transmis-
sion measurements were performed with room temperature poly-
crystalline beryllium and graphite crystals of about 4.8 cm and 7.6 cm
thickness, respectively. These measurements established two wave-
length reference positions from the positions of their Bragg edges.
This information was used to provide both an accurate wavelength
calibration and the magnitude of rotational data shift necessary to
place the zero wavelength channel at the start of the spectrum (see
Appendix A). An independent estimate of the effective flight path
length, 〈D〉, is also obtained from this two-point calibration.

Three high-resolution TOF experiments were performed on and
around Oct 24 2012, Nov 20 2012, and Dec 3, 2012 at various
stages of the reactor cycle under the following conditions:

1. After an initial 13 days of reactor/cold source operation and a 2-
day shutdown, the October measurements were performed on

Fig. 2. A schematic of the NG-Bu guide from the center plane of the cold source
liquid hydrogen vessel to the guide exit. Top: Plan view through the beam center
plane. Bottom: Projected elevation view showing that the guide center is 3.5 cm
above the vertical center of the cold source. The TOF apparatus used for the
measurement was installed immediately downstream of the guide exit.

Fig. 1. Views of the Unit2 liquid hydrogen cold source at the NBSR. In the left
figure (a), the seven older guides, NG-1 to NG-7, (numbered 1 to 7) are shown to
the left. The newer guides (identified by letters) emerge from the port to the right.
The NG-B guide (second from the right) is split into an upper and lower guide. The
upper portion (labeled NG-Bu), is the guide used for these measurements. The
figures (b) and (c) are horizontal and vertical cuts respectively though the MCNP
model in the vicinity of the liquid hydrogen vessel. The white regions are
evacuated in the cold source cryostat and filled with CO2 in the adjacent thermal
beam thimbles.
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the second day of subsequent 20 MW reactor power (the
previous day having been interrupted by a 45-min refrigerator
shutdown).

2. The November measurements were performed 4 days from the
end of a fuel cycle with uninterrupted reactor/cold source
operation – likely yielding an equilibrium o- p hydrogen ratio.

3. The December measurements were performed immediately
following the start of a fresh fuel cycle, with the cold source
para-hydrogen content as close to 100% as time permitted. In
order to obtain maximum (uncatalyzed) relaxation of the liquid
hydrogen into its ground state, the cold source refrigerator was
run continuously for a number of days prior to reactor startup.

4. TOF data reduction

The data reduction may be summarized as follows:

1. Sum compatible TOF data sets (as necessary).
2. Normalize to count rate using total run duration (since no

beam monitor was available).
3. Perform time-independent background subtraction – (the back-

ground level was determined by averaging approximately 100
channels occurring within the 62 Å to 0 Å wrap-around region).

4. Perform the wavelength/TOF calibration using the beryllium
and graphite crystal data to determine the effective chopper-
to-detector distance, 〈D〉, and the TOF delay δ preceding the
zero TOF channel (see Appendix A).

5. Using the result for δ in step 4, perform a circular shift of the
TOF data to align the zero TOF channel at the zero abscissa (to
within a half-channel width accuracy [o0.0075 Å]).

6. Perform the TOF-to-wavelength conversion via λ¼h/mn� TOF/
〈D〉 for the shifted spectrum, using the value of 〈D〉 obtained
from step 4.

7. Perform the resolution correction (see Appendix C).
8. Divide the resulting wavelength spectrum by the estimated λ-

dependent transmission of the elements between the guide
exit and the active part of detector. This corresponds to about
25.4 cm air, 68.6 cm He, and 0.0556 cm Al (2 aluminum foil
windows 0.0024 cm thick each plus 1 detector window thick-
ness 0.02” [0.0508 cm]).

9. Normalization of the spectrum from step 8 to an absolute
intensity via the thermal-equivalent (capture) flux, φc [Eq. (1)],
obtained from the gold foil irradiation at the exit of the
neutron guide. Since the fission chamber response to thermal
neutrons is “1/v”, the spectrum at this stage is also 1/v-
weighted (λ-weighted). Therefore, the normalization of the
latter is performed simply by ensuring that its numerical
integral is equal to φc. The resulting spectrum is the
thermal-equivalent flux per unit wavelength, dφc(λ)dλ, in
units of cm�2 s�1 Å�1. A 0.2” (0.51 cm) diameter gold foil,
placed near the center of the guide cross-section, gave
φc¼2.34(3)�109 cm�2 s�1. The quoted error of about
71.4% (1σ) is dominated by the foil irradiation time uncer-
tainty, which, in turn, is caused by the duration of the beam
shutter transit and the unknown fractional opening occurring
between shutter “closed” and shutter “open” indicator status.

10. Remove the thermal-equivalent bias in dφc/dλ via dφ/
dλ¼dφc/dλ� λ2200/λ, from Eq. (1).

The results of this analysis, including propagated errors (see
Appendix D), are shown in Fig. 4.

5. Obtaining the source brightness from the end-of-guide
spectrum

The measurements in Fig. 4 represent the spectrum at the exit
of the neutron guide NG-Bu. In order to obtain the source bright-
ness function, these data must be divided by the source-to-guide
exit transmission function, for which no direct measurement
exists. Therefore, the latter is obtained using Monte Carlo ray-
tracing simulations [24]. The neutron guide transmission depends
on the specific reflectivity and misalignment distributions of the
as-installed guide elements. It is well known that the sputtered
supermirror reflectivity, even that of relatively low m, is subject to
an appreciable standard deviation (particularly between fabrica-
tion batches) of both the effective m (typically Δm(1σ)/〈m〉 is
between 1% and 3%) and of the value of the reflectivity at the
position m (typically ΔR1(1σ)/〈R1〉 is between 1% and 5%). For the
NG-Bu guide, we are fortunate enough to possess measured
supermirror reflectivity profiles associated with specific reflecting
surfaces for many of the individual guide elements. In other cases,

Fig. 3. A schematic of the apparatus used for the neutron time-of-flight measurement at the end of neutron guide NG-Bu.

J.C. Cook et al. / Nuclear Instruments and Methods in Physics Research A 792 (2015) 15–2718



reflectivity measurements characterizing guide elements pro-
duced from a given batch were available. Either way, knowing
the installation sequence of guide elements, we have been able to
replicate the actual supermirror reflectivity variations along the
guide as closely as is practically possible. This decreases the
systematic error associated with the reflectivity aspect of the
simulation model in a way that is not usually achievable. Uncer-
tainty in the distribution of m, for example, sensitively influences
the short wavelength transmission “cut-off” position, whereas
variations in R particularly influence the simulated long wave-
length transmission, since this tends to rely on increasing numbers
of reflections with increasing wavelength.

We turn to the interpretation of the source brightness in light of
the constraints imposed on the guide simulation. The simulation
uses a single, elliptically-shaped source region, whose dimensions
(a¼7.5 cm semi-minor width, b¼10 cm semi-major height) corre-
spond to the cold source cavity exit window limits (see Fig. 1).
Neutrons are emitted uniformly from this region towards random
points on the guide entrance, which is a good approximation in this
case. The simulation is used to project what source brightness, d2φ
(λ)/dλdΩ (neutrons emitted per second per unit source area, As, per
unit wavelength, per unit solid angle3), is necessary to reproduce the
measured dφ(λ)/dλ at the guide exit. The resulting brightness
function is thus subject to the imposed constraints of the physical
source limits, of source uniformity, and of the assumed guide
reflection characteristics. The Unit 2 cold source clearly extends
laterally beyond the cavity window limits (Fig. 1) and some neutrons
transmittable by the guide (particularly those of longer wavelength)
originate from this outer region. A complication arises because the
spectrum emitted from the outer region differs from that of the
central cavity. Qualitatively, the spectral peak is shifted to longer
wavelength and the longest wavelengths are suppressed by in-
creased absorption. Because it is difficult to account for this spatial
dependence when it is a-priori unknown, a single, uniform source

approach is adopted. If an extended source area were chosen, a
different effective brightness function is produced, which averages
the spectrum over the larger area and the guide transmission over a
correspondingly wider range of neutron incident angles. Therefore,
the source brightness function must be qualified in terms of the
assumptions made about the source in the simulation. Nonetheless,
if the compatible brightness function-source area combination is
used in the simulation, statistically-equivalent results are achieved
at the guide exit.

Fortunately, the complication of assigning different brightness
functions to different source regions is more or less eliminated
below a certain wavelength. Owing to the small angle reflection
characteristics of a neutron guide, neutrons transmitted by a long
guide originate from a restricted spatial-angular acceptance region
at the source, dictated by the guide geometry, proximity of the
guide entrance to the source, and the critical angle(s), θc(λ), of its
reflective coatings. Since θc is proportional to the neutron wave-
length, to a very good approximation, the “allowed” source region
tends to grow with increasing wavelength, unless inhibited by a
physical boundary. When the acceptance area falls beyond the
source boundary, the guide is said to be “under-illuminated”.
However, when simulating a source brightness from a known
spectrum at the guide exit (i.e., the reverse of what is usually
performed), an artificially-imposed source boundary will not
reproduce under-illumination per se, but rather the estimated
source brightness adjusts to compensate for the acceptance region
lost outside of the boundary. For the particular case of NG-Bu with
a cavity window-sized source, the simulated brightness and true
exit window brightness should be more or less indistinguishable
for wavelengths up to about 10 Å to 12 Å. This is because the small
guide cross-section (5 cm�5 cm), combined with the low critical
angle (natural Ni) coatings, concentrate the acceptance area within
the exit window region for this wavelength range. This is illu-
strated in Fig. 5 in which the origins of neutrons transmitted by
the guide for several wavelengths are plotted. This wavelength
range would be greater if the vertical center of the NG-Bu guide
coincided with the vertical center of the source.

Apart from the reflectivity, the guide elements are subject to
misalignment errors, dimensional errors (for example, of the
entrance/exit dimensions, substrate parallelism, or deviation from
intended angle, substrate waviness etc.). These are all subject to
some distribution within specified manufacturing tolerances, in
most cases. For most guide elements, these errors have been
characterized by measurements. Misalignments associated with
the installation were estimated from the accuracy of the alignment
procedure [25]. The latter consists of: (i) Fiducializing each guide
element with multiple alignment “pucks”, (ii) measuring the mean
axis of each element with respect to the fiducials with a portable
coordinate measuring machine, and (iii) laying the element axis on
the CAD-generated intended axis by positioning the element fidu-
cials (henceforth of known relation to the element axis) along a
reference determined by a building-wide network of fiducials,
by means of a laser tracker. In the simulations, the misalignment
distributions are assumed Gaussian. The lateral element-element
misalignments in x and y have a full width at half maximum
(FWHM) of approximately 0.01 mm (about the dimensional toler-
ance of the guide element), the element-to-element angular mis-
alignments in x and y have a FWHME4�10�5 rads (based on our
experience with standard 1.5 m long sections). Finally, the substrate
waviness (which is the long-range variation of surface normal
with respect to the nominal perpendicular) has a 1σ deviation E
1�10�4 rads (FWHME2.35�10�4 rads), which was the specified
manufacturing tolerance. For all misalignment distributions, apart
fromwaviness, the configuration randomness is selected once at the
start of each simulation, then these aspects of the geometry are
frozen. The waviness is applied at each reflection, assuming that the

Fig. 4. Measured neutron flux per unit wavelength, dφ/dλ, at the exit of NG-Bu
resulting from the October, November, and December 2012 TOF measurements, as
indicated in the legend. In the main figure, the curves are plotted on a log vertical
scale showing a signal above background to beyond 60 Å wavelength. The origin of
the error bars on these curves is fully described in Appendix D. The inset shows the
same data (with symbols and error bars removed for clarity), plotted on a linear
vertical scale and reduced wavelength scale to better reveal the spectral differences
of the three measurements in the peak region.

3 The solid angle in this case is the perpendicular projection of the guide
entrance area, Ag, at the source point, divided by the square of the source point to
guide entrance point distance, dsg. For large dsg, such that trajectory angles are small
with respect to the initial guide axis direction, the solid angle tends towards Ag/dsg2 .

J.C. Cook et al. / Nuclear Instruments and Methods in Physics Research A 792 (2015) 15–27 19



reflection points, separated by distances that are uncorrelated on the
atomic length scale, sample the waviness distribution. The standard
deviation of the guide transmission due to misalignments is
estimated by performing many simulations with different random
starting configurations (in this case 100). Individual simulations
were performed with sufficiently high Monte Carlo statistics for the
results to reflect the variation associated with the misalignments,
rather than the statistical error. Fig. 6 shows a total of 300
simulations:– 100 simulations superimposed for each of the three
dφ/dλ distributions obtained from the October, November, and
December TOF measurements (see Fig. 4), where the largely
misalignment-induced scatter is evident. In order to isolate the
expected cavity brightness region (see discussion above), for which
the results may be directly compared with transport calculations,
the wavelength region up to λ¼12 Å is plotted. The error bars on
individual data sets are mainly due to the propagated uncertainties
on dφ/dλ resulting from the analysis of the TOF measurements,
combined with a comparatively small Monte Carlo statistical error. A
detailed analysis of the experimental uncertainties is given in
Appendix D. The 100 simulation-averaged brightness functions for
each measurement, together with the average from all 300 simula-
tions are shown in Fig. 7. Again, the error bars are a combination of
statistical errors and standard deviations as outlined in Appendix D.

6. Discussion

Using the estimated liquid hydrogen density distribution
described in Section 1, the best-fit MCNP simulation for neutron
wavelengths greater than about 4 Å (neutron energy, E,o5meV) is
that shown in Fig. 7. The “best fit” criterion was established as
follows: (i) The “measured” brightness curve (mean of all simulations

combined – open black circles in Fig. 7) and the corresponding
measurement uncertainties were interpolated onto the abscissa of the
MCNP simulations (mean bin wavelengths), (ii) the interpolated
measurement errors and the MCNP statistical errors were combined
in quadrature, (iii) an effective χ2 was calculated from the result. This
process was repeated for wavelength ranges with λmax¼12 Å and
λmin¼2 Å, 3 Å, 4 Å, and 5 Å. For λminZ5 Å, the best fit MCNP
simulation assumes an ortho: para hydrogen ratio of about 18.5%:
81.5%. For λmin¼2, 3, or 4, the best fit was obtained with a slightly
lower ortho content (E16.5% to 17.5%), both significantly below what
has been previously assumed. The 17.5% ortho content provides the
best overall agreement between the MCNP simulations and the
measurements with respect to both the peak region of the spectrum
(EE15 meV, λE2.3 Å) and the long wavelength spectrum
(Eo3 meV, λ45.2 Å). Qualitatively, lower ortho content simulations
produce a taller peak and reduced long wavelength intensity, whereas
higher ortho content produces a lower peak with increased long
wavelength intensity. The feature differences observed between the
beginning-of-cycle (December), 2-week (October), and the near end-
of-cycle (November) results (see Section 3), shown in Figs. 4 and 7,
cannot be explained in terms of variations in the o- p ratio, insofar as
these variations are described by the MCNP6 simulations using ENDF
B-VII.0 (ENDF71SaB library) kernels. The three measured spectra are
almost identical beyond about 8 Å wavelength and the observed
variations in the peak region with changing o- p content would be
correlated with measurable differences at longer wavelength. For
example, the November measurement peak is best described by the
MCNP simulation with about 45% ortho content, but this leads to an
intensity at λ46 Å which is too large to agree satisfactorily with the
measurement. It is also difficult to speculate upon how this conclu-
sion may change, if both the ortho and para kernels were to be
modified in future updates of the nuclear data; thus within the
framework of the currently known multiple uncertainties of our
analysis, the spectral differences appear inconsistent with a simple

Fig. 5. Simulated origins of neutrons transmitted by the neutron guide NG-Bu,
projected onto the elliptical cold source exit window region (indicated by the black
elliptical outline). Overlapping patches are shown for neutrons with wavelength λ¼4 Å
(smallest area), λ¼8 Å (intermediate area), and λ¼12 Å (largest area). The apparent
reduction of the semi-minor dimension (from the 75 mm nominal exit window
dimension to 72.15 mm is a consequence of the oblique viewing angle of the exit
window from the NG-Bu guide entrance). The point density indicates the relative
transmission probability of neutrons originating from that region. The 3.5 cm vertical
displacement of the NG-Bu guide with respect to the source center (see Fig. 2) is also
evident from the vertical offset of the points with respect to the center.

Fig. 6. Estimated source brightness functions derived from the three measured dφ/dλ
spectra (Fig. 4) obtained from the October, November, and December 2012 TOF
measurements, as indicated in the legend. For each measured dφ/dλ curve, the figure
shows 100 brightness functions (superimposed), obtained from 100 simulations of the
NG-Bu guide transmission with random misalignments selected from their assumed
(Gaussian) distributions. Each brightness function reproduces dφ/dλ at the guide exit for
its particular guide misalignment configuration, subject to the constraint that the
source area falls within the cavity window region, as described in Section 5. This is
expected to be close to the real situation for the plotted wavelength range up to 12 Å
(see Fig. 5). The element-to-element lateral misalignments and angular misaligments
were selected one-time at the start of the simulation with FWHM¼0.01 mm and
4�10�5 rads, respectively, whereas the substrate waviness was selected with a
1σ¼1�10�4 rads (FWHM¼2.35�10�4 rads) at each reflection point. The error bars
on the individual simulation curves are those described by Eq. (16) in Appendix D. Note
that symbols are turned off in this plot to more clearly illustrate the statistical scatter of
the curves due to the guide misalignments.
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change in o- p ratio. Changes on the short wavelength edge of the
spectral peak are sensitively correlated with the assumed reflectivity
of the neutron guide and with angular misalignments, which are
obtained from unique random samples for each data set. As men-
tioned in Sections 1 and 5, this sensitivity is caused by the transmis-
sion behavior of long curved neutron guides, which exhibits a rapid

drop off below a certain wavelength. Small changes in the reflectivity
or alignment cause the position of the transmission edge to wander,
with a consequently increased standard deviation of the results in this
region. Even though the separate measurements at short wavelength
differ by about 2 standard deviations of the apparent influence of the
simulated guide misalignments (see Fig. 6), low counting statistics
and the precise degree of background subtraction are factors that
significantly affect the inferred brightness computation below about
1.5 Å wavelength. Since the background subtraction was assessed
independently for each measurement, inferred brightness fluctua-
tions of this order could easily occur. Therefore, appropriate caution
should be exercised in attributing great significance to spectral
variations at the short wavelengths. Additional variations in the
reactor core during a cycle, such as fuel distribution and control
arm position, could potentially influence the flux distribution around
the cold source and, consequently, the cold neutron spectrum that
emerges. Study of these as-yet unquantified influences requires
reactor models appropriate for the different degrees of fuel burnup.

The attempt to measure a spectral shift associated with a
radiation-induced increase in ortho-H2 content immediately after
startup (December measurement) failed to show a statistically
significant change on the time scale of the measurements, despite

Fig. 7. Mean brightness functions derived from averages of the functions shown in
Fig. 6. The averages specific to the October, November, and December dφ/dλ
measurements (see Eq. (17), Appendix D) are represented by the full circles,
squares, and triangles respectively. The uncertainty on each point (given by Eq.
(20)) is a combination of the individual 1σ simulation errors contributing to the
average, the TOF measurement error, and the standard deviation of the brightness
functions that is created by the misalignment distributions of the neutron guide.
The open circles are the grand average of all 300 brightness functions shown in
Fig. 6 combined (via Eq. (21)), with uncertainties given by Eq. (24). This curve
represents a “typical” brightness function, averaging differences observed between
the three measurements that may constitute real spectrum changes over the course
of a reactor cycle. The black diamond symbols are the results of MCNP6 simulations
in which the liquid hydrogen is given an ortho: para ratio of 17.5%: 82.5%. For
reference, the extremes of the MCNP6 simulations (100% para – dashed line and
75% ortho [normal hydrogen] solid line) are also plotted. Other simulated o- p
ratios are omitted for reasons of clarity.

Fig. 8. From the theoretical Be powder transmission curve (dashed curve), the
position of the (100) edge (dotted line) associated with λ¼3.959 Å is clearly
identified. The theoretical powder pattern was convoluted with the estimated
(chopper) resolution function (see Appendix B) to produce the bold curve. By
horizontally shifting the bold curve until it best matches the features in the
measured spectrum (circular points), we identify accurately the position of λ(100)
in the measured data.

Table 1
Solutions for the neutron effective flight path length, 〈D〉, and the “zero channel”
delay, δ, from the three TOF measurements. Since the TOF trigger signal was passed
through an adjustable delay module, a different time shift (and corresponding
value of δ) was observed for each measurement. The distribution of 〈D〉 values is not
truly understood, but may be indicative of varying degrees of disoriented layers of
non-graphitic carbon [32,34] throughout the graphite crystal, yielding a range of d
(002) values, depending on the part of the crystal that is illuminated.

Measurement October 24, 2012 November 3, 2012 December 3, 2012

〈D〉 (mm) 851.8 855.4 861.0
δ (μs) 103.48 177.12 203.40

Fig. 9. A tall radial shopper slot of angular width αs rotating at angular speed ω

traversing a centered neutron guide or slit of width Wg, height Hg, whose center is a
distance r from the axis of rotation.
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an attempt to maximize the para content prior to startup. A number
of challenges posed limitations on this measurement: (i) There was
no possibility of measuring the para hydrogen content prior to
startup; (ii) the Unit 2 cold source of the NBSR does not employ
catalysis to accelerate growth of the para content and the presence of
high levels of decay radiation in the reactor core at shutdown may
further hamper any deliberate attempt to achieve it; (iii) the ramp up
of reactor power prior to opening of the beam is far from

instantaneous (E30 min), during which the cold source is exposed
to elevated levels of radiation; (iv) the time-of-flight measurements
required a minimum count time of about ten minutes in order to
achieve sufficient statistics to compare consecutively measured
spectra reliably; (v) the apparent equilibrium ortho-H2 level indi-
cated by the present study is not large to start with and the initial
state of the liquid hydrogen, given the slow uncatalyzed conversion,
may not have differed greatly from its equilibrium state. Nonetheless,
we can conclude that no significant change in the spectrum was
observed on the time scale between 30 min to several hours
following startup with liquefied hydrogen that was allowed to
convert naturally towards its ground state for some days prior to
startup. Unfortunately, an independent assessment of the isomeric
composition of the liquid hydrogen was not feasible at the time of
the present measurements. Instead, it has been inferred from our
remote measurement of the spectrum emitted through a shell-like
liquid hydrogen geometry, which has a weaker composition depen-
dence than is observed from near-100% para, thick target transmis-
sion measurements below 15 meV neutron energy [26]. In the latter,
even the smallest introduction of ortho-H2 leads to a significant
attenuation. The reduced o- p ratio dependence in our situation is
also apparent from examination of the extremes of the MCNP
simulations (see 100% para – dashed line and 75% ortho – solid line
shown in Fig. 7). We have a reasonable degree of confidence in the
ortho and para scattering kernels of our MCNP simulations, since
calculations using previous generations of (discrete) ENDF/B-V and
ENDF/B-VI ortho and para scattering kernels successfully reproduce
measurements on a liquid hydrogen moderator system in which the
o- p ratio was verified experimentally [27]. This likely leaves the
accuracy of the liquid hydrogen density distribution as the dominant
factor influencing the inferred o- p ratio. The largest systematic
discrepancy between the measurements and the MCNP simulations
(observed for all simulated o- p ratios) is found in the wavelength
range from about 3 Å to 5 Å (E3 meV to 9 meV), where the MCNP
simulations consistently overestimate the intensity. This is partly
because MCNP insufficiently accounts for Bragg scattering from in-
beam materials owing to the unavailability or inadequacy of S(α,β)
thermal neutron scattering data for most materials. For the Al6061
alloy components of the model (including the cold source windows),
the simulation uses ENDF/B-VII.0 S(α,β) data for pure aluminum as

Fig. 10. Simulated components of the experimental resolution at λ¼1 Å (a) and at
λ¼60 Å (b): Fine solid curve: Chopper only; bold dashed curve: Dual fissile layer of
detector only; fine dashed curve: Dual fissile layer with divergence corresponding
to an all-Ni-coated neutron guide at wavelength λ; bold solid curve: Combination of
all resolution components. Note that the chopper resolution dominates at short
wavelength.

Fig. 11. The simulated resolution “correction function” (multiplier of resolution-
broadened data) to make a first order correction of the measured spectrum for
resolution effects. The smoother part for λ420 Å results from fitting the noisier
part of the measured dφc/dλ with a smooth function. In the resolution correction
process, the entire curve above 6.4 Å was replaced by a quadratic fit function in
order to minimize the transfer of statistical fluctuations.
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an approximation. The S(α,β) includes coherent or incoherent elastic
scattering (but not both) as well as thermal diffuse scattering. The
pure aluminum S(α,β) data used were al27.22t (293.6 K) for the
room temperature Al6061 components and al27.20t for the liquid
hydrogen-temperature (20 K) components, both of which contain
the coherent elastic scattering data; however no S(α,β) data was
available for other materials in the MCNP model. The (200) and (111)
Bragg edges from the aluminum account for the steps that are
nominally located at about λ¼4.05 Å and about 4.67 Å; however,
comparison of the S(α,β) with measurements for Al6061 in trans-
mission geometry reveal that the pure aluminum S(α,β) is likely to
over-estimate the transmission in these regions. This is confirmed by
the depth of aluminum Bragg edge dips that are observed on other
instruments around the NCNR facility, which are consistently under-
estimated when using the available S(α,β). The MCNP tally binning,
which is chosen sufficiently coarsely to preserve statistics, inevitably
washes out the Bragg features to some extent. Nonetheless, the
discrepancy between the measurement and the MCNP simulation in
this region appears to be a true one, since the “hollow” in the
measured brightness curve cannot be removed even when divided
by the combined materials transmission included in the analysis of
the measurements. (Note that the latter was performed using lower
transmission,measured Al6061 data.) Therefore, the hollow observed
in all measurements cannot be entirely attributed to Bragg scattering
correction issues.

Finally, some significant discrepancies have been observed between
ortho hydrogen kernels originating from the ENDF/B-VII library and
data prepared by the Institut fur Kernenergetik und Energiesysteme
(IKE), University of Stuttgart [28]. In this work, the MCNP simulations
have used the latest continuous energy cross-sections and liquid
hydrogen scattering kernels (hortho.20t, hpara.20t) from the ENDF/B-
VII.0 (ENDF71SaB library). We cannot conclusively test the validity of
one data set over the other because of the uncertainty in the ortho:
para hydrogen ratio and in the exact hydrogen density distribution. A
recent review of the liquid hydrogen scattering kernel calculations by
the Los Alamos and IKE groups reveals approximations particular to
each [29]. However, using the ENDF B-VII kernel set, we do observe
that the main features of the measured brightness spectrum are well
described near the median of the family of curves simulated in the
range between 100% para and normal (25% para) hydrogen at 20 K. A
significant effort is currently underway to improve neutron cross-
section calculations (including those for liquid hydrogen) under the
Work Package 11 (WP11 – Instruments & Experiments: Enhancement
of neutron beams) research program of the CRISP initiative [30], for
which an initial report has been released [31]. Ultimately, improved
kernels will be incorporated into the transport calculations as they
become available.
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Appendix A. Wavelength and flight path length calibration

In general “time zero” of the TOF spectrum does not correspond
to λ¼0 Å. In order to calibrate the 0 Å position and actual
wavelength channel width (requiring a precise measurement of
D), the positions of the [100] and [002] powder transmission edges
from polycrystalline Be and graphite respectively were used as
references. The assumed d-spacings were 1.97956 Å and
3.38405 Å, respectively. The latter value implies a proportion of
disoriented layers, p, as defined by Franklin [32], (Eq. (1) in this
reference) of about 0.59, but gave solutions for D that were close to
those predicted by manual measurement of the flight path length.
d¼3.38405 Å represents an approximately 0.9% increase with
respect to the “perfect” room temperature Bernal structure [33]
value and corresponds to about 4 channels in our TOF spectrum.
With a radial chopper slot opening angle of 1.361 (mean radius
41.91 mm) and a 1 mm rectangular beam-defining slit, the esti-
mated wavelength resolution (chopper only approximation – see
Appendix C and B) is about 0.235 Å FWHM (E15.5 channels), which
broadens the (otherwise vertical) transmission edges considerably. In
order to facilitate the accurate location of these features, two
theoretical powder transmission patterns were calculated (with
room temperature approximations for the thermal diffuse scattering
and Debye–Waller factor): One with infinitely sharp resolution and
one convoluted with the estimated experimental chopper resolution
function. The calculated transmissions were translated over the
measured transmission (taken as the normalized ratio of “with
crystal” to “without crystal”measurements), plotted on a wavelength
scale that was estimated by using the manually-measured value of
〈D〉. This is iterated until a good match of the convoluted curve with
the data is obtained. In this way, the data channel corresponding to
the reference wavelength is easily identified and the corresponding
time in the unrotated TOF spectrum is assigned to the reference
wavelength, 2d. An example for the 4.8 cm-thick warm Be crystal
measurement is shown in Fig. 8, showing a good agreement of the
resolution-convoluted powder pattern (bold curve) with the mea-
sured data (circular points). The crossover of the abrupt edges in the
deconvoluted theoretical powder pattern (dashed curve) with the
resolution-broadened curve locates the reference wavelength in the
latter more accurately. We now have two unknowns, the time delay,
δ, between the chopper trigger and the 0 Å time channel and the
(approximately-known) mean flight path, 〈D〉. If the positions, 2d1
and 2d2, of the two reference powder edges in the raw time
histogram are determined from the above procedure to be T1 and
T2 respectively, we have

T1 ¼ t1þδ¼ 2mnd1
h

Dh iþδ

T2 ¼ t2þδ¼ 2mnd2
h

Dh iþδ
ð2Þ

therefore,

Dh i ¼ h
2mn

T2�T1ð Þ
d2�d1ð Þ

δ¼ T1�
d1

d2�d1ð Þ T2�T1ð Þ ¼ T2�
d2

d2�d1ð Þ T2�T1ð Þ ð3Þ

Because d1 and d2 are known with reasonable accuracy at
the temperature of the measurement, we can solve for 〈D〉 and δ
with the additional uncertainty that is associated with the
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determination of T1 and T2 – in this case to the nearest ½ channel
width, corresponding to about 0.0075 Å. In matrix notation:

Dh i
δ

� �
¼

2d1= h=mn
� �

1
2d2= h=mn

� �
1

" #
\

T1

T2

" #
� Dh i

δ

� �
¼

2d1= h=mn
� �

1
2d2= h=mn

� �
1

" #�1
T1

T2

" #
ð4Þ

where “\” implies left division. The results for the three measure-
ments are summarized in Table 1.

Appendix B. Estimate of chopper resolution function

The chopper has a radial slot crossing a centered, rectangular
neutron source as illustrated in Fig. 9. From Fig. 9, we define
r1 ¼ r�Hg=2, r2 ¼ rþHg=2, tan γ ¼Wg=2r2, tan ϕ¼Wg=2r1,
ε¼ϕ�γ, and the source area Ag ¼WgHg . The total duration for
neutron transmission through the slot from start to finish is

τtot ¼ 2ϕþαs

ω
ð5Þ

It is simple to treat the transmission function of the chopper
slot by considering the open guide area traced out behind the
leading edge of the slot, then subtract the similar function shifted
in angle by – αs for the trailing edge of the slot. First we define the
following times for the leading edge of the slot within the limits of
the duration of the pulse: t0 ¼ �ϕ=ω, t1 ¼ �γ=ω, t2 ¼ 0, t3 ¼ γ=ω,
t4 ¼ϕ=ω, t5 ¼ ϕþαs

� �
=ω, so that the area of the source traced out

behind the leading edge of the slot, A1, is given by:

A1 tot0ð Þ ¼ 0 ð6Þ

A1 t0-t1ð Þ ¼ Wg�2r1 tan ωtj j� �2
8 tan ωtj j ð7Þ

with A1 t1ð Þ ¼ AgHg=4r2.

A1 t1-t2ð Þ ¼ 1
2
Ag�rHg tan ωtj j ð8Þ

with A1 t2ð Þ ¼ Ag=2.

A1 t2-t3ð Þ ¼ 1
2
AgþrHg tan ωt ð9Þ

with A1 t3ð Þ ¼ 1
2Ag 1þr=r2
� �

.

A1 t3-t4ð Þ ¼ Ag�
Wg�2r1 tan ωt
� �2

8 tan ωt
ð10Þ

with A1 t4ð Þ ¼ Ag . Finally,

A1 t4t4ð Þ ¼ Ag ð11Þ
The chopper pulse shape is then calculated from the function

f tð Þ ¼ A1 tð Þ�A1 t�αs=ω
� �

; t ¼ t0-t5 ð12Þ

Appendix C. Resolution contributions and correction

There are three principal resolution contributions affecting the
measurements:

1. The neutron time-of-flight uncertainty due to the non-zero
chopper pulse duration – see Appendix B (wavelength uncer-
tainty independent of wavelength).

2. A discrete flight path length uncertainty due to the physical
separation of the dual fissile coatings of the fission chamber
detector (wavelength uncertainty approximately proportional
to wavelength).

3. Neutron flight path length uncertainty due to beam divergence
(wavelength uncertainty approximately proportional to
wavelength).

The first of these contributions is wavelength-independent and
dominates at short wavelengths (short times of flight). This is
because the chopper pulse duration is an increasing fraction of the
time-of-flight as λ (or TOF)-0. The full width at half maximum
(FWHM) of the wavelength uncertainty is obtained from the
FWHM of the chopper pulse width in time via

ΔλFWHM;chop λ
� �� h

mn

ΔtFWHM;chop

Dh i
where 〈D〉 is the separation of the chopper and the mid-plane of
the two active layers of the fission chamber. The experimental
parameters are (see notation in Appendix B), r¼41.9 mm, α¼
1.361, Wg¼1 mm, Hg¼12.7 mm, ω¼0.472 mrad/μs, which, from
Eq. (5), gives ΔtFWHM,chopEτtot/2E54.9 μs. Using the mean mea-
sured 〈D〉 from Table 1 E856.1 mm, we have ΔλFWHM,

chopE0.254 Å due to the chopper at all wavelengths.
The second effect produces a dual peak resolution function

with peak separation (in wavelength) ΔλFC ¼ λδFC= Dh i, where δFC
is the physical separation of the fissile layers. Here, we have
δFC¼19.1 mm. If 〈D〉¼856.1 mm then ΔλFCE70.0112λ. For
λ¼1 Å, this separation is only about 8.8% of ΔλFWHM,chop, so the
dual peak is not resolved in the convolution, whereas at λ¼60 Å,
the peak separation is 5.27 times greater than ΔλFWHM,chop. For a
perfectly collimated beam, this causes the resolution function to
appear as two well-separated chopper resolution functions cen-
tered at 59.33 Å and 60.67 Å.

Finally, the beam divergence-dependence of the resolution arises
from the distribution of flight path lengths resulting from the
divergence of neutron trajectories allowed through the instrumental
collimation. In the present case, this is more or less the beam
divergence emitted from a long natural nickel-coated neutron guide.
The latter may be approximated by uniformly random horizontal
and vertical beam divergence within the limits7θc, where θc is the
critical angle of reflection with θcE1.73�10�3λ(Å) rads for Ni. In
the small angle approximation, it can be shown analytically that the
mean polar angle of such a distribution is given by

θ
� �¼

ffiffiffi
2

p

3
1þ 1ffiffiffiffiffiffi

32
p ln

3þ2
ffiffiffi
2

p

3�2
ffiffiffi
2

p
 !" #

θc � 0:765θc

Using 〈θ〉 as a typical angular deviation of the neutron trajec-
tory with respect to the beam axis (θ¼0), we have

Δλdiv �
ΔD
Dh iλ � θ

� �2
2

λ � 8:75� 10�7λ A
o
� �3

ð13Þ

where we have used the approximation cos θ
� �� 1� θ

� �2
=2, since

〈θ〉 may be considered small, even at the longest wavelengths of
interest. Clearly, at λ¼ 1 Å, Δλdiv is negligible; however, at
λ¼60 Å, Eq. (13) yields ΔλdivE0.19 Å (about 13 channel widths
in our experimental setup [see Section 3]).

These components are simulated and illustrated in Fig. 10 for
λ¼1 Å (a) and λ¼60 Å (b). Clearly, the resolution function cannot be
approximated by the chopper resolution at long wavelengths. Even
if the resolution function were simple and wavelength-independent,
attempts at deconvolution are fraught with potential errors and the
result is highly sensitive to noise in the data. The complex
wavelength-dependence of the resolution also means that a “for-
ward” method, such as convoluting the resolution function with the
(resolution-broadened) data, multiplied by a suitable fit function
representing the effect of deconvolution, and least squares fitting to
the original data, is also impractical. The latter also relies on
choosing a realistic “resolution correction” function. Instead, the
following procedure was adopted.

The background-corrected, resolution-broadened 1/v data (i.e.,
what is actually measured by the fission chamber) was used as a
first-order approximation to the deconvoluted data. Some smoothing
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was required to reduce sensitivity of the procedure to noise (just as
with numerical convolution or FFT deconvolution). A Savitzky–Golay
filter with polynomial order 2 and a left and right frame of 7 channels
gave excellent smoothing of channel-to-channel noise fluctuations
without eliminating the real structure of the data. The shortest
(λo2.2 Å) and longest (λ420 Å) wavelengths were also fitted by
smooth functions that describe well the continuous curvature in these
regions to reduce noise sensitivity (hence the smoother regions in
Fig. 11). The effects of resolution were then explored by using Monte
Carlo selection of the resolution components:

(i) The effect of the chopper transmission (by picking a weight
according to the start time distribution, as calculated above).

(ii) The effect of the dual fissile layer by randomly picking one
plate or the other to define the flight path length D¼〈D〉7δFC/
2. A 50: 50 sampling provides a good approximation because
both fissile layers are nominally equivalent and highly
transmitting.

(iii) The effect of beam divergence (by randomly picking a hor-
izontal trajectory component, θx, within 7θc(Ni), then a
vertical component, θy, within 7θc(Ni) and calculating the
polar angle θ¼√ (θx2 þθy2). The flight path length is then D/
cos θ.

The resolution “correction” is obtained approximately by taking
the ratio of the simulated data to the original. These functions for
the three measurements of dφc/dλ are illustrated in Fig. 11. The
oscillations up to about 5.5 Å appear to be real artifacts of the
peaks/dips in the data, some of which occur due to adjacent
structure such as Bragg edges from aluminum. Above about 6.4 Å,
the function shows only features consistent with statistical fluc-
tuations and is well described by a quadratic function (which was
applied in the data correction). The success of this first order
correction was verified for the shorter wavelengths (where the
resolution function is well approximated by the chopper resolu-
tion) by convoluting the corrected data with the chopper resolu-
tion function and comparing with the original data. The resulting
ratio, which was centered statistically about 1.0 indicated that the
resolution correction was successful.

Appendix D. Treatment of uncertainties

Each measurement date produced a slightly different spectrum.
Since some care was taken to avoid perturbation of the experi-
mental setup between measurements, this may indicate a small,
but real, spectral shift. The standard deviation of the combined
results of the three measurements becomes an estimate of the
“systematic” error associated either with real spectral changes
during a reactor cycle, or else the imprecision /irreproducibility of
the measurement. The interpretation is irrelevant for the purposes
of producing a mean spectrum with estimated uncertainties.

The three TOF measurements produced three 20MW-normalized
dφc/dλ curves, with error bars propagated from the TOF analysis. These
originate from the propagated TOF counting statistics when producing
the background-corrected “1/v” data and the uncertainty,Δfnorm, in the
spectrum normalization factor, fnorm. The uncertainty in the spectrum
normalization is the combination of the capture flux uncertainty from
the gold foil analysis (about 71.4%, dominated by the foil irradiation
time uncertainty, rather than decay counting statistics [E0.2%]) and
the estimated uncertainty on the numerical integration of the TOF
thermal-equivalent spectrum integral (which turns out to be small
compared to the Au foil measurement uncertainty). Since the capture
flux (φc) normalization is applied as a wavelength-independent con-
stant factor on the whole 1/v spectrum, the constant Δfnorm/fnorm is
added in quadrature to the statistical count error of each TOF bin to

produce the overall error bar for each wavelength bin of dφc/dλ. After
multiplying dφc/dλ and the corresponding errors by λ2200/λ, where
λ2200 is the wavelength of a neutron traveling at 2200ms�1

(E1.798 Å), we obtain the inferred dφ/dλ spectra, shown for the three
measurements in Fig. 4. Since only one Au foil measurement (per-
formed Oct 11, 2012 at the reactor startup) normalizes all three
measurements, there is an unknown (but presumably small) uncer-
tainty on fnorm associated with possible changes in the capture flux
with degree of fuel burnup. There are the additional possibilities that
the neutron flux spectrum within the centered 0.2” diameter gold foil
differs from that at the position of the chopper slot and that the flux
near the guide center differs from the average over the guide cross-
sectional area. The former is likely to be negligible since the chopper
slot was also centered on the cross-sectional area of the guide. The
latter may be more significant. However, these additional uncertainties
are assumed to fall within the relatively large (1.4%) uncertainty of the
gold foil measurement itself and are henceforth ignored. Spectrum
“abscissa” uncertainties (due to wavelength calibration errors) are
harder to estimate and have the intrinsic half-channel width uncer-
tainty of the original TOF data. There is an unavoidable uncertainty in
the d-spacings of the crystal reference materials (particularly for the
graphite – see Appendix A), used for the wavelength calibration. There
is also some uncertainty in the determination of their powder Bragg
edges due to resolution effects, which was minimized by using the
estimated chopper resolution function, as described in Appendix A. The
wavelength calibration uncertainty is ignored, other than any left-right
fluctuation is somewhat smeared when combining the results of the
three measurements, for which three independent calibrations were
performed.

The second aspect of the uncertainty concerns that of the
source brightness (B) determination using the measured dφ/dλ
curves, mentioned above, and the additional uncertainty from the
simulation of the neutron guide transmission. As mentioned in the
text, the effect of guide misalignments is estimated from the
standard deviation of the simulation results of 100 random
configurations chosen from the assumed distributions. The effect
of the uncertainty of the guide reflectivity is assumed small since
the model is based on measurements, as described in the text. The
simulations were performed so that the Monte Carlo statistics (the
standard deviation of the mean guide transmission, 〈Tjk〉, as
determined from the mean neutron weight at the guide exit
evaluated over a number of histories, i, for each wavelength j of
each simulation, k ), given in the limit of a large number of
histories, Njk, by:

SMC Tjk
� �� �¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPNjk

i ¼ 1
Tjik� Tjk

� �� �2
Njk Njk�1
� �

vuuuut
										
k

ð14Þ

is small compared with the intrinsic error on the mean brightness
evaluated at wavelength j, 〈Bj〉, associated with the TOF measure-
ment error, δdφ/dλj on the measurement dφ/dλj:

δ Bj
� �

M ¼ Bj
� �

M

δ dφ=dλj
� �
dφ=dλj

� �
M

ð15Þ

where M labels the measurement (i.e., October, November, or
December, as appropriate). The condition SMC Tjk

� �� �
{δ Bj

� �
M is

ensured by running a sufficiently large number of histories, Njk, for
each wavelength λj in each simulation k. Nonetheless, the dis-
played error on 〈Bj〉 does include the Monte Carlo statistical term,
SMC(〈Tjk〉), for each simulation, k, via

Δ Bj
� �

Mk ¼ Bj
� �

Mk

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
δ dφ=dλj
� �
dφ=dλj


 �2

M

þ SMC Tjk
� �� �
Tjk
� �

 !2

k

2
4

3
5

vuuut ð16Þ
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These are the error bars that appear on the individual simulation
curves in Fig. 6.

Finally, we wish to produce averaged brightness curves from
the multiple simulations (100 per measurement date for the three
measurement dates [300 curves total] that are represented in
Fig. 6). We may produce the average for a given measurement date
(average of 100 simulations), the grand average of all measure-
ments (average of 300 simulations), or even the average of the
measurement date averages (average of three individually-
averaged curves). In evaluating these averages, we wish to com-
bine the error bars on the individual simulation curves ([Eq. (16)])
with the appropriate estimated standard deviation of the simula-
tion curves. The latter, for a sufficiently large sample, accounts
approximately for the distribution in brightness values that is
attributable to the distribution of guide misalignments. For
instance, if NM is the total number of simulations for measurement
M (in this case 100), the weighted mean brightness at wavelength j
of measurement M, averaged over the NM simulations, is

Bj
� �

M ¼

PNM

k ¼ 1
Bj
� �

Mk=Δ Bj
� �2

Mk

� 
PNM

k ¼ 1
1=Δ Bj

� �2
Mk

�  ð17Þ

with an uncertainty in the weighted mean due to the error bars on
the individual simulation curves given by

σ1 Bj
� �

M

� �¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPNM

k ¼ 1
1=Δ Bj

� �2
Mk

� s ð18Þ

However, we are not finished, since we also wish to combine the
standard deviation of the simulated 〈Bj〉Mk associated with the
guide misalignments; this is given by:

σ2 Bj
� �

M

� �¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
NM�1

XNM

k ¼ 1

Bj
� �

Mk� Bj
� �

M

� �2
vuut ð19Þ

where 〈Bj〉M is given by Eq. (17). Finally, we obtain the estimated
error bar on the mean brightness derived from TOF measurement
M from:

Δ Bj
� �

M �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ1 Bj
� �

M

� �2þσ2 Bj
� �

M

� �2q
ð20Þ

These are the error bars shown on the individual October,
November, and December points shown in Fig. 7.

When combining all the simulations for all measurements
M (i.e., all 300 simulations), we are performing an additional
summation over M, i.e.,

Bj
� �¼

P
M

PNM

k ¼ 1
Bj
� �

Mk=Δ Bj
� �2

Mk

� 
P
M

PNM

k ¼ 1
1=Δ Bj

� �2
Mk

�  ð21Þ

with

σ1 Bj
� �� �¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

M

PNM

k ¼ 1
1=Δ Bj

� �2
Mk

� s ð22Þ

and

σ2 Bj
� �� �¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

Ntot�1

X
M

XNM

k ¼ 1

Bj
� �

Mk� Bj
� �

M

� �2
vuut ð23Þ

where Ntot ¼
P
M

NM . Finally,

Δ Bj
� �� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

σ1 Bj
� �� �2þσ2 Bj

� �� �2q
ð24Þ

These are the error bars shown on the open circles in Fig. 7.
If, instead, we are calculating the average of the averages for

each of the M measurements, we have

Bj
� �¼

P
M

Bj
� �

M=Δ Bj
� �2

M

� 
P
M

1=Δ Bj
� �2

M

�  ð25Þ

with Bj
� �

M and Δ Bj
� �

M given by Eqs. (17) and (20), respectively,
and

σ1 Bj
� �� �¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

M
1=Δ Bj

� �2
M

� r ð26Þ

and

σ2 Bj
� �� �¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

M�1

X
M

Bj
� �

M� Bj
� �� �2s

ð27Þ

where Bj
� �

is given by Eq. (25).
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