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We report on magneto-transport measurements ordénsity, large-area monolayer
epitaxial graphene devices grown on SiC. We obstengerature T)-independent
crossing points in the longitudinal resistivgy, which are signatures of the
insulator-quantum Hall (I-QH) transition, in allrde devices. Upon converting the
raw data into longitudinal and Hall conductivities andoxy, in the most disordered
device, we observeid-driven flow diagram approximated by the semi-@rtdw as
well as theT-independent point ik, neare’/h. We discuss our experimental results
in the context of the evolution of the zero-eneltgndau level at low magnetic fields
B. We also compare the observed strongly insulatiepaviour with metallic
behaviour and the absence of the I-QH transitiographene on SiOprepared by

mechanical exfoliation.



1. Introduction
When a strong magnetic fiel@ is applied perpendicular to the plane of monolayer
graphené;® Landau quantization results in a series of Laridaals whose energies

are given by

E, = sgn(N)/27 ZeBN], 1)

where N, 7, €, vg are an integer, reduced Planck constant, electromérge
and Fermi velocity, respectively. According to Eb), the energy of thd = 0 Landau
level (LL) is always zero and thus is independdntBa Such a zeroth LL, which is
shared equally by electrons and holes with degegerhfour, is unique in graphene
and has no counterparts in any semiconductor-aasedimensional (2D) systems. It
is worth mentioning that graphene on $i€n form electron hole puddbedue to
interactions between graphene and its substratié &u effect can greatly modify the
electronic properties of graphene. Therefore thaed&pendent zero-energy LL (Eq.
(1)) should be considered as the theoretical lwmhihon-interacting, ideal graphene
system.

Although in most cases, transport in graphene @» $repared by mechanical
exfoliation shows metallic behaviour or a very wehkdependencg,? insulating
behaviour in the sense that the resistivity dea®adth increasind can appear in
suspended graphene on §fCand in graphene on hexagonal boron nitride (h-BN)
when sublattice symmetry is brokérit is also known that h-BN can substantially
increase the mobility of graphene device and thduged sublattice symmetry
breaking allows the observation of Zeeman spin degey lifting of the LLs in the
presence of a magnetic fidld. Interestingly, recent experiments show very low

conductivity near the charge neutrality point foomolayer graphene on boron nitride



with a suspended top gatand for monolayer epitaxial graphene (EG) with a
point-like constriction caused by bilayer patcheSuch important results on
monolayer graphene suggest further studies ardaregigand may be related to the
possible splitting of the zeroth L(kef. 11) at lowB. Moreover, insulating behaviour
and a temperature-independent point in the measwsdtivity are observed in a
disordered monolayer EG deviteHere, we address the two aforementioned
fundamental issues: the fate of the zero-energyatlow fields and the insulating
behaviour in disordered graphene. In the most desed EG device, we observe a
well-defined T-independent point in the measured Hall condugtivty and the
appearance of a semicircle relation in Tadriven flow diagrant?Such results are in
sharp contrast to the theoretical understandinghef zero-energy LL which is
believed to beB-independent. Moreover, our data provide a thorougtherstanding
of the low-field insulator-quantum Hall (I-QH) trsition in disordered EG as well as

the metallic-like behaviour in graphene on SiO

2. Experimental section

Our EG devices were fabricated utilizing a cledginolgraphy processthat leaves the
surface free of resist residues. After the fabidcaprocess, doping occurs due to or
initiated by chemical etching of the protective dayand exposure to air. We have
engineered the carrier density as lownas 10> m2. Here, the exposed Si atoms in
the SiC(0001) lattice form partial covalent bonds darbon atoms in the lower
graphene layer (buffer layer), and only the topefais conducting. Si-C covalent
bonds and defects such as interfacial dangling affdct the electrical environment
of the graphene sheet and graphene-substrate wguplay break its sublattice

symmetry:®> Low carrier density is known to reduce the scregnaf Coulomb



potential fluctuations, and therefore enhances $€ substrate effect on the

conducting graphene sheet.

Large-area EG devices are suitable for studies Mf t@nsitions and insulating
behaviour since the long-range effects of increasiisorder may be hidden by local
or size-dependent phenomena for small sarmplekreover, in EG grown on Si&,
18E¢ can be pinned to the localized statesich that ther= 2 QH plateau extends
from a low field (~ 1 T) to exceptionally high valsi (30 TY° making EG an ideal
system for studying an isolated low-field QH traiosi, although no such high-field
transition has been reported. A possible reasonth is the reservoir model
responsible for the long= 2 QH plateat? so that one does not observe the high-field
insulating state. Measurements on large-area (0n6xn®.1 mm) devices were made
in a perpendicular magnetic field up to 9 T in aialale-temperature cryostat using

standard low-frequency lock-in techniques.

3. Resultsand discussion

Figure la-c show the atomic force microscope (ARMages taken on the three
samples (EG1, EG2 and EG3) which were studied is Work. Although both
samples were grown at the same temperature of 490¢the surface roughness of
EG1 appears to be lower than that of EG2. As wdlldlhown later, although the
surface roughness of EG3 is slightly lower thart tfaEG2, the resistivity of EG3
device is higher than that of EG2 (and that of E@Ine possible reason is that the
growth temperature of EG3 (1800) is lower than those of EG1 and EG2, rendering

EG3 the most disordered among the three deviceshwtill be described later.



The longitudinal and Hall resistivitiepxf andpxy) for EG1, EG2, and EG3 at various
T are plotted in Figs. 2a-c. The Iovresistivity of EG1 is nearly two times lower
than that of EG2. However, the mobility of EG1lasver than that of EG2. Therefore
it is not possible to tell whether the level ofaiger in EG1 or in EG2 is higher.
Nevertheless, since both the mobility and zeradfenductivity of EG3 is the lowest
among the three devices, we believe that EG3 isnibt disordered sample. We can
immediately see th@-independent points ipxx at crossing fieldB. in all three
samples. FoB < B, the device behaves as an insulator in the séasgt decreases
with increasingr.?! For B > B, the device shows QH-like behaviour andincreases
with increasingT.?24 Our results show characteristics of the insulédor= 2 QH
transition observed in disordered 2D systéfifé.Like other disordered 2D systems,
localization and interaction effects are observedour devices (see Supporting
Information).

To further study the observed I-QH transitiénye plot g« and oy for EG1,
EG2 and EG3 in Figs. 3a-c. Interestingly, a cleamdependent crossing point @y
develops neag?/h for EG2 and EG3. In the scaling theory of the Gfdat, values of
Oxy that are half multiples of%h (per spin) behave as unstable points under
renormalizatiort® Therefore the observed crossing point nedh suggests a
delocalization/localization process occurs when #eroth LL passesupwards

throughEr whenB is decreasetf.

A T-driven flow diagram in theofy, oxx) plane can be used to study the physics of
localization processes in 2D systefn& A field-induced transition involves a
transition between two fixed points in this diagrawith a sudden increase and a

similar decrease iax once the LL is emptied or filled. It has been expentally



verified that this transition traces out a semleftin the @xy, ox) plane and for
systems with a single conduction channel the sedeciepresents a critical boundary
for the QH state. The semicircle is centered aet) and follows 6x)? + (oxy —
€’/h)? = (€/h)?, where the transition to the= 2 QH state occurs.

Figures 4a and 4b show that samples EG1 and EGagevobusty = 2 QH
characteristics to the right of the semiciratg & €/h) at fieldsB =~ 1 T, and approach
the limiting point of the QH state ateéfZh, 0). Conductivity data is given in Fig. 4 for
all three EG samples with arrows showihglriven flow superimposed at a series of

fixed B. For a given sample, results at constant magfietat strength that follow a
vertical T-driven flow line corresponds to a critical fieldrbted by B, identified as

a crossing point of constant conductivity. Similar curved arrows show how flow
divides along the critical boundary of the QH statieown by a dotted semicircle,
starting at an unstable point indicated by a btimtk EG1 avoids the critical boundary
with high conductivity ¢x= 4e?/h) at low fields, and the vertical flow line occuat

oxy < €9/h. Vertical T-driven flow arrows in Figs. 4b and 4c show that trossing

magnetic field B’ occurs close tasy = €/h for both EG2 and EG3, while the

magnitude ofoxx decreases from~ 2e?/h to oxx~ €?/h. Thus, we can characterize
the T-driven flow for increasing disorder strength inr@amples by vertical flow
alongoxy = €°/h, the line that points toward the center of the 2 QH semicircle.
Elsewhere the flow diverges from verticality espdiginear the semi-circle boundary,
as clearly seen for sample EG3, where flow linesob®e nearly tangent to the

semicircle.

Based on the floating up pictuté 2®Kivelson, Lee, and Zhang have proposed the

global phase diagram (GPD) which describes posgbigse transitions in a 2D



systen?® When the spin degeneracy is considered, for a giyodisordered 2D
system in which the spin-splitting is not well-res, the only I-QH transition is the
0-2 transition, where the numbers 0 and 2 corredpothe insulating phase and the
= 2 QH state. This 0-2 transition and the 2-0 titeors from the QH state to the
insulating regime, are equivalent within the GPanfework?® The establishment of
the semicircle relation for the 0-2 transition reqs that the lowest extended band
continuously floats up abover with smallerB.?? 23 27-2°Experimenta evidence for
the floating-up of the extended states in GaAshwen claimetl. On the other hand,
at low magnetic fields, extended states can flpathen merge in a Si 2D syst&mit
was pointed out that chaotic potentials and possdsdcillation of the boundary
between the metallic and insulating phd%e&sn make the observation of the

pronounced floating-up of the extended states ewdtzable®

The semicircle-like flow lines obtained on EG3 agseto be in line with the
levitation of the zeroth LL in disordered grapheheking the observed insulating
behaviour in EG3 at low fields to the zeroth Landzand floating up abov€.

However, without the ability to tune the carriemdrty to trace the crossing point in
Oxy In our case, we cannot confirm the floating-uphaf extended states at I@®&vThe

semicircle law does not provide a good explanatmrthe transition in the cleaner
devices EG1 and EG2. The possible origin is thair thveak disorder prohibits the

observation of the levitating Landau band. Moreaverfound that the slope efy at
B, scales with temperature following* with x = 0.21 and 0.36 for EG2 and EG3,
respectively (see Fig. S7 in the Supporting Infdromg. At such low-field transitions,

the Zeeman splitting plays a minor role, presertirggspin degeneracy. Therefore the

increase inc can be attributed to the breaking of sublattiaameetry in the presence



of potential fluctuations, which may split the zdrdandau band*With the strongest
disorder in EG3, the semicircle relation betwegrandox becomes apparent, linking
out results with possiblB-dependent zeroth Landau band due to disorder.

For EG3, theT-independent crossing point jgx occurs at the filling factor.
=nh/(eB) of 0.6, which is in agreement with the recentgported value for the
high-field levitation of the zeroth Landau batidHowever for EG1 and EG2, it
corresponds tec. = 16 andvc = 7, respectively, which is much higher than tfoat
EG3. These values deviate from the prediction ditgalu-to-plateau transition
between they = 6 andv = 2 QH state, suggesting that the transition irakie
disordered EG1 and EG2 does not result from\tkel Landau band passing through
the Fermi energy with magnetic field. In additiat, zero magnetic field, we have
estimated the width" = 7/t of Landau level broadening due to disorder. The
results are 23 meV, 24 meV, 76 meV for EG1, EGH, B63, respectively. However
the Fermi energy lies & = 49 meV, 35 meV, and 28 meV for EG1, EG2, and EG3
Interestingly, for EG3Er is smaller than the estimated. This finding infers a
narrowing of the zeroth Landau band, which is rolagminst some sorts of disortfer
such that we can still observe the=2 quantum Hall character in highly disordered
EG3. It is worthwhile noting that the finite sizéezt and the charge transfer from the
buffer layer/SiC interface (which partially determas the carrier density in a QH state)
to the graphene shé&twould modify the transitions. Moreover, since wavé
observed logarithmic temperature dependent Haleslm all the devices due to
interaction effects (see Fig. S4a in Supplementafgrmation), electron-electron
interactions which are not considered within thebgl phase diagram may be
regarded as perturbation/modification to the oagftoating-up picture.

It was shown that graphene-substrate-induced sidelasymmetry breaking

coupled with charge disorder in epitaxial graphiayer can substantially modify the



transport properties of graphetieWe note that in graphene on h-BN, strongly
insulating behavioursolely due to graphene-substrate related sublattice syryme
breaking is observetiinterestingly, such an insulating phase makesextiransition
to the v= 0 state at an extremely low fiel < 0.1 T) without an intermediate
transition to thev = 2 QH staté€,in sharp contrast to our experiment. In our ctise,
mobility of EG3 is 20 times lower than that of theaphene on h-BN. The stronger
disorder and the fact that our device is not eyaadtkthe Dirac point should inhibit the
formation of thev= 0 state as supported by no sign of the 0 plateau inoxy.
Therefore although insulating behaviour can be weskin both graphene on h-BN
and disordered EG, we observe a transition fromribelating phase to the= 2 QH
stateas well asthe semi-circle-likeT-driven flow diagram, in line with floating up
of theN = 0 electron LL due to stronger disorder compavit that of Ametet al®
Our results, together with the pioneering work ohé et al. suggest that sublattice
symmetry breaking plays an important role in theesbed insulating behaviour in
graphene subject to the environment effect. Thength of disorder, however,
determines the allowable transition between thelatsg state and the= 2 QH
state or they = O state. It is worth mentioning that graphene&s@d can form electron
hole puddle¥ due to the interactions between graphene and bstsie. Such an
effect can greatly modify the electronic propertésgraphene. Moreover, h-BN can
substantially increase the mobility of grapheneickand cause sublattice symmetry
breaking which allows the observation of Zeemam sj@generacy lifting of the LLs
in the presence of a magnetic fiéfd®>’ We note that th&-independent zero-energy
LL (Eqg. (1)) should be considered as the theorktioat of non-interacting, ideal

graphene system.



The uniqueB-dependent carrier density in epitaxial graphenewgr on SiC,
which can be ascribed to the reservoir model, hasoaounced effect on the QH
transition. We would like to point out that thougiich an effect is solely responsible
for the extremely long/= 2 quantum Hall plateau, it should not signifidpraffect
the low-field I-QH transition observed in our dessc The reason for this is that a
good crossing point requires fixed carrier densitihe system as previously observed
in conventional semiconductor-based systems in hwhice carrier density is
B-independent!?® Moreover, in all the theoretical studies on th@H-transition, the
carrier density is assumed to be constant, independf both temperature and
magnetic fielf’2° Therefore the reservoir model describing chargestier between
epitaxial graphene and the SiC substrate as aifumof B (Ref. 16) should not play
an important role in the observed low-field I-QHrisition in the work of Pallecclkt

al.12 as well as in our devices.

4. Conclusions

In conclusion, we have reported magneto-transpa@asurements on low-density
monolayer EG with various amount of disord&rindependent crossing points are
observed in all three samples. We have found tlebbserved-independent point
in o survives after subtraction of the electron-elactioteraction corrections (see
Supporting Information), demonstrating that suclissmng points are related to
magnetic-field-induced delocalization/localizatimansitions.T-independent points in
Oxy can emerge, corresponding to the unstable poinderurenormalization in the
scaling theory of the QH effect. Our results therefsuggest thaty, rather thanoy,

is the more important physical quantity in the gtoflquantum Hall transitions. Most



importantly, in the most disordered device, we habservedT-driven flow lines

approximated by the semi-circle law. Such resulesia line with the fact that the
zeroth LL is levitated foB < B¢ and can explain the insulating behaviour in our.EG
In the future, we plan to work on a gated EG dewicerder to tune the effectively
disorder and carrier density within the same sansglethat the evolution of the
crossing point iroyy as well asl-driven flow diagram can be used to probe the déte

the zero-energy LL in graphene-based systems.
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Figure Captions

Fig. 1 AFM images taken on (a) EG1, (b) EG2, andHE3. Left: surface and right:
phase measurements

Fig. 2 pxx andpxy at different temperaturek for (a) EG1, (b) EG2, and (c) EG3. The
vertical arrows indicate the temperature incredse:2.52 K, 3.50 K, 4.25 K, 5.50 K,
7.00 K, 8.50 K, and 10.0 K for EGT;= 2.60 K, 3.54 K, 4.55 K, 5.56 K, and 7.00 K

for EG2;T=4.45K, 7K, 10K, 15K, and 25 K for EG3.

Fig. 3 The directly converted conductivitiesy andoyy, at differentT for (a) EG1, (b)
EG2, and (c) EG3. The vertical arrows indicate theperature increase. The
temperature points are the same as those giveheircdaption of Fig. 1 for each

sample.

Fig. 4 Conductivityoxx plotted againstyy for (a) EG1, (b) EG2 and (c) EG3. The



dotted curves denote the theoretical predictiosenhicirclesxx-oxy relation for the 0-2
transition. Each group of triangle markers conreette dashed lines denotes the data
for the same magnetic field. The arrows indicateftow line to the low temperature

extreme at fixed magnetic fields. The black onesespond to the flow at the

observed crossing poinB; in oxy.
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Sample preparation and measurements

Epitaxial graphene (EG) is formed after decompaositand Si sublimation on the
surface of SiC at high temperatures. Angle-resolpbotoelectron spectroscopy
shows that newly-grown samples measureditu have carrier concentratioms~
10' cm?, ascribed to charge-transfer from an insulatingpbene-like buffer layer
that is covalently bonded to the SiC substtate. order to study the electronic
transport with | < 132 cm?, electrostatit 3or photochemicél gating through an
insulating dielectric, molecular dopihglirectly on the EG surface, or atomic
intercalatiory © beneath the buffer layer have been used to moitiiéy carrier
concentration. In order to achieve low density EXoy EG devices were fabricated
utilizing a clean lithography procédtat leaves the surface free of resist residues.
After this fabrication process doping occurs duertnitiated by chemical etching of
the protective layer and exposure to air, produtypical carrier densities of order
~ 10" cmr?. The devices can be cycled to higher or loweri@adensity repeatedly by
annealing at 70 °C to 150 °C or by air exposureplicating oxygen and water
molecules from the air as the source of p-type e doping °



Longitudinal resistivitypxx was obtained by averaging the data from both sifiéise
conducting channel [voltage probes 1, 3 and voltages 1* and 3*] and Hall
resistivity pxy was measured across the central pair [2 and 2dpuwice contacts [Fig.
S1]. In graphene as well as in heterostructures,darrier concentrations are often
associated with percolating current paths that grixvith pxy. Data measured at both
directions of the magnetic field were combined base the recognized symmetries
of the resistivity components to eliminate this mg[10], which is strong in highly
disordered samples for large valuep@af

Figure S1 Schematic diagram showing a typical meyel epitaxial graphene (E
sample. S and D correspond to source and drairactsntl, 2, 3,1 2" and 3 are
voltage probes. Channel dimensions, which aredheedor all devices studied, dre
= 0.6 mm,W = 0.1 mm, with voltage contacts spaced irh apart along both sic
of the device.
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Weak localization and eectron-electron interactionsin our devices

In the weakly disordered regime, that is, the catiglity higher than &xzh, weak
localization (WL) and electron-electron interactiofEEI) have significant
contributions to the transport at lo® in disordered graphene devices and may
influencé! the observed I-QH transition$!® The WL term modifiesoxx without
affecting pxy. The diffusive EEI has effects on bagtk andpxy. To investigate the
observed I-QH transition, we have isolated the E@itribution from the WL one

following Ref. [17]. The EEI correction to the Dradonductivity’ is given by

h
ooy, = -K G, In(—), 1
5 =KoGo () o

B

whereKee is an interaction parameter dependent on the ¢ymample andr is the
scattering time. This term gives aTlrdependence to botls and to the Hall

coefficientRy = dpxy(B, T)/0B. The Il dependence d®is shown in Fig. S4 (a).
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Fig. S4 (a) Uncorrected Hall sloje = dpxy(B, T)/0B as a function of. (b) Standard
1 i —

N (R R’

(where i runs over the measured temperature poipksited against the interaction

parameterKee ARH Of the uncorrected data in (a) for each sampleesponds to
ARH(Kee= 0) in (b).

deviation of the corrected Hall slope at different AR, = \/

According to Eq. (1), matrix inversion of the cowtuity tensor shows that(B,T)

takes a parabolic forlfy

L 11
o, o

XX

A-u?B?)3o(T), (2)

2
D

for do,, <<o,, wherey is the mobilitys, is the Drude conductivity and is the
mobility. In addition, the EEI term gives a coriieat to the Hall coefficienRy =
dpxy(B, T)/6B following R, /R’ =-260,./0,, Where R, denotes the classical value

of Ry [ref. 17]. The IT dependence dR+ is observed in Fig. S4(a), suggesting the

influence of electron-electron interactions onlthe-field insulating behavior.



Relevant to the data analysis, Eq. (2) indicatésradependent point ipxx at /B = 1.
To clarify this its relation with the observed gy issue, we remove the correction
the contribution of EEI as described by Eq. (2ptoat lowB [ref. 18] and estimate
the EEI strength following Ref. [17]. The correctiadc® described by Eq. (2) is
subtracted from the measureg for with 0 < Kee < 1. By inverting the resulting
conductivity tensor, we obtain a new correctedodekx andpyy. The optimunKeeis
identified when the standard deviation of the cdedR4 values at different in Fig.
S4(b) reaches its minimum. As shown in Figs. S&ta) S5(c), for EG1 and EG2 the
correction removal process renders the correptgthsensitive to the change hat
low fields and the slope corresponds &) without suffering from EEI. Most
disordered device does not produce an optirkgsawith reasonable confidence, and
only a weak minimum (EG3) is obtained by this pohae. TheT-independent points

in pxx(B, T) survive in the corrected data for EG1 and EG2 @rwlr at only slightly
lower crossing field87 after the correction [Figs. S5(a) and S5(b)]. TeémainingT

and B dependence opxx is attributed to WL effect (Supplementary Fig. S5)
suggesting that the transition in EG1 and EG2 sants the crossover from WL to
the v= 2 quantum Hall state. However, stronger disontefEG3 whose lowF

conductivity is lower than®rh makes the correction descriptions invalid.



Remove the corrections dueto electron-electron inter actions
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Fig. S5 Comparison of-dependent resistivities for samples (a, b) EG1 @ndl)
EG2 before and after removal of interactions. Tdmegerature ranges are the same as
those given in the caption of Fig. 1.



Weak localization

Our experimental results can be fitted to the tbecal work of McCanret al.!® as
shown in Fig. S6 (a) and (b). We note that the Weat contributes to a shift i«
proportional to Infy/7), where 7, is the phase relaxation time and approximately
proportional toT! as shown in Fig. S6 (c); however, WL produces ontribution to

Hall coefficient
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Figure S6 Fits of the measuradxx(B) = oxx(B) — oxx(B = 0) to the model develop
by McCannet al. [19] for samples (a) EG1 and (b) EGkhe arrows indicate tl

temperature increase. (c) The decoherence rg’teobtained from the fits as

function ofT.



Scaling of the Hall conductivity
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Table S1 Physical quantities of each EG sample.

Sample | Type | density (f) | Kee | u (Mm?Vist) |z (fs) | T (meV) B

EG1 n 1.75% 10 | 0.35 | 0.59 29 23 0.27
EG2 p 8.83x 10** | 0.46 | 0.78 27 24 0.41
EG3 n 5.76x 10 | - 0.31 9 76 1.21
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