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We report on magneto-transport measurements on low-density, large-area monolayer 

epitaxial graphene devices grown on SiC. We observe temperature (T)-independent 

crossing points in the longitudinal resistivity ρxx, which are signatures of the 

insulator-quantum Hall (I-QH) transition, in all three devices. Upon converting the 

raw data into longitudinal and Hall conductivities σxx and σxy, in the most disordered 

device, we observed T-driven flow diagram approximated by the semi-circle law as 

well as the T-independent point in σxy near e2/h. We discuss our experimental results 

in the context of the evolution of the zero-energy Landau level at low magnetic fields 

B. We also compare the observed strongly insulating behaviour with metallic 

behaviour and the absence of the I-QH transition in graphene on SiO2 prepared by 

mechanical exfoliation.  

 

 

 

 

 

 



1. Introduction 

When a strong magnetic field B  is applied perpendicular to the plane of monolayer 

graphene,1-3 Landau quantization results in a series of Landau levels whose energies 

are given by4 
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FN NeBvNE h=                        (1) 

 

where N , h , e , Fv  are an integer, reduced Planck constant, electronic charge 

and Fermi velocity, respectively. According to Eq. (1), the energy of the N = 0 Landau 

level (LL) is always zero and thus is independent of B . Such a zeroth LL, which is 

shared equally by electrons and holes with degeneracy of four, is unique in graphene 

and has no counterparts in any semiconductor-based two-dimensional (2D) systems. It 

is worth mentioning that graphene on SiO2 can form electron hole puddles5 due to 

interactions between graphene and its substrate. Such an effect can greatly modify the 

electronic properties of graphene. Therefore the B-independent zero-energy LL (Eq. 

(1)) should be considered as the theoretical limit of non-interacting, ideal graphene 

system. 

Although in most cases, transport in graphene on SiO2 prepared by mechanical 

exfoliation shows metallic behaviour or a very weak T dependence,1, 2 insulating 

behaviour in the sense that the resistivity decreases with increasing T can appear in 

suspended graphene on SiO2,6 and in graphene on hexagonal boron nitride (h-BN) 

when sublattice symmetry is broken.7 It is also known that h-BN can substantially 

increase the mobility of graphene device and the induced sublattice symmetry 

breaking allows the observation of Zeeman spin degeneracy lifting of the LLs in the 

presence of a magnetic field.8,9 Interestingly, recent experiments show very low 

conductivity near the charge neutrality point for monolayer graphene on boron nitride 



with a suspended top gate7 and for monolayer epitaxial graphene (EG) with a 

point-like constriction caused by bilayer patches.7 Such important results on 

monolayer graphene suggest further studies are required and may be related to the 

possible splitting of the zeroth LL (ref. 11) at low B. Moreover, insulating behaviour 

and a temperature-independent point in the measured resistivity are observed in a 

disordered monolayer EG device.12 Here, we address the two aforementioned 

fundamental issues: the fate of the zero-energy LL at low fields and the insulating 

behaviour in disordered graphene. In the most disordered EG device, we observe a 

well-defined T-independent point in the measured Hall conductivity σxy and the 

appearance of a semicircle relation in the T-driven flow diagram.13 Such results are in 

sharp contrast to the theoretical understanding of the zero-energy LL which is 

believed to be B-independent. Moreover, our data provide a thorough understanding 

of the low-field insulator-quantum Hall (I-QH) transition in disordered EG as well as 

the metallic-like behaviour in graphene on SiO2. 

 

2. Experimental section 

Our EG devices were fabricated utilizing a clean lithography process14 that leaves the 

surface free of resist residues. After the fabrication process, doping occurs due to or 

initiated by chemical etching of the protective layer and exposure to air. We have 

engineered the carrier density as low as n ≈ 1015 m-2. Here, the exposed Si atoms in 

the SiC(0001) lattice form partial covalent bonds to carbon atoms in the lower 

graphene layer (buffer layer), and only the top layer is conducting. Si-C covalent 

bonds and defects such as interfacial dangling bonds affect the electrical environment 

of the graphene sheet and graphene-substrate coupling may break its sublattice 

symmetry.15 Low carrier density is known to reduce the screening of Coulomb 



potential fluctuations, and therefore enhances the SiC substrate effect on the 

conducting graphene sheet. 

 

Large-area EG devices are suitable for studies of QH transitions and insulating 

behaviour since the long-range effects of increasing disorder may be hidden by local 

or size-dependent phenomena for small samples.16 Moreover, in EG grown on SiC,17, 

18 EF can be pinned to the localized states19 such that the ν = 2 QH plateau extends 

from a low field (~ 1 T) to exceptionally high values (30 T),20 making EG an ideal 

system for studying an isolated low-field QH transition, although no such high-field 

transition has been reported. A possible reason for this is the reservoir model 

responsible for the long ν = 2 QH plateau19 so that one does not observe the high-field 

insulating state. Measurements on large-area (0.6 mm × 0.1 mm) devices were made 

in a perpendicular magnetic field up to 9 T in a variable-temperature cryostat using 

standard low-frequency lock-in techniques. 

 

3. Results and discussion 

Figure 1a-c show the atomic force microscope (AFM) images taken on the three 

samples (EG1, EG2 and EG3) which were studied in this work. Although both 

samples were grown at the same temperature of 1900 oC, the surface roughness of 

EG1 appears to be lower than that of EG2. As will be shown later, although the 

surface roughness of EG3 is slightly lower than that of EG2, the resistivity of EG3 

device is higher than that of EG2 (and that of EG1). One possible reason is that the 

growth temperature of EG3 (1800 oC) is lower than those of EG1 and EG2, rendering 

EG3 the most disordered among the three devices which will be described later.  

 



The longitudinal and Hall resistivities (ρxx and ρxy) for EG1, EG2, and EG3 at various 

T are plotted in Figs. 2a-c. The low-T resistivity of EG1 is nearly two times lower 

than that of EG2. However, the mobility of EG1 is lower than that of EG2. Therefore 

it is not possible to tell whether the level of disorder in EG1 or in EG2 is higher. 

Nevertheless, since both the mobility and zero-field conductivity of EG3 is the lowest 

among the three devices, we believe that EG3 is the most disordered sample. We can 

immediately see the T-independent points in ρxx at crossing fields Bc in all three 

samples. For B < Bc, the device behaves as an insulator in the sense that ρxx decreases 

with increasing T.21 For B > Bc, the device shows QH-like behaviour and ρxx increases 

with increasing T.21-24 Our results show characteristics of the insulator to ν = 2 QH 

transition observed in disordered 2D systems.20-22 Like other disordered 2D systems, 

localization and interaction effects are observed in our devices (see Supporting 

Information).  

To further study the observed I-QH transition,12 we plot σxx and σxy for EG1, 

EG2 and EG3 in Figs. 3a-c. Interestingly, a clear T-independent crossing point in σxy 

develops near e2/h for EG2 and EG3. In the scaling theory of the QH effect, values of 

σxy that are half multiples of e2/h (per spin) behave as unstable points under 

renormalization.21 Therefore the observed crossing point near e2/h suggests a 

delocalization/localization process occurs when the zeroth LL passes upwards 

through EF when B is decreased.22 

 

A T-driven flow diagram in the (σxy, σxx) plane can be used to study the physics of 

localization processes in 2D systems.25,26 A field-induced transition involves a 

transition between two fixed points in this diagram, with a sudden increase and a 

similar decrease in σxx once the LL is emptied or filled. It has been experimentally 



verified that this transition traces out a semicircle25 in the (σxy, σxx) plane and for 

systems with a single conduction channel the semicircle represents a critical boundary 

for the QH state. The semicircle is centered at (0, e2/h) and follows (σxx)2 + (σxy − 

e2/h)2 = (e2/h)2, where the transition to the ν = 2 QH state occurs.  

Figures 4a and 4b show that samples EG1 and EG2 develop robust ν = 2 QH 

characteristics to the right of the semicircle (σxy > e2/h) at fields B ≈ 1 T, and approach 

the limiting point of the QH state at (2e2/h, 0). Conductivity data is given in Fig. 4 for 

all three EG samples with arrows showing T-driven flow superimposed at a series of 

fixed B. For a given sample, results at constant magnetic field strength that follow a 

vertical T-driven flow line corresponds to a critical field denoted by σ
cB  identified as 

a crossing point of constant conductivity σxy. Similar curved arrows show how flow 

divides along the critical boundary of the QH state, shown by a dotted semicircle, 

starting at an unstable point indicated by a black dot. EG1 avoids the critical boundary 

with high conductivity (σxx ≈ 4e2/h) at low fields, and the vertical flow line occurs at 

σxy < e2/h. Vertical T-driven flow arrows in Figs. 4b and 4c show that the crossing 

magnetic field σ
cB  occurs close to σxy = e2/h for both EG2 and EG3, while the 

magnitude of σxx decreases from σxx ≈ 2e2/h to σxx ≈ e2/h. Thus, we can characterize 

the T-driven flow for increasing disorder strength in our samples by vertical flow 

along σxy = e2/h, the line that points toward the center of the ν = 2 QH semicircle. 

Elsewhere the flow diverges from verticality especially near the semi-circle boundary, 

as clearly seen for sample EG3, where flow lines become nearly tangent to the 

semicircle. 

 

Based on the floating up picture,27, 28 Kivelson, Lee, and Zhang have proposed the 

global phase diagram (GPD) which describes possible phase transitions in a 2D 



system.29 When the spin degeneracy is considered, for a strongly disordered 2D 

system in which the spin-splitting is not well-resolved, the only I-QH transition is the 

0-2 transition, where the numbers 0 and 2 correspond to the insulating phase and the ν 

= 2 QH state. This 0-2 transition and the 2-0 transition, from the QH state to the 

insulating regime, are equivalent within the GPD framework.29 The establishment of 

the semicircle relation for the 0-2 transition requires that the lowest extended band 

continuously floats up above EF with smaller B.22, 23, 27-29 Experimenta evidence for 

the floating-up of the extended states in GaAs has been claimed27. On the other hand, 

at low magnetic fields, extended states can float up then merge in a Si 2D system31. It 

was pointed out that chaotic potentials and possible oscillation of the boundary 

between the metallic and insulating phases32 can make the observation of the 

pronounced floating-up of the extended states not realizable.33 

 

The semicircle-like flow lines obtained on EG3 appears to be in line with the 

levitation of the zeroth LL in disordered graphene, linking the observed insulating 

behaviour in EG3 at low fields to the zeroth Landau band floating up above.27 

However, without the ability to tune the carrier density to trace the crossing point in 

σxy in our case, we cannot confirm the floating-up of the extended states at low B. The 

semicircle law does not provide a good explanation for the transition in the cleaner 

devices EG1 and EG2. The possible origin is that their weak disorder prohibits the 

observation of the levitating Landau band. Moreover we found that the slope of σxy at 

σ
cB  scales with temperature following T-κ with κ = 0.21 and 0.36 for EG2 and EG3, 

respectively (see Fig. S7 in the Supporting Information). At such low-field transitions, 

the Zeeman splitting plays a minor role, preserving the spin degeneracy. Therefore the 

increase in κ can be attributed to the breaking of sublattice symmetry in the presence 



of potential fluctuations, which may split the zeroth Landau band.34 With the strongest 

disorder in EG3, the semicircle relation between σxy and σxx becomes apparent, linking 

out results with possibly B-dependent zeroth Landau band due to disorder.  

For EG3, the T-independent crossing point in ρxx occurs at the filling factor νc 

=nh/(eBc) of 0.6, which is in agreement with the recently reported value for the 

high-field levitation of the zeroth Landau band.35 However for EG1 and EG2, it 

corresponds to νc = 16 and νc = 7, respectively, which is much higher than that for 

EG3. These values deviate from the prediction of plateau-to-plateau transition 

between the ν = 6 and ν = 2 QH state, suggesting that the transition in weakly 

disordered EG1 and EG2 does not result from the N = 1 Landau band passing through 

the Fermi energy with magnetic field. In addition, at zero magnetic field, we have 

estimated the width Γ ≈ τ/h  of Landau level broadening due to disorder. The 

results are 23 meV, 24 meV, 76 meV for EG1, EG2, and EG3, respectively. However 

the Fermi energy lies at EF = 49 meV, 35 meV, and 28 meV for EG1, EG2, and EG3. 

Interestingly, for EG3, EF is smaller than the estimated Γ. This finding infers a 

narrowing of the zeroth Landau band, which is robust against some sorts of disorder36 

such that we can still observe the ν =2 quantum Hall character in highly disordered 

EG3. It is worthwhile noting that the finite size effect and the charge transfer from the 

buffer layer/SiC interface (which partially determines the carrier density in a QH state) 

to the graphene sheet20 would modify the transitions. Moreover, since we have 

observed logarithmic temperature dependent Hall slope in all the devices due to 

interaction effects (see Fig. S4a in Supplementary Information), electron-electron 

interactions which are not considered within the global phase diagram may be 

regarded as perturbation/modification to the original floating-up picture.  

It was shown that graphene-substrate-induced sublattice symmetry breaking 

coupled with charge disorder in epitaxial graphene layer can substantially modify the 



transport properties of graphene.37 We note that in graphene on h-BN, strongly 

insulating behaviour solely due to graphene-substrate related sublattice symmetry 

breaking is observed.6 Interestingly, such an insulating phase makes a direct transition 

to the ν = 0 state at an extremely low field (B ~ 0.1 T) without an intermediate 

transition to the ν = 2 QH state,7 in sharp contrast to our experiment. In our case, the 

mobility of EG3 is 20 times lower than that of the graphene on h-BN. The stronger 

disorder and the fact that our device is not exactly at the Dirac point should inhibit the 

formation of the ν = 0 state as supported by no sign of the ν = 0 plateau in σxy. 

Therefore although insulating behaviour can be observed in both graphene on h-BN 

and disordered EG, we observe a transition from the insulating phase to the ν = 2 QH 

state as well as the semi-circle-like T-driven flow diagram, in line with  floating up 

of the N = 0 electron LL due to stronger disorder compared with that of Amet et al.6 

Our results, together with the pioneering work of Amet et al. suggest that sublattice 

symmetry breaking plays an important role in the observed insulating behaviour in 

graphene subject to the environment effect. The strength of disorder, however, 

determines the allowable transition between the insulating state and the ν = 2 QH 

state or the ν = 0 state. It is worth mentioning that graphene on SiO2 can form electron 

hole puddles32 due to the interactions between graphene and its substrate. Such an 

effect can greatly modify the electronic properties of graphene. Moreover, h-BN can 

substantially increase the mobility of graphene device and cause sublattice symmetry 

breaking which allows the observation of Zeeman spin degeneracy lifting of the LLs 

in the presence of a magnetic field.36, 37 We note that the B-independent zero-energy 

LL (Eq. (1)) should be considered as the theoretical limit of non-interacting, ideal 

graphene system. 

 



The unique B-dependent carrier density in epitaxial graphene grown on SiC, 

which can be ascribed to the reservoir model, has a pronounced effect on the QH 

transition. We would like to point out that though such an effect is solely responsible 

for the extremely long ν = 2 quantum Hall plateau, it should not significantly affect 

the low-field I-QH transition observed in our devices. The reason for this is that a 

good crossing point requires fixed carrier density in the system as previously observed 

in conventional semiconductor-based systems in which the carrier density is 

B-independent.21-23 Moreover, in all the theoretical studies on the I-QH transition, the 

carrier density is assumed to be constant, independent of both temperature and 

magnetic field.27-29 Therefore the reservoir model describing charge transfer between 

epitaxial graphene and the SiC substrate as a function of B (Ref. 16) should not play 

an important role in the observed low-field I-QH transition in the work of Pallecchi et 

al.12 as well as in our devices. 

 

4. Conclusions 

In conclusion, we have reported magneto-transport measurements on low-density 

monolayer EG with various amount of disorder. T-independent crossing points are 

observed in all three samples. We have found that the observed T-independent point 

in ρxx survives after subtraction of the electron-electron interaction corrections (see 

Supporting Information), demonstrating that such crossing points are related to 

magnetic-field-induced delocalization/localization transitions. T-independent points in 

σxy can emerge, corresponding to the unstable points under renormalization in the 

scaling theory of the QH effect. Our results therefore suggest that σxy, rather than ρxx, 

is the more important physical quantity in the study of quantum Hall transitions. Most 



importantly, in the most disordered device, we have observed T-driven flow lines 

approximated by the semi-circle law. Such results are in line with the fact that the 

zeroth LL is levitated for B < Bc and can explain the insulating behaviour in our EG . 

In the future, we plan to work on a gated EG device in order to tune the effectively 

disorder and carrier density within the same sample so that the evolution of the 

crossing point in σxy as well as T-driven flow diagram can be used to probe the fate of 

the zero-energy LL in graphene-based systems. 
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Figure Captions 

 

Fig. 1 AFM images taken on (a) EG1, (b) EG2, and (c) EG3. Left: surface and right: 

phase measurements 

 

Fig. 2 ρxx and ρxy at different temperatures T for (a) EG1, (b) EG2, and (c) EG3. The 

vertical arrows indicate the temperature increase: T = 2.52 K, 3.50 K, 4.25 K, 5.50 K, 

7.00 K, 8.50 K, and 10.0 K for EG1; T = 2.60 K, 3.54 K, 4.55 K, 5.56 K, and 7.00 K 

for EG2; T = 4.45 K, 7 K, 10 K, 15 K, and 25 K for EG3. 

 

Fig. 3 The directly converted conductivities, σxx and σxy, at different T for (a) EG1, (b) 

EG2, and (c) EG3. The vertical arrows indicate the temperature increase. The 

temperature points are the same as those given in the caption of Fig. 1 for each 

sample. 

 

Fig. 4 Conductivity σxx plotted against σxy for (a) EG1, (b) EG2 and (c) EG3. The 



dotted curves denote the theoretical prediction of semicircle σxx-σxy relation for the 0-2 

transition. Each group of triangle markers connected by dashed lines denotes the data 

for the same magnetic field. The arrows indicate the flow line to the low temperature 

extreme at fixed magnetic fields. The black ones correspond to the flow at the 

observed crossing point σ
cB  in σxy. 
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Sample preparation and measurements 

 

Epitaxial graphene (EG) is formed after decomposition and Si sublimation on the 

surface of SiC at high temperatures. Angle-resolved photoelectron spectroscopy 

shows that newly-grown samples measured in situ have carrier concentrations n ≈ 

1013 cm-2, ascribed to charge-transfer from an insulating graphene-like buffer layer 

that is covalently bonded to the SiC substrate.1 In order to study the electronic 

transport with |n| < 1012 cm-2, electrostatic2, 3 or photochemical4 gating through an 

insulating dielectric, molecular doping5 directly on the EG surface, or atomic 

intercalation1, 6 beneath the buffer layer have been used to modify the carrier 

concentration. In order to achieve low density EG, Our EG devices were fabricated 

utilizing a clean lithography process7 that leaves the surface free of resist residues. 

After this fabrication process doping occurs due to or initiated by chemical etching of 

the protective layer and exposure to air, producing typical carrier densities of order n 

≈ 1011 cm-2. The devices can be cycled to higher or lower carrier density repeatedly by 

annealing at 70 °C to 150 °C or by air exposure, implicating oxygen and water 

molecules from the air as the source of p-type molecular doping.8, 9  

 

 



 

Longitudinal resistivity ρxx was obtained by averaging the data from both sides of the 

conducting channel [voltage probes 1, 3 and voltage probes 1* and 3*] and Hall 

resistivity ρxy was measured across the central pair [2 and 2*] of device contacts [Fig. 

S1]. In graphene as well as in heterostructures, low carrier concentrations are often 

associated with percolating current paths that mix ρxx with ρxy. Data measured at both 

directions of the magnetic field were combined based on the recognized symmetries 

of the resistivity components to eliminate this mixing [10], which is strong in highly 

disordered samples for large values of ρxx.  

 

 

 

 

 

 

 

 

 

 
 

 

 

Figure S1 Schematic diagram showing a typical monolayer epitaxial graphene (EG) 

sample. S and D correspond to source and drain contacts. 1, 2, 3, 1*, 2* and 3* are 

voltage probes. Channel dimensions, which are the same for all devices studied, are L

= 0.6 mm, W = 0.1 mm, with voltage contacts spaced 0.1 mm apart along both sides 

of the device. 



0 3 6 9
0

3

6

9

T = 2.52 K

 

B (T)

ρ xx
 (

kΩ
)

EG1

0

5

10

15

ρ
xy  (kΩ

)

0 3 6 9
0

5

10

15

T = 2.52 K

EG2

 

 

B (T)

ρ xx
 (

kΩ
)

0

5

10

15

ρ
xy  (kΩ

)

 

 

 

 

 

 

 

0.0 0.2 0.4
0

25

50

 data
 fit

µ
EG1

 = 0.59 m2V-1s-1
EG1

 

 

σ xy
 (

µS
) 

B (T)

T = 4.25 K

0.00 0.25 0.50
0

25

50

T = 4.55 K

 data
 fit

 

 

σ xy
 (

µS
) 

B (T)

EG2
µ

EG2
 = 0.78 m2V-1s-1

 

 

 

 

 

 

 

 

 

 

 

 

 

(a) (b) 

Figure S2. Resistivity values ρxx(B) and ρxy(B) of samples (a) EG1 and (b) EG2 for 

0 < B < 9 T. 

(a) (b) 

Figure S3 Determination of the mobility μ for samples (a) EG1 and (b) EG2 by fitting 

the measured σxy to neμ2B/(1+(μB)2) over the range of 0 < B < 0.15 T. 



Weak localization and electron-electron interactions in our devices 

 

In the weakly disordered regime, that is, the conductivity higher than e2/πh, weak 

localization (WL) and electron-electron interaction (EEI) have significant 

contributions to the transport at low B  in disordered graphene devices and may 

influence11 the observed I-QH transitions.12-16 The WL term modifies ρxx without 

affecting ρxy. The diffusive EEI has effects on both ρxx and ρxy. To investigate the 

observed I-QH transition, we have isolated the EEI contribution from the WL one 

following Ref. [17]. The EEI correction to the Drude conductivity17 is given by 

 

)ln(0 τ
δσ

Tk
GK

B
ee

ee
xx

h−= ,                                        (1) 

 

where Kee is an interaction parameter dependent on the type of sample and τ is the 

scattering time. This term gives a lnT dependence to both σxx and to the Hall 

coefficient RH ≡ δρxy(B, T)/δB. The lnT dependence of RH is shown in Fig. S4 (a).  
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Fig. S4 (a) Uncorrected Hall slope RH ≡ δρxy(B, T)/δB as a function of T. (b) Standard 

deviation of the corrected Hall slope at different T, ∑ −
−

=∆
i

H
i
HH RR

N
R 2)(

1

1  

(where i runs over the measured temperature points), plotted against the interaction 

parameter Kee. ∆RH of the uncorrected data in (a) for each sample corresponds to 

△RH(Kee = 0) in (b). 

 

According to Eq. (1), matrix inversion of the conductivity tensor shows that ρxx(B,T) 

takes a parabolic form18, 

 

( )TB ee
xx

DD
xx δσµ
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ρ )1(

11 22
2

−−≈ ,                                   (2) 

 

for D
ee
xx σδσ << , where µ is the mobility, Dσ  is the Drude conductivity and µ is the 

mobility. In addition, the EEI term gives a correction to the Hall coefficient RH ≡ 

δρxy(B, T)/δB following Dee
0
HH /2/ σδσRδR −= , where 

0
HR  denotes the classical value 

of RH [ref. 17]. The lnT dependence of RH is observed in Fig. S4(a), suggesting the 

influence of electron-electron interactions on the low-field insulating behavior. 
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Relevant to the data analysis, Eq. (2) indicates a T-independent point in ρxx at µB = 1. 

To clarify this its relation with the observed crossing issue, we remove the correction 

the contribution of EEI as described by Eq. (2) to ρxx at low B [ref. 18] and estimate 

the EEI strength following Ref. [17]. The correction ee
xxδσ  described by Eq. (2) is 

subtracted from the measured σxx for with 0 ≤ Kee ≤ 1. By inverting the resulting 

conductivity tensor, we obtain a new corrected set of ρxx and ρxy. The optimum Kee is 

identified when the standard deviation of the corrected RH values at different T in Fig. 

S4(b) reaches its minimum. As shown in Figs. S5(a) and S5(c), for EG1 and EG2 the 

correction removal process renders the corrected ρxy insensitive to the change in T at 

low fields and the slope corresponds to 0
HR  without suffering from EEI. Most 

disordered device does not produce an optimum Kee with reasonable confidence, and 

only a weak minimum (EG3) is obtained by this procedure. The T-independent points 

in ρxx(B, T) survive in the corrected data for EG1 and EG2 and occur at only slightly 

lower crossing fields ρ
cB after the correction [Figs. S5(a) and S5(b)]. The remaining T 

and B dependence of ρxx is attributed to WL effect (Supplementary Fig. S5), 

suggesting that the transition in EG1 and EG2 represents the crossover from WL to 

the ν = 2 quantum Hall state. However, stronger disorder in EG3 whose low-T 

conductivity is lower than e2/πh makes the correction descriptions invalid. 

 

 

 

 

 

 

 

 

 

 

 



Remove the corrections due to electron-electron interactions 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. S5 Comparison of T-dependent resistivities for samples (a, b) EG1 and (c, d) 

EG2 before and after removal of interactions. The temperature ranges are the same as 

those given in the caption of Fig. 1. 
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Weak localization  

 

Our experimental results can be fitted to the theoretical work of McCann et al.19 as 

shown in Fig. S6 (a) and (b). We note that the WL effect contributes to a shift in σxx 

proportional to ln(τφ /τ), where τφ  is the phase relaxation time and approximately 

proportional to T-1 as shown in Fig. S6 (c); however, WL produces no contribution to 

Hall coefficient. 
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Figure S6 Fits of the measured Δσxx(B) ≡ σxx(B) ─ σxx(B = 0) to the model developed 

by McCann et al. [19] for samples (a) EG1 and (b) EG2. The arrows indicate the 

temperature increase. (c) The decoherence rate 1−
φτ  obtained from the fits as a 

function of T.  
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Table S1 Physical quantities of each EG sample. 

 

Sample Type density (m-2) Kee μ (m2V-1s-1) τ (fs) Γ (meV) 
μ  

EG1 n 1.75 × 1015 0.35 0.59 29 23 0.27 

EG2 p 8.83 × 1014 0.46 0.78 27 24 0.41 

EG3 n 5.76 × 1014 − 0.31 9 76 1.21 

 
 
 
 
 
 
 
 
 
 
 
 

ρ
cB

(a) (b) 

Figure S7 Fit of the slope of the transverse conductivity dσxy/dB at the critical field 

σ
cB  to the power-law dependence on temperature T with an exponent κ for EG2 and 

EG3. 
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