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Application of a Large Eddy Simulation
Model to Study Room Airflow

Steven J. Emmerich
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ABSTRACT

A three-dimensional, large eddy simulation (LES) model
developed for studying the transport of smoke and hot gases
during afire inan enclosure is described. The model uses finite
difference techniques to solve the Navier-Stokes equations
with an approach emphasizing high spatial resolution and effi-
cient flow-solving techniques. The model uses the Smagorin-
sky subgrid-scale model.

The LES model with Smagorinsky subgrid-scale model
was applied to ventilation airflow in a three-dimensional
room. Airflow results were in excellent agreement with both
measured values and LES simulations with the mare compli-
cated, dynamic SGS model (reported by Davidson and Nielsen
1996} in the main portion of the room. Agreement was not as
good near the floor and ceiling; however, no empirical near-
wall mode! was used. Also, some interaction between Smago-
rinsky constant and grid resolution was found.

INTRODUCTION

There are two general types of computer simulation tech-
niques for studying airflow and contaminant transport in
buildings—multizone modeling and room airflow modeling.
Multizone modeling takes a macroscopic view of indoor air
quality (TAQ) by evaluating average pollutant concentrations
in the different zones of a building as contaminants are trans-
ported through the building and its HVAC systemn. Room
airflow modeling takes a microscopic view of IAQ by apply-
ing a computational fluid dynamics (CFD) program to exam-
ine the detailed flow fields and pollutant concentration
distributions within a room or rooms. Each approach has
strengths and limitations for studying different building venti-
lation and TAQ problems.

Kevin B. McGrattan

The National Institute of Standards and Technology
(NIST) has maintained a strong multizone modeling effort
with the continuing development and application of the
CONTAM program (Walton 1994). Several years ago, a CFD
program called EXACT3 was developed for studying room
airflows and was applied to the prediction of ventilation
system performance in an open office space (Kurabuchi et al.
1990). EXACT3 employed a &-€ turbulence model that, at the
time, was considered the only practical method for modeling
turbulent airflows. Recently, a CFD program has been devel-
oped at NIST to simulate the transport of smoke and hot gases
during a fire in an enclosure (McGrattan et al. 1994). This new
CFD model employs highly efficient solution procedures and
atechnique, called large eddy simulation (LES), to more accu-
rately simulate the temporal and spatial variations of the flow
field. A project was undertaken at NIST to investigate options
for using this program (referred to in this paper as NIST-
LES3D) for studying building ventilation and indoor air qual-
ity.

This paper contains a brief discussion of CFD theory,
summarizes relevant findings of a literature review performed
to learn the current state of CFD research in the building venti-
lation and JAQ fields, describes the NIST-LES3D program,
and presents the application of NIST-LES3D to a three-
dimensional ventilated room.

CFD THEORY

This section contains a brief introduction to computa-
tional fluid dynamics (CFD) theory. A thorough treatment
may be found in many textbooks on the subject, such as
Anderson et al. (1984) orin an earlier NIST report (Kurabuchi
etal. 1990). CFD is the application of numerical techniques to
solve the Navier-Stokes equations for fluid flow. The Navier-
Stokes equations are derived by applying the principles of
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conservation of mass and momentum to a control volume of
fluid. When applying CFD to the IAQ field, conservation of
mass for a contaminant species and energy for thermal
responses also may be applied, but they will not be included
here.

In CFD, the Navier-Stokes equations are solved by
discretizing the equations using either finite difference or
finite element techniques. Direct numerical simulation (DNS)
involves solving these equations directly with the problem
discretized to a grid fine enough to capture the smallest possi-
ble turbulent eddy. The eddy size may be estimated from
dimensional analysis to be on the order of the Kolmogorov
length scale ((V*1e)'"* where v is viscosity and € is the dissi-
pation rate of turbulence energy and is typically 102 m to
10 m (Tennekes and Lumley 1972).

Performing a DNS for the airflow in a room is a formida-
ble task even for modern computing power. Therefore, various
other approaches have been used to model turbulence. The
most widely applied turbulence modeling technique is the
k-g model (where k is the turbulent kinetic energy and ¢ is
the dissipation rate of turbulent energy). This model usually is
available in all commercial CFD programs and in most
research codes, although other turbulence models also may be
offered. As with the general theory of CFD, the details of the
k-¢ model are presented elsewhere (e.g., Kurabuchi et al.
1990) and only a general description will be included here.

The k-¢ model is derived by substituting the sum of an
average term plus a fluctuating term for the instantaneous
quantities in Equations 1 and 2 shown in “Mathematical
Model” below (e.g., U; = u; + u’)). The average terms are
expected to vary less than the instantaneous quantities and,
therefore, can be resolved over a coarser grid. However, this
averaging procedure yields an additional unknown term called
the Reynolds stress (-pu’’;). The additional unknowns are
resolved by introducing the eddy viscosity concept, which
results in two additional transport equations, one each for &
and €, and five empirical constants.

Although the k- model is an empirical formulation, it has
been used successfully to model turbulent flow in many differ-
ent situations including room airflow. However, there also
have been problems applying the k-€ model to room airflow
simulation, as highlighted by Moser (1991) in a summary of
International Energy Agency (IEA) Annex 20, “Airflow
Patterns within Buildings.” Moser concluded that the accurate
simulation of room airflow with forced convection with a k-g
turbulence model was possible, but problems included turbu-
lence modeling at low Reynolds numbers and in the near-wall
region and modeling natural and mixed convection. In
response to these problems, researchers have extended the
k-¢ model specifically for situations of low Reynolds
numbers, near-wall regions, and natural convection. While
they have had some success, the result is a more empirical and
less general model.

An alternative to DNS and the k-¢ turbulence model is
large eddy simulation (Smagorinsky et al. 1965; Deardorff

1970). The LES method involves solution of the time-depen-
dent Navier-Stokes equations spatially filtered over the
computational grid. The effect of subgrid-scale (SGS) motion
is approximated though a SGS eddy viscosity model.

Kurabuchi and Kusuda (1987) cite the advantages of the
LES model as being direct use of the filtered Navier-Stokes
equations, only one empirical constant, and more universal
and acceptable modeling for the SGS stresses than those
required in other turbulence models. The primary disadvan-
tage they mention is the greater computational difficulty,
which they see limiting the method to problems requiring very
fundamental understanding of flow phenomena or verification
of simpler models. An important fundamental difference
between the LES and typical k-€ methods is the treatment of
the time-dependency of the problem. The typical k- method
results in a “steady-state” solution to an averaged version of
the flow equations, while the LES results in a transient solu-
tion to the actual Navier-Stokes equations. Because real turbu-
lent flow situations are inherently transient, LES methods
could have an advantage in modeling turbulent flow.

Literature Review

Anextensive literature review on the application of CFD
to building ventilation and 1AQ problems was performed
recently (Emmerich 1997). Applications discussed in the liter-
ature include room airflow case studies involving calculation
of airflow patterns, temperatures, ventilation system perfor-
mance and thermal comfort for various ventilation systems,
and strategies and room configurations; flow from diffusers;
modeling effects of occupants; exhaust ventilation system
performance; wind pressure distribution for flow around
buildings; thermal and airflow performance in large enclo-
sures; pollutant transport including particles and moisture; air
curtains; pressure loss in ducts; and coupling of CFD
programs with multizone airflow models and/or building
energy simulation models. A number of applications of
advanced turbulence models to room airflow problems are
summarized below. One significant development in the liter-
ature is recent studies that found LLES results agree better with
experimental results for situations examined. These reports
indicate that the research community is moving toward the
application of LES methods.

Turbulence Modeling

In a summary of IEA Annex 20 research, Moser (1991)
identified turbulence modeling as one of five major technical
problems encountered (only the k-¢ turbulence model was
used). Problems with the standard k-¢ turbulence model have
been identified by others and have led to research on modified
versions and advanced turbulence models. Studies consider-
ing the LES model are discussed in a separate section below.

Murakami et al. (1994) compared the capability of three
turbulence models, including the k-& eddy viscosity model
(EVM), the algebraic stress model (ASM), and the differential
stress model (DSM), at predicting the flow in a room with a
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horizontal, nonisothermal jet from a diffuser. The ASM adds
consideration of anisotropy of Reynolds stresses to the k-¢
model through additional algebraic equations. The DSM, also
called the Reynolds stress model (RSM), uses time-averaged
Navier-Stokes equations with differential equations to
consider anisotropy of Reynolds stresses. Measurements and
predictions indicated that the DSM model predicted the veloc-
ity distribution best, both DSM and ASM predicted tempera-
tures better than k-g, and the k-€ could not predict the
anisotropic nature of the Reynolds stress in the jet.

Xu et al. (1994) simulated isothermal airflow in a room
using the standard &-€ model and three different low Reynolds
number k-€ models. All four models were in good agreement
for predictions of the velocity field. The low Reynolds number
models overpredicted the turbulence kinetic energy in the
boundary layers.

Stathopoulos and Zhou (1995) and Zhou and Stathopou-
los (1996) compared predictions of the wind-induced pressure
on the roof of a building for various versions of the k-€ turbu-
lence model to measurements. They reported poor perfor-
mance with the standard model but better predictions with a
“two-layer” method combining the k-€ model with either a
one-equation model or a low Reynolds number model in the
near-wall area.

Buchmann et al. (1994) found that a low Reynolds
number turbulence model improved predictions compared to
the standard k-€ model for a large enclosure. In a comparison
of several turbulence models, Chen and Chao (1996) found
that a Reynolds stress model performed best for a turbulent
buoyant plume case, while a renormalization group (RNG)
k-€ model performed best for a displacement ventilation
room case.

Takemasa et al. (1992) evaluated the accuracy of different
wall functions in conjunction with the k-¢ turbulence model at
predicting convective wall heat flows in both heated and
cooled rooms. They concluded that a wall function that
depends on turbulence energy at wall-adjacent nodes and
takes into account viscous sublayer thickness produces the
most satisfactory results.

Large Eddy Simulation

Recently, a few studies have applied CFD models with
LES turbulence modeling to building ventilation and IAQ
research topics. In an early report, Sakamoto and Matsuo
(1980) compared predictions of isothermal flow in a simple
ventilated room using both the k-¢ turbulence model and a
large eddy simulation model to measurements. They
concluded that both methods showed “good” agreement with
the experimental results without a noticeable difference
between the two methods with regard to mean velocity.
However, both methods had difficulty near the exhaust inlet,
and the LES model corresponded better with the experimental
results around the supply outlet.

Davidson and Nielsen (1996) report a recent simulation
effort employing LES modeling of airflow in a three-dimen-
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sional ventilated room. Simulations of a test case were
performed at two levels of grid refinement and with two LES
subgrid-scale models (Smagorinsky and dynamic). The
dynamic SGS model depends on a parameter that is computed
from the actual flow conditions rather than chosen as a
constant in advance. This parameter can vary in both time and
space but requires more computation time. Some flow results
are presented for a simple test case and compared to measure-
ment. The authors concluded that the Smagorinsky subgrid
model was inadequate, but the results obtained with the
dynamic subgrid model were in good agreement with
measurements.

Bennetsen et al. (1996) also studied the application of
LES to a three-dimensional room airflow test case. Simula-
tions were performed with Smagorinsky, mixed-scale, and
dynamic subgrid models and the results were compared to
CFD simulations employing the standard k-€ model, the low-
Reynolds number k-€¢ model, a renormalization group k-€
model, and experimental measurements. The authors found
that the LES with a dynamic model agreed “quite well” with
measurements, but the LES with Smagorinsky and mixed-
scale models suffered from inadequate grid resolution.

Murakami et al. (1996) compare predictions for flow
around a building using CFD with four turbulence models
(k-e EVM, ASM, DSM, and LES) to measurements from
wind tunnel tests. Comparisons are presented for mean veloc-
ity vectors, turbulent kinetic energy, mean surface pressure
distribution, turbulence energy production, and normal stress
components. They concluded that the LES agrees well with
experimental measurements, the k-¢ EVM included several
serious discrepancies due to the isotropic eddy viscosity
hypothesis, some inaccuracies still exist in results of ASM,
and DSM improved on some aspects of ASM but was worse
on others.

NIST-LES3D PROGRAM DESCRIPTION

Recently, researchers at NIST have developed a CFD
code using the LES method to simulate the transport of smoke
and hot gases during a fire in an enclosure (McGrattan et al.
1994). The approach emphasizes the use of high spatial and
temporal resolution and efficient flow-solving techniques
while limiting the use of empirical models. The key to the
approach is limiting the problem to regular rectangular, cylin-
drical, or spherical geometry. The grid must be uniform in the
horizontal direction but may be varied in the vertical direction.
This restriction is necessary in order to use a Fast Fourier
Transform (FFT)-based Poisson solver for the pressure instead
of an iterative solution. The fast solution enables use of high
grid resolution fine enough to capture all “important eddies.”
It is not possible to capture all eddies, but extremely small ones
have little influence on bulk properties of most problems
(temperature and contaminant distribution). Currently, the
SGS model options include a constant eddy viscosity model
and the Smagorinsky model.



Mathematical Model

Consider a thermally expandable ideal gas driven by a
prescribed heat source. The equations of motion governing the
fluid flow are written in a form suitable for low Mach number
applications (Rehm and Baum 1978). Sometimes this form of
the equations is referred to as “weakly compressible.” The
most important feature of these equations is that in the energy
and state equations, the spatially and temporally varying pres-
sure 1s replaced by an average pressure that depends only on
time. This is done to filter out acoustic waves. The efficiency
of the numerical solution of the equations is increased dramat-
ically by this approximation.

In the equations to follow, all symbols have their usual
fluid dynamic meaning: p is the density, u the velocity vector,
® the vorticity, p the pressure, g the gravity vector, ¢, the
constant-pressure specific heat, T the temperature, k the ther-
mal conductivity, f the time, ¢ the prescribed volumetric heat
release, R the gas constant equal to the difference of the
specific heats (cp - ¢,), and ¢ the standard stress tensor for
compressible fluids. The model starts with the application of
the conservation of mass, momentum, and energy to a control
volume of fluid (Equations 1 through 3) and the equation of
state (Equation 4).

V. ou =
£+ Vopu =0 ¢)]
ou
p(at+ VIuI uxa))+Vp—Pg =V.o @
oT dp, .
pcp(5;+u.VT)_.E=q+V-kVT 3)
p,(1) = pRT C)]

The divergence of the flow is a very important quantity in
the analysis to follow, and it is found by taking the total deriv-
ative of Equation 4 and substituting expressions from Equa-
tions 1 and 3.

p,V- "?d‘r = Y——( +V . kVT) (5)

where y= ¢,/c,. Integrating Equation 5 over the entire domain
Q yields a consistency condition for the background pressure

P10,

Vdp

Pofaqu- dS+ —Y-(;;" = I;—]UnédV+jBQkVT- dS) (6)

where Vis the volume of the enclosure. The background pres-
sure can be expressed in terms of a background temperature
T,(t) and density p():

pll = Rp()T{I (7)

These spatially averaged quantities play the same role
that ambient conditions do in the Boussinesq approximation.
Perturbations to each are represented by the relations

T =T,()(1+7) (82)

= P ()(1+p). (8b)
The perturbation values are thus simply related:
(1+T)(1+p) = 1. (9)

Defining T, and p, through the adiabatic process yields

1

o= () (09
1!
Gk (o

Substituting Equation 8b and the derivative with respect
to time of Equations 8a and 10b into Equation 3, and simpli-
fying, allows the energy equation to be expressed in terms of
the perturbation temperature T and the divergence:

aT _ 1 4dp,
TR VT = (1+T)[V u+Y dt] an
The background pressure is found from Equation 6.
In the momentum equation, the pressure is composed of
three components, the background, the hydrostatic, and a
perturbation to the hydrostatic,

p(r, 1) = p (1) -p, (1)gz+p(r, 1) (12)

where z is the vertical spatial component. After subtracting the
hydrostatic pressure gradient from Equation 2 and then divid-
ing by the density, the equation becomes

8u+ VI | —uxm+]Vp-——p-p”

1
3; > 5 = I—J—(V~c). (13)

To simplify this equation further, the density in the pres-
sure term is assumed ambient and then the term |u| /2 1is
combined with the perturbation pressure p/ p, and written as
a total pressure, H. Taking the divergence of Equation 13
yields a Poisson equation for the total pressure:

V’H=V.F-V.u (14)

where F represents the convective and diffusive terms of
Equation 13.

The treatment of subgrid scale mixing follows very
closely the analysis of Smagorinsky (1963).
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The stress tensor ¢ in Equation 13 is replaced by the
Reynolds stress tensor T, whose components are written in the
form

2
t; = 2p(C,A)[S,]S;
where
ou, oJu :
- l(_u -J),A = (8x8y82)’, |5,| =

Sij 2\ax; ox; i

25,51,

and C, is the Smagorinsky constant.

There have been numerous refinements of the original
Smagorinsky model (Deardorff 1972; Germano et al. 1991;
Lilly 1992), but it has been difficult to assess the improve-
ments offered by these newer schemes for the fire scenarios to
which the model has been applied. There are two reasons for
this. First, the structure of the fire plume is so dominated by the
large-scale, resolvable eddies that even a constant eddy
viscosity gives results almost identical with those obtained
here (Baum et al. 1996). Second, the lack of precision in most
large-scale fire data makes it difficult to sort out the subtleties
associated with these models. For the time being, the Smago-
rinsky model with the given C, produces satisfactory results
for most large-scale applications where boundary layers are
not important.

In summary, the equations that are solved numerically are
the energy equation (11), the momentum equation (13), and
the Poisson equation for the total pressure (14). This linear
Telliptic equation is solved with the use of an FFT-based direct
solver (GMS 1990). The background pressure, temperature,
and density are found from Equations 6, 7, and 10. Each of the
conservation equations emphasizes the importance of the
divergence and vorticity fields, as well as the close relation-
ship between the thermally expandable fluid equations (Rehm
and Baum 1978) and the Boussinesq equations for which the
authors have developed highly efficient solution procedures
(McGrattan et al. 1994; Baum et al. 1994). The equations are
discretized with second-order central differences. These are
applied directly to the equations presented here with minor
modifications and no loss in performance. The only changes
from earlier methodology are a return to a uniform rectangular
grid with blocks of cells masked to simulate internal bound-
aries and the use of a second-order Runge-Kutta scheme to
advance the velocity and temperature fields in time, The speed
and accuracy of this technique enable calculations on current
generation workstations that involve more than a million
computational cells, yielding the spatial range of two orders of
magnitude for a three-dimensional calculation.

Flow in a Three-Dimensional Ventilated Room

The CFD program NIST-LES3D was applied to predict
the flow in an isothermal, three-dimensional room (Figure 1).
Both measurements (Restivo 1979) and CFD simulations
(Davidson and Nielsen 1996) for this problem have been
reported by others. Two levels of grid refinement were used
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Figure 1  Three-dimensional ventilated room.

including 96 x 32 x 32 and 96 x 64 x 64. The Smagorinsky
constant (C,) used was varied between 0.1 and 0.23. The inlet
velocity was 0.455 m/s with a uniform profile and no turbu-
lence. Other boundary conditions included a pressure pertur-
bation of 0 at the exhaust. Inlet conditions included no air
motion and background P, T, and p throughout the room. Since
the problem simulated is isothermal, V -« = 0, simulations
were run for 600 seconds. Most calculations were performed
on acomputer with 192 Mb of RAM and took about 20 ps per
time step per cell.

Results

Figure 2 shows calculated velocity vectors along the
centerline plane of the ventilated room. These results are for .
a simulation grid of 96 x 64 x 64 and a Smagorinsky constant
of 0.14 and show the main features of the flow including the
jet from the inlet, the flow out the exhaust, and a large recir-
culation pattern through the main part of the room.

The velocity vectors shown in Figure 2 are for the instan-
taneous solution at a time of 600 seconds and cannot readily
be compared to experimental results or evaluated further with-
out time averaging. However, it is not obvious what time
period should be used for the time averaging. Figures 3, 4,
and 5 present normalized x velocities along a vertical line at
x/H=1and z/H = 0.5 averaged over a variety of time periods.
For this simulation, C; was 0.14 and the grid was 96 x 32 x 32.
Figure 3 shows results for averaging periods of 1 second (from
599 to 600 seconds), 10 seconds (from 590 to 600 seconds),
and 100 seconds (from 500 to 600 seconds). A significant
amount of noise due to turbulence exists for the 1-second and
10-second average periods. The pattern is considerably
smoother for the 100-second average period. However, Figure
4 shows that a 100-second average is not sufficient to charac-
terize the flow, as 100-second averages at successive times
yield considerably different results. The Figure 4 results also
show that the initial 100-second period is clearly affected by
the initial conditions. .

Figure 5 presents results averaged over successive 500-
second periods with the initial 100 seconds discarded based on
Figure 4. There is almost no visible difference between the
successive periods, so little is gained in continuing the simu-
lation beyond 600 seconds. Based on these comparisons, the
remaining simulations were run for 600 seconds and results
are presented as average velocities over the last 500 seconds.
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Figure 6 Comparison of LES results to experimental (varied grid and Smagorinsky constant).

Figure 6 compares normalized X velocities for various
simulation cases to experimental measurements. Figures 6a
and 6b show results along the same vertical line as Figures 3,
4, and 5 for grids of 96 x 32 x 32 and 96 x 64 x 64, respectively,
and C, varied in a range of 0.10 to 0.23. Figures 6¢ and 6d
present similar results for the same simulations as Figures 6a
and 6b but further downstream from the ventilation supply at
x/H =2. All of these simulations capture the airflow pattern in
the main portion of the room, with the greatest discrepancy
existing near the floor and ceiling.

A quantitative comparison of the simulation and experi-
mental results is presented in Table 1, which shows the aver-
age differences between the calculated and measured X
velocities as a percent of the inlet velocity at 11 vertical loca-
tions of the results in Figure 6 (at the measurement location
nearest the floor and ceiling and at nine equally spaced points
along the line). The differences are expressed relative to the
inlet velocity to avoid the problem of calculating percent
differences for very small velocities. The choice of Smagor-
insky constant has an impact on the results that appear to inter-

TABLE 1
Comparison of LES and Experimental Results
Simulation Case Average Difference Average Difference Average Difference
Grid C, w/H=1) (x/H =2) (Both)
96x32x32 0.14 7.5 5.7 6.6
96x32x32 0.18 4.5 7.2 5.8
96x32x32 0.23 4.2 8.7 6.4
96x64x64 0.1 6.6 4.8 5.7
96x64x64 0.14 5.4 5.8 5.6
96x64x64 0.18 7.1 11.1 9.1
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act with the grid refinement. For the coarser grid, the closest
comparison to measured values is obtained with C;=0.18 (see
Figures 6a and 6c¢), while C; = 0.14 appears to give the best
comparison for the finer grid (see Figures 6b and 6d).

As stated earlier, Davidson and Nielsen (1996) identified
strong dependence (both flow and grid dependence) of simu-
lation results on the Smagorinsky constant as a major draw-
back for this model. Some evidence for both types of
dependence are apparent in the Figure 6 and Table 1 results.
Bennetsen et al. (1996) also cited problems with grid resolu-
tion for the simulations with the Smagorinsky model. Due to
dissatisfaction with the Smagorinsky results, Davidson and
Nielsen (1996) abandoned the Smagorinsky model and
continued simulations with the more complex dynamic
subgrid-scale model.

Figures 7a and 7b present a comparison with the “best”
Smagorinsky LES simulation based on the differences in
Table 1 results to both Davidson and Nielsen’s dynamic LES
simulation result and the measured values. The Smagorinsky
LES results are for a grid of 96 x 64 x 64 and C, = 0.14. The
Davidson and Nielsen dynamic LES simulation used a grid of
102 x 52 x 52. Figures 7a and 7b present results along the same
vertical lines as Figure 6, while Figure 7c presents normalized
X velocities along a line near the ceiling running the length of
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02 04 06 08 1
wUin

wUin
o
F-9

| O Experimental
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c) Ceiling

the room at the midpoint and Figure 7d presents normalized X
velocities along a similar line near the floor.

The simulation using the dynamic subgrid-scale model
has a distinct advantage over the one with the Smagorinsky
near the floor and ceiling (see Figures 7¢ and 7d), but there is
no clear difference in the bulk portion of the room (see Figures
7a and 7b). However, the difference near the floor and ceiling
may not be due to any advantage of the dynamic model, as
Davidson and Nielsen (1996) also used an additional empiri-
cal model for the near wall region and such a model was not
used for the Smagorinsky simulations. Also, a detailed
comparison of results near the floor and ceiling is difficult, as
the exact location of the measurements is not known and a
small difference in location in this region can have a large
impact on the results.

Since both models result in good agreement with the
experimental results in the main portion of the room, the main
advantage of the dynamic model is relief from selecting an
appropriate value for C,. Since the present work emphasizes
obtaining arelatively fast solution using efficient solving tech-
niques, this advantage may not be worth pursuing in the
present context. However, if the flow near the wall is of partic-
ular interest, the use of a near wall model may be applied.
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Figure 7 Comparison of LES results to Davidson simulation and experimental.
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CONCLUSIONS

The application of a large eddy simulation CFD model to
study building ventilation has been described. The model was
originally developed to study fire situations and emphasizes high
spatial resolution and efficient solution techniques. A literature
review indicated that L.ES has the potential to simulate turbulent
flow in room airflow problems better than the typical k-€ model
and that several researchers are working with LES models.

The LES model with the Smagorinsky subgrid-scale model
was applied to model ventilation airflow in a three-dimensional
room. Airflow results were in excellent agreement with both
measured values and LES simulations, with more complicated
dynamic SGS model (reported by Davidson and Nielsen [1996])
in the main portion of the room. Agreement was not as good near
the floor and ceiling; however, no empirical near-wall model was
used. Also, some evidence of interaction between Smagorinsky
constant and grid resolution was found.
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