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Abstract

The Point-and-Shoot Face Recognition Challenge
(PaSC) is a performance evaluation challenge including
1401 videos of 265 people acquired with handheld cameras
and depicting people engaged in activities with non-frontal
head pose. This report summarizes the results from a com-
petition using this challenge problem. In the Video-to-video
Experiment a person in a query video is recognized by
comparing the query video to a set of target videos. Both
target and query videos are drawn from the same pool of
1401 videos. In the Still-to-video Experiment the person
in a query video is to be recognized by comparing the
query video to a larger target set consisting of still images.
Algorithm performance is characterized by verification
rate at a false accept rate of 0.01 and associated receiver
operating characteristic (ROC) curves. Participants were
provided eye coordinates for video frames. Results were
submitted by 4 institutions: (i) Advanced Digital Science
Center, Singapore; (ii) CPqD, Brasil; (iii) Stevens Institute
of Technology, USA; and (iv) University of Ljubljana,
Slovenia. Most competitors demonstrated video face
recognition performance superior to the baseline provided
with PaSC. The results represent the best performance to
date on the handheld video portion of the PaSC.

1CSU was funded in part by the Department of Defense through the
Technical Support Working Group (TSWG). PJP at NIST was supported
in part by the FBI.

Table 1. Competition Schedule
November 8, 2013 Competition announced.

February 5, 2014 Participant sign-up cutoff.
March 19, 2014 First round results submitted.
April 22, 2014 Final results submitted.

1. Introduction
This paper summarizes the results of the IJCB 2014

PaSC Video Face and Person Recognition Competition.
The competition focused on the problem of recognizing in-
dividuals in videos captured using handheld cameras. The
individuals in the videos are carrying out an action such as
picking up an object or blowing bubbles; they are observed
by the camera. Because the subjects are performing an ac-
tion, the subject’s attention is usually directed away from
the camera. Complicating factors common in video taken
by consumers using devices such as cell phones in everyday
settings are emphasized in this competition. Further, videos
are taken indoors and outdoors under ambient light and dis-
tance from the camera to people shifts over the course of
videos. The resulting problem is an excellent complement
to the task of recognizing people whose attentions are fo-
cused on the camera, and from a face recognition stand-
point, this task is very demanding.

The schedule for the competition is shown in Table 1. A
summary of the participants submitting final results appears
in Table 2. The shortened participant labels are defined to
simplify results summaries below. Since the competition
is based upon the Point-and-Shoot Face Recognition Chal-
lenge [2] (PaSC) 2 data, all participants obtained the associ-

2http://www.cs.colostate.edu/˜vision/pasc
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Table 2. Competition Participants.
Group Country Label
Advanced Digital Science Center Singapore ADSC
CPqD Brasil CPqD
Stevens Institute of Technology USA SIT
University of Ljubljana Slovenia Ljub

Figure 1. Two full frames of video from the competition highlight-
ing complexity of background, marginal image clarity, and sub-
jects attention being directed away from the camera.

Figure 2. Sampled portions of video frames from PaSC videos in-
dicating some of the situations that make recognition challenging.

ated data from the University of Notre Dame 3.

2. Data Summary and Experiments
This competition used imagery from the handheld video

and still image portions of PaSC. The handheld video por-
tion consists of 1401 videos of 265 people acquired at the
University of Notre Dame using five different handheld

3http://www3.nd.edu/˜cvrl/CVRL/Data_Sets.html

Figure 3. Summary statistics for the handheld video.

video cameras. The frame sizes for the videos range from
640x480 up to 1280x720. Videos are acquired at six lo-
cations, representing a mix of indoor and outdoor settings.
Two frames from one video are shown in Figure 1 and a
sampling of zoomed portions of frames appears in Figure 2.
Figure 3 presents histograms which summarize basic statis-
tics relating to video length, face size and face pose.

The eye distance and pose information presented in Fig-
ure 3 was generated automatically using the SDK 5.2.2 ver-
sion of an algorithm developed by Pittsburgh Pattern Recog-
nition (PittPatt)4,5. The PittPatt algorithm was applied to all
frames of video and found faces in 126, 220 out of 328, 641
total frames: the eye distance and pose information is for
those frames where faces were detected. The eye coordi-
nates for these 126, 220 frames were supplied to and used
by all competition participants.

As Figures 1 and 2 are intended to suggest, and the his-

4The PittPatt SDK was used because it was available under a U.S. Gov-
ernment use license.

5The identification of any commercial product or trade name does not
imply endorsement or recommendation by NIST.

http://www3.nd.edu/~cvrl/CVRL/Data_Sets.html


togram of face pose in Figure 3 shows, in the majority of
video frames the face is seen from the side. However, there
are points in most videos where close to frontal views are
present: note the portion of the pose histogram with yaw
angle near zero. Since all results reported here are using
the initial face detection results from PittPatt, to some de-
gree the task of selecting favorable video frames has already
been done and algorithms are starting from a common point.
However, again as the pose and face size histograms in Fig-
ure 3 indicate, there is still a great deal of pose and size
variation within the video frames.

The still images portion of PaSC consists of images of
a superset of the people in the handheld videos. The ex-
act enumeration of videos and still images are provided as
part of the Colorado State University (CSU) PaSC Support
Software Package6 in two files:

• pasc video handheld.xml: 1401 videos of 265 people.

• pasc still target.xml: 4688 images of 293 people.

These files define what are commonly called sigsets, collec-
tions of biometric signatures.

Two experiments are defined in the competition:

Video-to-video Experiment The target and query sigsets
contained the handheld videos. The task was to ver-
ify a claimed identity in the query video by comparing
with the associated target video. Since the same 1401
videos served as both the target and query sets, ‘same
video’ comparisons were excluded.

Still-to-video Experiment The target signature set con-
tains still images and the query signature set contains
videos (the same set of videos used in the Video-to-
video Experiment). The target set includes 4688 im-
ages of 293 people.

3. Competition Protocol and Support

The competition was conducted according to the PaSC
protocol [2], which requires that the similarity score s(q, t)
returned by an algorithm for a query image/video q and
target image/video t be unaffected by any other images in
the target and query sets. This protocol therefore prohibits
training on any images/videos of the people included in
the experiments. Similarly, techniques such as cohort nor-
malization using images/videos of the people in the experi-
ments are also prohibited. Finally, to test generalization to
new locations, the protocol prohibited training on any im-
agery collected at the University of Notre Dame during the
Spring 2011 semester.

6http://www.cs.colostate.edu/˜vision/pasc

Training data is supplied as part of the PaSC. This train-
ing data was collected by the University of Notre Dame un-
der circumstances broadly similar to the data in the com-
petition. However, the training data comes from collection
efforts carried out in semesters different from the competi-
tion data, and there are differences. Further, the quantity of
video training data was small, only 285 videos. Participants
were encouraged to train on other imagery so long as doing
so did not violate the restrictions laid down above.

To aid participants with the details associated with run-
ning an experiment, the CSU PaSC Support Software Pack-
age was made available to all participants. The software in-
cludes a baseline local region principle component analysis
(LRPCA) video-to-still/video-to-video matching algorithm
along with all the surrounding support code needed to en-
capsulate an experiment and carry it through to the stage of
writing out a similarity matrix. Participants were required
to submit full similarity matrices along with summary re-
ceiver operating characteristic (ROC) curves. Curves gen-
erated from the similarity matrices at CSU were returned to
participants and checked against their own to test for con-
sistency.

4. Summary of Participants’ Approaches
Below are short descriptions of the approaches taken by

each of the four participants. As a point of comparison,
the results of these four approaches are compared against
the LRPCA baseline released as part of the PaSC distribu-
tion [2]. Prior to this competition, the LRPCA baseline rep-
resented the best performance seen by the organizers on the
PaSC data by a non-commercial algorithm.

4.1. Advanced Digital Science Center

For face detection and alignment, the ADSC group used
the eye-coordinates provided by the competition organiz-
ers. For each still image and image frame in a video clip,
the algorithm cropped, scaled and resampled the face so as
to create a 64 by 64 face chip with eye centers at a fixed
location and a constant 28 pixels between the eyes.

ADSC’s approach treated each face video as an un-
ordered set of image instances. For both video frames and
still frames, their algorithm extracted block-wise local bi-
nary patterns (LBP) [6] and scale-invariant feature trans-
form (SIFT) [12] features using 8 × 8 and 4 × 4 blocks,
yielding 3776-dimensional and 2048-dimensional features,
respectively. A whitened principle component analysis
(WPCA) transformation is then applied within each feature
space, to reduce the feature vector dimensionalities to 700
and 500, respectively.

A final similarity score between a pair of videos or a
video and a still image is obtained as follows. First, the
cosine similarity between pairs of target and query frames
is computed. Then, the side-information linear discriminant

http://www.cs.colostate.edu/~vision/pasc


analysis (SILD) [16] method is used to learn a discrimina-
tive projection for these scores. Finally, the mean similarity
score is used to express similarity between the sets of indi-
vidual comparisons between frames.

4.2. CPqD

The CPqD approach applies inter-session variability
modeling (ISV) to face recognition using Gaussian mix-
ture models (GMM) [15]. Using the eye coordinates pro-
vided with the competition, the faces are scaled, rotated and
cropped to 64×80 pixels. Afterward, each cropped image is
processed using Tan & Triggs normalization [21], in order
to reduce the illumination effects. In the feature extraction
step, each normalized image is decomposed into blocks of
12x12 pixels that overlap by 11 pixels in each direction, and
the pixels of each block are normalized to zero mean and
unit variance. For each normalized block, the 45 lowest fre-
quency 2D discrete cosine transform (2D-DCT) coeffcients
are extracted [20].

Enrollment using the ISV approach considers a client
model to be an offset of two elements: the client offset and
the session offset. The first one is estimated by a Maxi-
mum a posteriori (MAP) adaptation from a Universal Back-
ground Model GMM (UBM-GMM) [19]. The intuition is
that a client model is a mean shift from a general GMM. The
second offset compensates session effects such as, pose, il-
lumination and expression. These session effects are as-
sumed to be contained in a linear subspace (U subspace)
of the UBM-GMM mean super-vector. Both elements were
trained using the training set of the PaSC database and the
frontal face images of the BioCPqD database [22]. More
details about this approach can be found in [15].

Due to a tight deadline to comply with the competition
deadline, only 2 frames of each query video were used in
similarity score generation. It is hoped that the performance
of this approach will improve once additional query video
content is used. The CPqD team also credits the free signal
processing and machine learning toolbox Bob [1] for pro-
viding useful feature extraction and score generation sup-
port.

4.3. Stevens Institute of Technology

The SIT group approached the video face recognition
problem with a compact and effective video face repre-
sentation, the Eigen-PEP representation [10]. The Eigen-
PEP representation is built upon the probabilistic elastic
part (PEP) model [8, 9]. By design, the Eigen-PEP rep-
resentation is a pose-invariant, unified representation for
faces in images and videos. In practice, despite the num-
ber of frames in a video, its Eigen-PEP representation is a
low-dimensional (typically 100 dimensional) vector. Using
the Labeled Faces in the Wild (LFW) dataset [5], as train-
ing data, each image is transformed into a set of spatial-

appearance descriptors. The spatial-appearance descriptor
is the local appearance descriptor (e.g. SIFT) augmented
by its spatial location in the image. Then, given an image, a
dense collection of descriptors are extracted over a 3-scale
image pyramid with scaling factor 0.9 in a 8×8 sliding win-
dow and 2-pixel spacing. The result is a representation of
each image in terms of a set of descriptors. Considering the
symmetrical structure of the human face, the descriptors ex-
tracted from the mirror-image flipped version of the image
are added to the descriptors set.

The PEP-model is next built from all the training spatial-
appearance descriptors. The PEP-model is a Gaussian Mix-
ture Model with spherical Gaussian components. With the
PEP-model, given a face image as a set of descriptors,
each Gaussian component identifies the descriptor which
induces the highest probability. The PEP-representation for
a face image is constructed by concatenating the appear-
ance parts of the selected descriptors in sequence. Then the
PEP-representation is compacted by Principle Component
Analysis (PCA), resulting in the final Eigen-PEP represen-
tation. In practice, only the 100 principal dimensions with
the largest sample variance are retained so that the size of
the Eigen-PEP representation for a video is only 400 bytes.
Given a face video (or image as one-frame video), its Eigen-
PEP representation is the average of the Eigen-PEP repre-
sentations of all its frames. The face matching step is car-
ried out using a joint Bayesian classifier [3].

In the PaSC challenge, a PEP-model learned from the
LFW dataset with 1024 components was used. Then an
Eigen-PEP representation for the still images and videos
was built. Both still frames and frames from video were
cropped to a normalized size: 150 × 150 pixels with inter-
pupillary distance of 44 pixels. Cropping and normalization
was carried out using the eye locations provided by the com-
petition organizers. The similarity scores submitted were
the result of finding first the Eigen-PEP representations for
a target and query pair and then running the joint Bayesian
classifier trained over the LFW dataset.

4.4. University of Ljubljana

The face recognition system used by the University of
Ljubljana represents an evolution of the recognition system
that achieved the best performance at the face-recognition
competition held in conjunction with International Con-
ference on Biometrics 2013 [4], [23]. As shown in Fig-
ure 4, the system exploits multiple facial representations,
data whitening and the recently introduced probabilistic lin-
ear discriminant analysis (PLDA) [11] together with two
different scoring techniques.

In the first step, the system uses the eye-coordinates pro-
vided by the competition organizers to geometrically nor-
malize each given facial image. Once the image is normal-
ized, the system crops the facial region from the input image
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Figure 4. Block diagram of the face recognition system of the Uni-
versity of Ljubljana

and scales it to a fixed size of 50 × 50 pixels. The scaled
facial image is then converted to gray-scale and photometri-
cally normalized using the retina-based normalization tech-
nique presented in [24]. This procedure results in two facial
images (i.e, a grey-scale and a photometrically normalized
one) that form the basis for feature extraction.

In the feature extraction step, four different image de-
scriptors, i.e., Gabor magnitude features, pixel intensities,
LBP histograms and local phase quantization (LPQ) pat-
tern histograms, are first computed from the two facial im-
ages and then subjected to a PCA-based whitening trans-
form, whose goal is two-fold: dimensionality reduction and
data whitening. The dimensionality reduction and whiten-
ing step is followed by the computation of PLDA feature
vectors for each image descriptor.

In the last step, the computed PLDA feature vectors (2
input images × 4 descriptors = 8 feature vectors) are sub-
jected to a cosine-based as well as a support vector machine
(SVM)-based scoring procedure, which given a target tem-
plate and target SVM model produces two distinct scores
for each feature vector. Hence, a total of 16 scores are calcu-
lated in the scoring step. All 16 scores are normalized using
a special type of ZT-normalization and ultimately combined
using a linear-logistic-regression-based (LLR) fusion tech-
nique to produce the final score for the given verification
trail.

It should also be noted that all parts of the UNILJ system
were trained exclusively on the (video) training data of the
PaSC database.

5. Results
The evaluation protocol used in this competition is in

keeping with prior face recognition evaluations [17] and ad-
heres to best practices for biometric systems [14]. In par-
ticular, algorithms are responsible for returning similarity

Table 3. Verification rates at FAR=0.01 for the video-to-video
(Exp. 1) and video-to-still (Exp.2) tasks.

Group Algorithm Exp. 1 Exp. 2
ADSC LPB-SIFT-WPCA-SILD 0.09 0.23
CPqD ISV-GMM 0.05 0.11

SIT Eigen-PEP 0.26 0.24
Ljub PLDA-WPCA-LLR 0.19 0.26
CSU LRPCA Baseline 0.08 0.10
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scores for pairs of biometric signatures. In the Video-to-
video Experiment both the target and query signatures are
videos. In the Still-to-video Experiment the query signa-
tures are videos and target signatures are still frame im-
ages. Recognition performance is characterized in terms
of a verification task, namely the task of determining if a
pair of signatures are of the same person. This formula-
tion gives rise to two classes of errors: false matches and
false rejects. In biometrics, it is arguably never the case that
these are of equal importance. Generally, systems are ex-
pected to operate at low false accept rates. Consequently,
the single performance number chosen to characterize the
performance of an algorithm on an experiment is the veri-
fication rate (true positive rate) at a false accept rate (FAR)
of 0.01. Table 3 summarizes the results for the competition.
The corresponding ROC curves are presented in Figures 5
and 6. On the Still-to-video Experiment, matching a video
to still images, all participants demonstrated performance
above that of the LRPCA baseline. On the Video-to-video
Experiment, matching videos to videos, three participants
demonstrated performance above the baseline. Two partici-
pants in particular, SIT and Ljub demonstrated performance
well above the baseline.

These results were checked for statistical significance
using McNemar’s test applied to face verification perfor-
mance [25]. At a p-value threshold of 0.05 these differences
in performance are all statistically significant. Two cases
from the Still-to-video Experiment are close enough to fail
this same test at a threshold of 0.01. The p-value for the
comparison between ADSC and SIT is 0.024. The p-value
for CPQD and LRPCA is 0.033.

6. Covariate Analysis
The performance results on the Video-to-video Experi-

ment for the two top performing algorithms, Ljub and SIT,
have been further analyzed with respect to a set of covari-
ates in order to better understand what factors contribute
most to differences in performance. The methodology used
in this analysis is more fully explained in [7]. Briefly, the
analysis expresses expected verification performance asso-
ciated with different covariate settings, for example for men
versus women.

Figure 7 summarizes the results of this analysis showing
main effects plots for nine factors. The x-axis is the factor
name with its discretized level settings and the y-axis is the
verification rate at FAR=0.01. A large magnitude indicates
that a factor has a greater effect on the performance while a
small magnitude indicates that the factor has a lesser effect.
The analysis is broken into three parts.

The Image/Video Group examines the influence of the
range of yaw, roll, and size of a face, and face detection con-
fidence in a video. All four covariates are measured for each
frame by the PittPatt SDK 5.2.2. Real-valued covariates for

a video sequence are computed by averaging over all frames
where an estimate could be computed. For representation
in Figure 7, the video covariates were subsequently divided
into three levels: S (small), M (middle), L (large). Thus, for
example, the verification rate for Size L is notably higher
for both algorithms compared to S or M, and indicates a not
surprising tendency for both algorithms to perform better
when on average faces appear larger in the videos. Perhaps
the most surprising aspect of the results for the Image/Video
Group is how often these covariates show only very small
influence over verification performance. In particular, the
confidence covariate is striking because one might well ex-
pect better verification performance when faces are found
with greater confidence, and this is not evident at all for the
Ljub algorithm. A modest effect showing better verification
for videos with higher face finding confidence is seen for
the SIT algorithm.

The Environment Group examines the influence of
where videos were collected, environment, and cam-
era/sensor. A total of 6 locations and 5 handheld video
cameras were used to collect the Video-to-video Experi-
ment data. There is a confounding of location (Env.) and
the actions (Act.) because data was collected by a script in
which generally one action was specified for one data col-
lection location. Consequently, in this analysis, the two are
treated as a single covariate. For this group, there are more
combinations than are being presented. For example, there
are a total of 16 possible pairings of the 6 locations. Three
are chosen to emphasize the range of influence. Specifi-
cally, the combinations with the lowest, median and highest
verification rates. The pairs of activities for the lowest cat-
egory may be described as people recorded outdoors under
a canopy. The median combination compares videos taken
in an office to videos taken under the canopy. The high-
est combination compares people indoors approaching an
easel to people picking up a phone. A similar strategy is
used to select three combinations of sensors. This covari-
ate is confounded with environment because most cameras
were associated with a single environment. The most strik-
ing finding from this Environment Group is the magnitude
of the effect. While the following is speculation, it seems
fair to conclude that the hidden factors related to locations,
actions and sensors are more importance than any other fac-
tors in this study.

The Subject Group examines the influence of relative
difficulty between ’easy’ and ’hard’ people along with gen-
der and race. The subjectID settings were divided into the
three levels (S, M, L) based on the ordered individual per-
formance. In other words, the 265 people were divided
into three roughly equal sized groups based upon verifica-
tion performance. So, for example, the S group consists of
people with the lowest verification performance: the ’hard’
people. The gender factor has two levels (M: male, F: fe-
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Figure 7. Verification performance broken out by different factors for the Ljub and SIT algorithms on video-to-video.

male), and the race with the two levels (C: Caucasian, A:
Asian). The subject effect here is large, the third largest by
overall change in verification rate. This is consistent with
prior studies showing that performance varies considerably
between people. However, it is important to recognize this
analysis simply shows a significant difference when people
are grouped after the fact by difficulty. The analysis does
not address what is making performance vary by person
or even if the difference is actually intrinsic to the people
themselves. The gender and race effects are more modest
and in both cases are consistent with previous reported re-
sults [13].

7. Conclusion
The PaSC Video Face and Person Recognition Competi-

tion was organized using an existing face recognition chal-
lenge data set of significant difficulty. Both experiments
highlighted face recognition using video from consumer
grade handheld video cameras. The competition results
support the perception that person recognition in this con-
text is difficult: verification rates at a 0.01 false accept rate
were no higher than 0.26 for any of the participant’s algo-
rithms. The previous best performance achieved by CSU
with the LRPCA baseline served as a good point of de-
parture for the competition, highlighting the collective im-
provement achieved by the competition participants using
more capable techniques.

In this competition, the best algorithms nearly tripled
verification rates relative to the baseline. This is an excel-

lent start, particularly in light of the fact that participants
worked under very tight time constraints. At the same time,
there is considerable ’headroom’ in the handheld video por-
tion of PaSC. As a new instance of the challenge prob-
lem model (that originated in biometrics with FERET over
twenty years ago [18]) we hope that PaSC will feed con-
tinued focused research on a difficult problem and help the
research community to chart its progress as it moves for-
ward with newer and more capable algorithms. Toward that
end, a Video Person Recognition Evaluation is being orga-
nized as part of FG 2015 7 in order to provide an additional
opportunity for groups to work on and document progress
on the PaSC video data.
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E. Argones-Rúa, N. Pinto, M. Gabbouj, F. Simões, S. Do-
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