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A major goal of nanotechnology is to develop the capability to arrange matter at will by plac-
ing individual atoms at desired locations in a predetermined configuration to build a nanostruc-
ture with specific properties or function. The scanning tunneling microscope has demonstrated the
ability to arrange the basic building blocks of matter, single atoms, in two-dimensional configu-
rations. An array of various nanostructures has been assembled, which display the quantum me-
chanics of quantum confined geometries. The level of human interaction needed to physically locate
the atom and bring it to the desired location limits this atom assembly technology. Here we report
the use of autonomous atom assembly via path planning technology; this allows atomically per-
fect nanostructures to be assembled without the need for human intervention, resulting in precise
constructions in shorter times. We demonstrate autonomous assembly by assembling various quan-
tum confinement geometries using atoms and molecules and describe the benefits of this approach.
[http://dx.doi.org/10.1063/1.4902536]
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I. INTRODUCTION

The scanning tunneling microscope (STM) and related
scanned probe technologies have demonstrated a broad range
of measurement capabilities including mapping the local den-
sity of electron states, magnetism, and electro-mechanical
properties, to name a just few.1–4 Two of the most significant
achievements of the STM have been the manipulation of sin-
gle atoms and molecules and the building of various nanos-
tructures that display a host of quantum properties.5–37 This
technology allows the human hand to reach into a realm that
is 1 × 109 times removed from our macroscopic world and
move single atoms.

Atom manipulation with the STM utilizes an interaction
we term a tunable chemical bond, which occurs between the
atoms at the end of the STM probe tip and a surface adatom.6

It is tunable because of our ability to control the tip-adatom
distance in the STM with picometer precision through the use
of piezoelectric actuators.

Two types of manipulation are possible to create nanos-
tructures; lateral and vertical manipulation [Fig. 1]. Lateral
manipulation is the predominant method used. It relies on
creating a temporary bond between the probe tip atoms and
the adatom. Once this bond is established, the atom is moved
along the surface to a new location where the bond is broken,
allowing the adatom to settle into its new location. A delicate
balance between the substrate-adatom bond strength and that
of the probe-adatom bond must be established. When such
a balance is not readily attainable, researchers have some-
times been able to use vertical manipulation, where the probe-
adatom tip bond is strengthened to the point of picking up the
adatom from the surface and bonding it solely to the probe

0034-6748/2014/85(12)/121301/16/$30.00 85, 121301-1
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FIG. 1. (a) Schematic of lateral atom manipulation. Step 1, acquire adatom
by decreasing tunneling impedance to form a tunable chemical bond. Step 2,
move laterally to new location at manipulation impedance keeping adatom
trapped under probe tip. Step 3, release adatom by increasing tunneling
impedance to the topographic imaging value. (b) Schematic of vertical atom
manipulation. Step 1, apply positive voltage pulse to remove adatom from
surface and put it on the end of the probe tip. Step 2, move tip to new loca-
tion. Step 3, apply negative voltage pulse to remove adatom from the tip and
deposit it on the surface.

tip. The tip is then positioned to a new location, and the pro-
cess is reversed, placing the adatom back onto the surface in
a new location. Vertical manipulation is less reliable than lat-
eral manipulation, but simple nanostructures have been built
which have enabled exquisite experiments on, for example,
quantum magnetic interactions in nanostructures.27, 28, 32, 35

A variety of interesting nanostructures have been built
using atom manipulation, such as quantum corrals8, 16 and op-
erational logic devices.19, 33 The latter19 represent some of the
most elaborate structures that have been built to date, contain-
ing over 500 atoms and requiring over 24 h to construct. Even
the construction of a simple circular atom corral can prove
challenging since the builder must map the desired circular
geometry onto a crystal lattice that typically has rectilinear
symmetry.

Ultimately, it is desirable to have a system that automati-
cally maps the desired structure onto the available, stable sub-
strate adatom locations taking into account the initial posi-
tions of the adatom source material, the interactions between
adatom, tip, and substrate, the optimal assembly sequence and
path. Such a system would allow the ready construction of
atomically perfect, or possibly purposely slightly imperfect,34

nanostructures whose properties could then be determined.
This paper describes the development of just such a device, an
Autonomous Atom Assembler (AAA). We describe the im-
plementation of the AAA system, demonstrate its use in the
construction of some simple geometric nanostructures, and
discuss its limitations and possible future improvements.

II. THE AAA EXPERIMENTAL SYSTEM

The AAA system is comprised of an AAA control com-
puter that plans, controls, and displays the status of the au-
tonomous assembly process; a separate, dedicated STM com-
puter control system; and a custom-built, cryogenic ultra-high
vacuum STM [Fig. 2]. The AAA control computer provides
high level control commands to the STM control system via
Message Passing Interface (MPI) when autonomous assembly
of nanostructures is underway. The basic electrical control of
the STM is performed by the STM computer via a VXI in-
strumentation system which provides all necessary electrical
signals and performs all data acquisition.

The STM system consists of several interconnected UHV
systems for sample and tip preparation in addition to the mi-
croscope system housed on top of and inside of a supercon-
ducting magnet cryostat [Fig. 3].38 A circular UHV transfer
station located in the middle of the chambers allows samples
and tips to be translated among the various UHV systems.
Each chamber can be isolated and baked to achieve UHV
pressures. A two-stage load lock chamber facilitates introduc-
tion of samples and probes from atmosphere. A field-ion mi-
croscope is used for tip preparation at room temperature.38

The STM incorporates a novel modular STM head [Figs. 4
and 5], which is translated between a UHV chamber mounted
on top of the cryostat and a cryogenic insert [Fig. 4]. Samples
and tips are exchanged at room temperature when the STM
module is in the top UHV chamber and then the whole mod-
ule is lowered into the insert using a long linear translator.
The cryogenic insert consists of a UHV vacuum tube, which
contains a copper cone spliced in the stainless steel tube in
the bottom section, together with a custom receptacle wired
to a multi-pin ceramic feedthrough on the bottom. The STM
module [Fig. 4] uses 18 shear piezoelectric motors for coarse
xyz positioning, a 12.7 mm OD piezoelectric tube for xy scan-
ning, and a separate 19.05 mm OD piezoelectric tube for fine
z motion. The STM module shell is constructed out of molyb-
denum [Fig. 5], which has low thermal expansion combined
with good thermal conductivity. The photo in Fig. 5 shows the
STM module with a spring loaded locking stage on top of it
with guiding Teflon rollers.

FIG. 2. Block diagram of AAA and STM control systems.
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FIM microscope UHV transfer system

metal MBE

vertical linear translator

semiconductor MBE

superconducting magnet 
cryostat system

FIG. 3. CAD image of the cryogenic STM/AAA system.

The upper STM chamber contains a horizontally
mounted translator incorporating three evaporators for metal
deposition. With the STM module in the cryostat, different
atoms to be used in the atom manipulation process can be

FIG. 4. CAD images of the UHV cryogenic insert (left) and the STM module
(right). The STM module is translated from the vacuum chamber on the top
of the insert (not shown) to the bottom of the insert where it makes contact to
a wired plug receptacle. The cables connect from the multi-pin through the
exchange gas region to the top of the insert.

FIG. 5. Picture of the STM module with the locking compression stage on
top and electrical contacts on the bottom. The module shell is made out of
molybdenum.

evaporated onto a cooled substrate by positioning the appro-
priate evaporator over the UHV tube going into the cryostat.
Typical deposition rates, as measured with a quartz crystal
monitor about 2 cm below the evaporator in the upper cham-
ber, were 3.3 nm/min resulting in a deposition rate on the
sample of 0.08 pm/min. Typical deposition times were 1 min
yielding 3.3 nm on the monitor, and ≈0.001 nm on the surface
due to the long distance between the sample in the cryostat
and evaporators in the upper chamber. For gas molecules like
CO, we filled the upper chamber to 1.33 × 10−4 Pa for 25 s,
resulting in a surface coverage of ≈0.03 ML.

All examples of autonomous atom assembly shown in
this article use the lateral manipulation of Co atoms or CO
molecules that have been deposited onto a Cu(111) crystal.
The Cu crystal was cleaned by repeated cycles of Ne ion sput-
tering and annealing to approximately 600 ◦C. The Cu(111)
surface, shown schematically in Fig. 6, contains two distinct
3-fold hollow sites, which are hcp or fcc stacked depending
on if there is an atom below the hollow or not in the 2nd

fcc site hcp siteCo atom in fcc site

CO molecule in top site

FIG. 6. Schematic top view of the Cu(111) surface showing the top two lay-
ers. The fcc and hcp sites are indicated with the hcp site above an atom in
the 2nd layer. A Co atom is shown in its natural fcc binding site but can be
manipulated to the hcp site using atom manipulation with the STM probe tip.
A CO molecule is shown in its on top binding site.
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(c)(b)(a)

2 nm 1 nm 

FIG. 7. (a) Atom manipulation image made from manipulating a Co atom on a Cu(111) surface. Image size 15 nm × 15 nm, tunneling current 50 nA, sample
bias −5 mV. (b) Zoomed in image of (a). The color scale covers a height range of 44 pm for (a) and (b). (c) X displacement measured from lattice positions in
(a) versus applied X piezo voltage.

Cu layer. Co adatoms prefer to bind in the fcc site, but can
be forced into the hcp site using the tip interaction during
atom manipulation [see Fig. 7].23 CO atoms bind preferen-
tially to the on-top sites of the Cu(111) surface. Iridium probe
tips were used for this work; they were cleaned via heating
and field evaporation in a field ion microscope [Fig. 3]. Final
tip conditioning was achieved by controlled poking of the tip
into the substrate and then checked using atom manipulation
imaging as described below [Fig. 7]. All measurements and
manipulation were made with the sample at a temperature of
4.3 K.

III. PLANNING AND EXECUTION METHOD

The first task required to autonomously build a nanos-
tructure one-atom-at-a-time from a random array of adsorbed
atoms involves deciding the sequence of atoms to move and
the paths they will move along. This process is called path
planning. It is the art of deciding which route to take based
on, and expressed in terms of, the current internal representa-
tion of the terrain, which in our case is an atomic lattice. Path
planning is used in many robotic applications ranging from
automatic driving or piloting of vehicles or aircraft to obtain-
ing driving directions from web based or in-car mapping sys-
tems. The specific protocol in our AAA implementation to
build nanostructures follows similar path planning concepts
and includes the following steps:

(1) A precise calibration of the piezo actuators used to raster
scan the probe tip for STM imaging is performed to as-
sure accurate positioning and measurement.

(2) The geometry, dimensions, and orientation of the sub-
strate lattice are measured.

(3) The AAA system identifies adatoms and obstacles from
the STM image using pattern recognition, and locates
these positions relative to the substrate lattice.

(4) A design for the desired structure is specified and com-
municated to the AAA system by providing the lattice
coordinates of the final configuration of atoms.

(5) A path planning algorithm is applied to analyze the ini-
tial and desired final atom configurations and determine
all the atom move paths necessary to build the required
nanostructure. Extra atoms are stored in “parking lots”
surrounding the nanostructure.

(6) The AAA system executes the computed sequence of
adatom moves by directing the STM control system to
build the desired nanostructure. A virtual display of the
tip motion over the substrate is simultaneously displayed
by the AAA computer system. System options include
imaging a portion of the construction area after each
atom move to examine in detail the assembly process;
this allows, for example, verification that the actual con-
structed geometry is identical to the virtual display of the
plan.

We discuss specific aspects of each of the steps in more detail
below.

A. Substrate lattice

The precise placement of atoms to an exact lattice loca-
tion in atom manipulation requires being able to accurately
and reproducibly move the actuating tip to any given lattice
location. As a first step, a highly accurate calibration of the
piezo actuators used in the STM must be performed. This re-
quirement is particularly stringent in the case of the AAA sys-
tem which, absent a closed positioning control loop, requires
the placement of adatoms on the substrate crystal lattice with
a precision significantly better than one lattice constant.

We have calibrated our piezo actuators by rastering an
adatom over the surface using atom manipulation to create
an atom manipulation image [Figs. 7(a) and 7(b)].23 An atom
manipulation image displays the physical structure of the un-
derlying substrate lattice with an enhanced corrugation even
when the lattice is not visible in a regular STM topograph, as
is typically the case on close-packed metal surfaces where the
charge density corrugations are a few pm. The two main fea-
tures in the Co atom manipulation image of Fig. 7(b), namely,
the larger round spheres and the fuzzy triangles between them,
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(a)

(b)

FIG. 8. Nonlinear behavior in piezoelectric scanner. (a) Measured X dis-
placement from the lattice positions on an InAs(110) cleaved surface vs ap-
plied X piezo voltage. Scan velocity 20 nn/s. Deviations from a linear fit
are shown on the right axis. (b) Linear calibration coefficients obtained from
scanning an InAs(110) cleaved surface as in (a) vs scan velocity for various
scan sizes. The solid lines are a fit to a single exponential decay.

represent the fcc and hcp binding sites of the Co atom in the
Cu(111) lattice, respectively. The hcp sites displays a smaller
feature because it is a metastable binding site and the Co
only binds there with the tip forcing it into this location.23

The measurement and analysis of an atom manipulation im-
age allows the calibration of the piezo actuators to better than
1% [Fig. 7(c)]. Unfortunately, piezo actuators are nonlinear
devices which are prone to hysteresis and creep. In practice,
this limits the distance over which the calibration procedure
is useful. For larger distance calibration and its speed depen-
dence, a cleaved InAs(110) crystal surface is very useful as
the terraces can be atomically flat on the micrometer scale.
Figure 8(a) shows a calibration using the InAs(110) lattice
over a 45 nm distance. The residuals from the linear fit show
deviations approaching 0.1 nm on this length scale at the ends
of the scan range. Additionally, hysteresis and creep cause
the calibration to be dependent on scan velocity, which is typ-
ically different for the case of moving the adatoms versus to-
pographic imaging. Figure 8(b) shows the calibration depen-
dence on scan velocity for different image sizes. A typical
atom move velocity may be 1 nm/s, whereas imaging may
use 30 nm/s. One observes from Figure 8(b) that the calibra-
tion can vary ≈1% or 2% between these values. A one lattice
site error (0.255 nm) in placement is thus likely to occur when
the error in calibration reaches about 1

2 of one lattice con-
stant, or ≈0.1 nm. From Figs. 8(a) and 8(b), this occurs with
larger scan sizes approaching 100 nm or more significantly
when different velocities and scan sizes are used for mov-
ing atoms and imaging. These considerations lead to practical

dimer

adatom

(a) (b)

FIG. 9. STM images of single Co adatoms and a dimer (two bonded Co
atoms) on the Cu(111) surface. Obstacles like the dimer are avoided in the
atom assembly. (a) Initial random configuration of Co atoms. (b) STM im-
age after partial assembly of a square pattern. Image size, 15 nm × 15 nm,
tunneling current 1 nA, sample bias −10 mV. The color scale covers a height
range of 105 pm for (a) and (b).

limitations on the range over which the assembly process can
take place without implementing further corrections for non-
linear actuation and creep in the piezo actuators, as discussed
in depth in Sec. IV. We have overcome this limitation by im-
plementing a multi-pass path planning algorithm that builds
large structures piecewise, as will be discussed below. Fol-
lowing the atom manipulation imaging and piezo actuator cal-
ibration, the crystalline substrate geometry, dimensions, and
orientation are known to the AAA control computer.

B. Identifying adatoms and obstacles

In the current embodiment of AAA, the initial configu-
ration of adatoms to be manipulated is created via physical
vapor deposition of Co atoms onto a cold Cu(111) substrate.
This produces a random pattern of adatoms since surface dif-
fusion is inhibited at these temperatures [Fig. 9(a)]. The AAA
controller initiates the assembly process by directing the STM
system to image the adsorbate covered substrate surface. The
area to be imaged is set to a size slightly larger than required
for the desired nanostructure. After obtaining the image, the
AAA system determines the location of each adatom by ana-
lyzing the topographic image. The computer algorithms used
to identify and spatially locate adatoms are based on topo-
graphic height thresholding and an estimation of the adatom
area expected in the image; these parameters are user defined
and set in advance through the AAA control system graphical
user interface. Similarly, obstacles are identified when anal-
ysis of the topograph reveals height thresholds and adatom
areas exceeding the boundaries defined as characteristic of a
single adatom. Typical anomalies identified as obstacles are
adatom dimers, substrate vacancies, or impurities [Fig. 9(b)].
Such obstacles usually cannot be manipulated and are, there-
fore, to be avoided during atom assembly.

C. Nanostructure input

The desired nanostructure geometry is first defined by the
user through a simple drawing program that specifies the de-
sired relative positions of all adatoms and produces a list of
the (x, y) coordinates of each adatom relative to an origin
that is typically coincident with one of the adatoms. Having
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access to the list of desired relative (x, y) positions that define
the nanostructure geometry, the AAA control program then
aligns the relative geometry of the desired nanostructure with
the available substrate sites that have been determined in the
already calibrated laboratory coordinate system and displays
an overlay of the nanostructure geometry on the surface in the
computer display. The user has the flexibility to use the graph-
ical user interface to overlay the pattern anywhere within the
scanned area that was defined in Sec. III B above. Since the
AAA control computer will not attempt to move obstacles,
e.g., dimers and other non-single adatom objects, it is advan-
tageous to locate the pattern in an area free of obstacles.

D. Path planning the autonomous assembly

Path planning lies at the heart of the autonomous atom
assembly process. The goal of the path planner is to construct
the pattern described in Sec. III C along with an adatom-free
zone surrounding the pattern. The area consisting of the pat-
tern zone and adatom-free zones is known as the building
zone.

1. Sizing and locating the building zone

Once the user has determined the construction loca-
tion, the AAA executes an automatic procedure that ensures
that the number of adatoms in the building zone equals the
number of adatoms that are required to construct the pattern.
If not enough adatoms are available, the building zone is sym-
metrically expanded about its center until enough adatoms
are located. If too many adatoms exist in the building zone,
a “parking zone” is established outside of the current building
zone where the extra atoms may be placed in an easily con-
structible pattern. These parking locations are then added as
construction goals, and the building zone is automatically ex-
panded to include the pattern, the adatom-free zone, and the
parking zone.

2. Pattern decomposition

Due to the limitations on the atom placement precision
in the AAA system discussed in Sec. III A, precise one-pass
construction of large patterns can be difficult and may contain
errors in atom placement. These errors would be the differ-
ence in the adatom position after manipulation from its speci-
fied goal position, and would be in multiples of the crystal lat-
tice spacing. Therefore, we have chosen to decompose large
patterns into smaller areas, i.e., planning regions that can be
constructed perfectly. Figure 10 shows one such decomposi-
tion for a square pattern. The key requirement is that each
new planning region must have at least one adatom in com-
mon with an already finished area of the pattern; this shared
adatom is known as the anchor. The use of anchor atoms along
with the precisely regular underlying crystallographic struc-
ture is sufficient to completely eliminate all inaccuracies due
to the nonlinearity and drift of the piezo actuator system in
the AAA.

The purpose of the pattern decomposition process is to
determine a near optimal sequence of regions to be built by the

FIG. 10. (a) Example of pattern decomposition into registered planning re-
gions. The decomposition begins with the red square that contains the lower
right adatom site and proceeds through the use of a depth-first search. The
decomposition order may be seen by following the regions that match the
number sequence. The decomposition is complete when the purple region is
achieved (region 7). The circular color overlay shows the “anchor” adatom
that is used for registration between regions. (b)–(e) Possible placement of
regions to build off of central red region. The extreme north, south, east, and
west adatoms are identified and three possible new regions are examined that
will utilize these extreme adatoms as anchors. Figures (b)–(d) depict these
configuration, while figure (e) depicts the combined space. The first letter in
each box represents the location of the extreme adatoms. The second letter
represents the placement of the region with respect to this adatom.

AAA system. This sequence is determined by a planning tech-
nique known as graph search, which overlays a directed graph
of possible planning region locations over the entire pattern.
A directed graph is a set of nodes, connected by edges, each
of which has an associated direction. As shown in Fig 10(a),
the first planning region selected contains the lower-right
area of the pattern. A depth-first search is then performed to
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FIG. 11. Rough-pass adatom moves for the construction of a simple square
pattern. The underlying image is of a Cu(111) surface with Co adatoms that
will be used in the construction. The red-lines represent the planned paths
for the adatoms and the green dots are their final resting places for the rough
pass plan. The paths are planned for sequential moves in a manner that will
preclude adatoms from coming too close to other adatoms or obstacles.

determine a combination of planning regions that will provide
coverage of the entire pattern.39 A depth-first search explores
each alternative path to its logical end before trying a new
path.

To apply this search to determine an ordered set of plan-
ning regions, we dynamically construct a planning graph by
assuming that each planning region may be connected to 12
adjacent “child” regions. A child region is defined as a plan-
ning region that is offset from the current region in a given di-
rection such that is shares the smallest number of adatoms (but
at least one) with the parent region [Fig. 10]. As the search
proceeds, each child planning region is examined to see if it
encompasses any adatoms that have not been assigned to an
existing planning region. If it does, the encompassed adatoms
are assigned to this child region and the search proceeds from
there by this child producing 12 new children. If the current
child region does not contain any unassigned adatoms, then it
is deleted and the search proceeds to the next of this region’s
11 siblings. If all 12 siblings have been considered with no
new adatoms being added, the search will backtrack to the
parent of the current region, and one of the parent region’s sib-
lings will be considered. The search proceeds until all of the
destination lattice sites have been included in the plan. Due to
the nature of depth-first searches and the constraints placed on
the size of the building zone, the search is guaranteed to find
a solution if it exists, but the solution is not guaranteed to be
optimal. The only condition that will cause a pattern to fail to
be decomposed is if the desired final pattern contains atoms
spaced so far apart that every atom and its nearest neighbor
cannot fit within a planning region.

3. Rough-pass planning

Once we have selected our ordered set of planning re-
gions, it is possible to determine the number of adatoms that
will be needed in each planning region. The goal of the rough-
pass planning system is to assure that the correct number of

FIG. 12. Graphical example of uniform cost search. In this figure, the red
object represents an obstacle and the yellow ring around the obstacle is a
“keep-out” zone. Nodes in the graph (white circles) are located at every po-
tential adatom site and the nodes are connected to all possible neighbors. The
location marked with a “S” is the adatom starting location and the location
marked with a “G” is the goal location. The blue spheres depict the material
substrate. The cost of moving between two adjacent circles is “1 unit”, while
the cost of entering the obstacle keep-out zone is infinity. A uniform cost
search expands the cheapest unexpanded node. This causes a radial search
pattern from the origin when no obstacles are encountered. The number on
the circle shows the cost reaching that site. This search will reach the goal
with a final cost of 8 and will contain an unnecessary turn. The adatom loca-
tions are shown in bridge sites for illustration and the actual binding site will
depend on the type of adatom or molecule.

adatoms is located in each planning region while minimiz-
ing the number of moves that the AAA will need to perform.
This is accomplished by assigning each adatom to a specific
final, or goal, location. Each adatom is assigned to its near-
est unassigned goal location. If two adatoms share the same
nearest goal location, then the closer of the two will receive
the assignment and the other adatom will attempt its next
nearest goal location. Any adatom that does not reside in the
same planning region as its assigned goal is scheduled to be
moved by the AAA system. The adatom will be moved into

FIG. 13. Graphical example of incrementally created graph structure. For
this graph, nodes only exist in environmentally relevant locations. As shown,
nodes are placed in fields surrounding obstacles (light green circles), as
boundaries on the edge of the building zone (black circles), and as “runways”
leading to the goal (grey circles). The cost of traversing an edge is based on
its feature type; the cost is uniform far from an obstacle and increases as
the obstacle is approached. As may be seen, this technique tends to avoid
unnecessary turns and produce straight paths that directly proceed to the
goal. The adatom locations are shown in bridge sites for illustration and the
actual binding site will depend on the type of adatom or molecule.
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the proper region and placed in a location that is deemed to
be “safe,” meaning that it will not be perturbed by its proxim-
ity to an obstacle or the future planned trajectory of another
adatom.

An example of one such rough plan is shown in Fig. 11.
As may be seen from this figure, the general shape is formed
for the final construction. However, constraints that are de-
signed to provide for collision free placement and movement
of adatoms during longer moves preclude several adatoms be-
ing placed in their true final locations. The actual path that
will be followed is determined by the path planner as de-
scribed below and shown as a red path in Fig. 11.

4. Fine-tune planning

As a result of the rough-pass planning, each planning
region should now contain the correct number of adatoms
for construction. The precise pattern can now be constructed.
Since the order of the region’s construction is based on the
results of the original depth-first search, all but the first region
will contain a precisely located anchor. By using this anchor
as a fiducial mark, each region’s pattern locations are assured
to be globally correct.

The same technique utilized during the rough-pass plan-
ning is also utilized during the fine-tune planning to match
adatoms to goal locations. The adatoms are moved to their
precise goal locations following their prescribed path as de-
termined by the technique described below. For construction
of small patterns, it is possible that only the fine-tuning pass of
the system is necessary. For early constructions, this was the
case and only one planning region was utilized. This is dis-
cussed further in Sec. IV. On the other hand, it is possible that
unanticipated placement errors could occur, even in a small
planning region. For this reason, an option is provided in the
AAA to specify that the planning region should be reimaged
following assembly to verify an accurate construction. If an
error exists, new plans are then created to automatically cor-
rect the misplaced adatoms.

5. Path planning

The path planning portion of the system computes safe
trajectories that adatoms should travel from their initial po-
sitions to their selected goal locations. We have constrained
the paths to allow moves only along the substrate crystal-
lographic directions. This constraint is imposed since the

)d()c()b()a(

)p()o()n()m(

)l()k()j()i(
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FIG. 14. Autonomous assembly of a simple square from a random arrangement of Co atom on Cu(111) using a single pass plan. (a) Initial random arrangement
of Co atoms. (b)–(p) Sequence of images after each atom move. Image size 15 nm × 15 nm. Tunneling current for imaging, 1 nA, sample bias −10 mV, image
impedance 10 M�. Tunneling current for manipulation, 100 nA, sample bias −10 mV, manipulation impedance 100 k�. T = 4.3 K. Images are shown in colored
3D top view with light shadowing with a height range of ≈100 pm.
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FIG. 15. Autonomous assembly of a simple triangle on Cu(111) using a single pass plan starting from a simple square pattern of Co atoms from the assembly
show in Fig. 14. (a) Initial arrangement of Co atoms. (b)–(l) Sequence of images after each atom move. Image size 15 nm × 15 nm. Tunneling current for
imaging, 1 nA, sample bias −10 mV, image impedance 10 M�. Tunneling current for manipulation, 100 nA, sample bias −10 mV, manipulation impedance
100 k�. T = 4.3 K. Images are shown in colored 3D top view with light shadowing with a height range of ≈100 pm.
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FIG. 16. Autonomous assembly of a simple circle on Cu(111) using a single pass plan starting from a simple triangle pattern of Co atoms from the assembly
shown in Fig. 15. (a) Initial arrangement of Co atoms. (b)–(l) Sequence of images after each atom move. Image size 15 nm × 15 nm. Tunneling current for
imaging, 1 nA, sample bias −10 mV, image impedance 10 M�. Tunneling current for manipulation, 100 nA, sample bias −10 mV, manipulation impedance
100 k�. T = 4.3 K. Images are shown in colored 3D top view with light shadowing with a height range of ≈100 pm.
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barriers to movement are typically lower along certain crystal
directions, i.e., along the troughs in the crystal lattice. An ad-
ditionally imposed constraint is that adatoms cannot be moved
into obstacle regions, i.e., within a preset distance of an ob-
stacle or adatom. Path construction is performed by utilizing a
traditional uniform cost search approach [Fig. 12], also known
as a Dijkstra search.40 Uniform cost searches require an
underlying graph that is searched to find a solution. The sim-
plest mapping of the lattice to a graph structure is to allow
each possible adatom lattice position to be a node in the graph,
and to connect each node with a graph edge, i.e., path seg-
ment, to its nearest neighbors along crystallographic direc-
tions. Path segments that connect to an obstacle region are
given infinite cost, thus eliminating them during the search.
However, this graph structure was found to produce paths
with a large number of unnecessary turns. It was found that
paths with fewer turns were found by utilizing an incremen-
tally created graph structure [Fig. 9].41

For incrementally created graphs, graph nodes are cre-
ated and connected during the search process in relevant loca-
tions. The definition of relevant locations varies from applica-
tion to application. In our case as shown in Fig. 13, relevant
locations include lattice positions that are near obstacles, lat-
tice positions along the boundary of the building zone, and
“runways” leading to the adatoms desired goal. Here a run-
way is defined as a straight approach along a crystallographic
direction to the goal. The cost of the graph’s edge connections
is based on the edge’s length and its proximity to an obstacle.
This allows for the creation of a “repulsive field” that pushes
the path away from obstacles.

A standard Dijkstra search is still utilized. The main
difference is that as a node is evaluated, the nearest relevant
location along the crystallographic directions of travel is con-
nected with an edge. A Dijkstra search is complete and op-
timal. This means that the best combination of relevant loca-
tions will be found as the adatom’s final path.

E. Assembly execution

Once all the atom move paths are determined, the AAA
system issues orders to the STM control system to sequen-
tially move each atom. In turn, each atom move incorporates
the following sequence: The tip is moved to the initial atom
location with the tip voltage set at a value that provides the
tunneling impedance used for topographic imaging, i.e., the
“topographic image impedance.” The tunneling impedance
is then lowered to the “atom-move impedance.” This causes
the tip to move closer to the adatom and forms a temporary
bond with the adatom. The tip is then moved along the pre-
determined path at a specified move speed with the tunneling
impedance remaining at the atom-move value. When the tip
reaches the end point of the predetermined path, i.e., the final
atom position, the tunneling impedance is turned back to the
topographic image value and, consequently, the tip withdraws
and releases the adatom at the goal position. The AAA con-
trol system then either takes a verification image of the area,
if this option has been selected, or goes on to the location of
the next atom to be moved.

IV. RESULTS

In this section, we describe our initial results using the
AAA system to construct a variety of simple geometric nanos-
tructures demonstrating quantum confinement and engineered
“molecular” bonding and anti-bonding states. We first de-
scribe the construction of simple geometric shapes using a
single pass AAA construction. We show that this results in
small adatom placement errors, which can be removed by run-
ning the AAA system iteratively to improve the final outcome.
In Sec. IV B, we show the improvement in construction of
the nanostructures using the multiple region construction al-
gorithm, where perfect confining nanostructures are built. Fi-
nally, in Sec. IV C, we demonstrate the use of the AAA as a
scientific quantum toolkit to construct artificial lattice struc-
tures with CO molecules, where interacting quantum dots are

(a)

(b)

(c)

(d)

FIG. 17. Autonomous assembly of the NIST logo. (a) Initial random pattern
of 71 Co atoms (a). (b) After 1st autonomous construction starting from the
random pattern in (a). Total construction time 31 min. (c) 2nd autonomous
construction starting from pattern in (b). A few atoms still out of place at
end of “S” near arrow. Total construction time 12 min. (d) Perfect assembly
of NIST logo after 4th autonomous assembly. Image sizes 40 nm × 17 nm.
Tunneling current for imaging, 1 nA, sample bias −10 mV, image impedance
10 M�. Tunneling current for manipulation, 100 nA, sample bias −8 mV,
manipulation impedance 80 k�. T = 4.3 K. Images are shown in colored 3D
top view with light shadowing.

 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitationnew.aip.org/termsconditions. Downloaded to IP:

129.6.134.22 On: Wed, 17 Dec 2014 14:09:01



121301-11 Celotta et al. Rev. Sci. Instrum. 85, 121301 (2014)

created by the removal of CO molecules from the artificial
lattice.

A. Single region construction of a square, triangle,
and circle nanostructure

The performance of the autonomous atom assembler
is illustrated by the sequential construction of three simple
shapes: a square, a triangle, and a circle, starting from a ran-
dom arrangement of 16 cobalt atoms that have been deposited
within of a 15 nm × 15 nm area. Figure 14(a) shows the

initial configuration of adatoms in a STM topographic im-
age. After this image is recorded, the sequence of events to
build a structure autonomously is as follows. The AAA con-
trol system analyses the topographic image of this area, iden-
tifies the adatoms and their locations, and displays a virtual
world view of the area. The AAA system then waits for the
user to input a desired structure by selecting from a collec-
tion of files, each of which defines the geometry of a different
nanostructure. In this case, we selected a square composed
of 16 adatoms. The AAA control computer, knowing both
the position of each randomly situated adatom to be used as

(a) (b) (c) (d)

(m) (n) (o) (p)

(i) (j) (k) (l)

(e) (f) (g) (h)

(q) (r) (s)

FIG. 18. Autonomous assembly of a simple square of Co atoms on Cu(111) using a multi-region planner. (a) Initial random pattern. (b) Result after rough single
pass of the planner. (c)–(r) Small region assemblies shown in color overlaid onto the rough pass results. (s) Final construction of a perfect square pattern. Image
size 17.5 nm × 17.5 nm. Tunneling current for imaging, 1 nA, sample bias −10 mV, image impedance 10 M�. Tunneling current for manipulation, 100 nA,
sample bias −10 mV, manipulation impedance 100 k�. T = 4.3 K. The grey color scale covers a height range of 100 pm for (a)–(r).
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building material and the specific geometry and position of
the desired nanostructure, then proceeds to calculate a com-
plete plan incorporating a series of atom moves along specific
paths. The user then selects the build button, which starts the
AAA system building the structure by sending commands to
the STM control system to first move the tip over an atom
in the plan, acquire the atom by turning on the tip-adatom
force (lowering the junction impedance), moving the adatom
to a new location, and then finally releasing the adatom (rais-
ing the junction impedance). In Fig. 14, we show a few snap-
shots, i.e., topographic images, of the various atom configu-
rations taken during an autonomous construction of a square.
During the autonomous assembly process, the tip motion and
atom moves are shown in a virtual display (see the supple-
mentary material45 for the full sequence of assembly). As the
pattern progresses, we can see changes in the background,
which are due to scattering interference patterns in the two-
dimensional electron system at the Cu(111) surface. As each
atom is moved to a new location, the location of the scattering
centers (the adatoms) changes and a new interference pattern
is created. Quantized electronic states are created for confin-
ing geometries, which can be probed with the spectroscopic
capabilities of the STM.8, 9

Figure 15 shows a triangular confining geometry con-
structed with the previous square construction as the starting
point, followed by the construction of circular confining ge-
ometry [Fig. 16] from the triangle structure. Since the trian-
gle and circle use only 12 of the 16 atoms, the remaining four
atoms are placed in the four corners. As imaged in the back-
ground modulations surrounding the atoms in their final con-
figurations, the final states of the two-dimensional electron
systems show highly symmetric electron density patterns re-
flecting the Fermi-level scattered interference patterns.

In examining the final structures, we observe that the
square and triangle constructions are not perfect, i.e., as de-
signed, in these single region plans. The errors generally arise
from inaccuracies in the piezo calibration, particularly the de-
pendence on scanning velocity which is different for manipu-
lating atoms versus topographic imaging. For larger patterns,
these errors will increase as the nonlinear errors in piezo po-
sitioning increase. Such errors can frequently be dealt with
by running the AAA system again taking the nearly perfect
arrangement as the starting point. An example of a larger
single pass construction is shown in the fabrication of the
“NIST” logo [Fig. 17] with 70 atoms over a 40 nm × 17 nm
area where we see multiple placement errors occurring
[Fig. 17(b)]. The majority of placement errors are one lattice
constant from the ideal positions. This particular example in
Fig. 17(b) had more placement errors than usual possibly due
to a non-optimal probe tip geometry. However, the errors were
removed by simply running the AAA system again taking
Fig. 17(b) as input with the outcome shown in Fig. 17(c). The
errors were reduced from approximately 18 atoms out of place
in Fig. 17(b) to 3 in Fig. 17(c) [see arrow at end of “S”], again
with the errors being one lattice constant from the ideal po-
sitions. A perfect logo was converged upon after the fourth
iteration, as shown in Fig. 17(d). The time for construction of
the logo in Fig. 17(b) was about 31 min. The majority of this
time is due to the tip velocity used to move the atoms, which

(a) (b)

FIG. 19. Autonomous assembly of 38 Co atoms into an elliptical quantum
coral with one atom at the bottom focus point with using a multi-region
planner. (a) Initial random arrangement of Co atoms in a 20 nm × 25 nm
region. (b) Final image after construction. Construction involved 40 multi-
region passes each 3 nm × 3 nm. Total construction time 66 min. Tunneling
current for imaging, 1 nA, sample bias 10 mV, image impedance 10 M�.
Tunneling current for manipulation, 100 nA, sample bias 10 mV, manipula-
tion impedance 100 k�. T = 4.3 K. Images are shown in colored 3D top view
with light shadowing.

was a conservative 1 nm/s to avoid dropping an atom during
travel. The construction time could be decreased proportion-
ally by increasing the atom move velocity. This was not in-
vestigated in detail, but factors of 2–10 increase in velocity
should easily be possible. A faster velocity may require an in-
crease in the “tip-adatom” force requiring lower manipulation
impedances.

B. Multiple region construction of a square
and elliptical nanostructure

To overcome the limitation of the piezo positioning errors
we observed in Sec. IV A, we break the pattern into smaller
“trusted” regions, where each of the trusted single plan re-
gions is small enough to guarantee 100% accurate placement
of atoms as described in Sec. III D above. Figure 18(a) shows
a random arrangement of 16 Co atoms in a 17.5 nm × 17.5 nm
assembly area. To construct the square pattern using the multi-
region construction, the AAA first performs the pattern de-
composition to determine the number and location of a se-
ries of small, trusted plan regions; the trusted plan region size
is initially set by the user in the AAA build menu based on
the parameters of the assembly, e.g., adatom, substrate, move
speed, image speed, etc. To construct the square from the
random arrangement of atoms in Fig. 18(a), the AAA de-
composes the main region into 8 smaller, trusted regions of
size 7.5 nm × 7.5 nm. The first, rough pass assembly en-
deavors to ensure the right number of atoms is present in
the main (17.5 nm × 17.5 nm) assembly region and build
the desired nanostructure, albeit with possible placement er-
rors [Fig. 18(b)]. The construction then proceeds by build-
ing the structure piece-by-piece starting from the first small
trusted region and proceeding to the next using one atom as
an anchor that is shared between successive construction re-
gions [Fig. 18]. The total construction sequence is best viewed
in sequential frames as a movie file [see the supplementary
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FIG. 20. Autonomous assembly of CO molecules into an ordered grid pattern with grid spacing 9a × 5
√

3a (2.3 nm × 2.2 nm) using a multi-pass planner.
(a) STM topographic image of the initial random arrangement of CO molecules in a 30 nm × 30 nm region. (b) Image after partial construction. (c) Image
of final construction assisted by some hand manipulation. (d) A comparison of tunneling spectra in the center of a 4-atom cell vs the bridge position showing
quantum confined electronic states. (e) STM image of a 4-atom cell indicating the position of the tunneling spectroscopy shown in (f). (f) Differential tunneling
conductance measured along the line in (e) showing quantum confined states with alternating nodal structure indicated by the red arrows at the top of the image.
Tunneling current for imaging, 1 nA, sample bias 50 mV, image impedance 50 M�. Tunneling current for manipulation, 40 nA, sample bias 10 mV, manipulation
impedance 250 k�. T = 4.3 K. The grey color scale covers a height range of 750 pm for (a)–(c) and 410 pm for (e).

material for the full sequence of assembly].45 The final con-
struction of the square pattern [Fig. 18(s)] using the multi-
region construction is a perfect replica of the user specified
square pattern.

Applying the multi-region construction to a more de-
manding challenge is shown in Fig. 19 in the construction of
an elliptical quantum corral with a single atom at one of its
foci using 38 atoms in a 20 nm × 25 nm region. Here the con-
struction involved 40 multi-region passes, each 3 nm × 3 nm
in size, resulting in a perfect elliptical construction. The total
time of this autonomous construction was 66 min. Construc-
tion of this nanostructure by hand would take considerably
longer, demonstrating the benefits of the AAA system. In this
construction the time is split between moving the individual
atoms, and the scan time for the multiple small regions. The
construction time can be reduced if either of the atom move
or imaging velocity is increased. We used very conservative

velocities in this demonstration, and factors of 2–10 reduction
in time should be possible.

C. Example: Construction of artificial atomic lattices
and interacting quantum dots with CO molecules

The STM manipulation technique can additionally be ap-
plied to small molecules on surfaces.10–12, 15, 25 One molecule
that is frequently manipulated is the diatomic molecule CO.
Early work showed that CO could be vertically switched re-
versibly between the surface and probe tip,12 while newer
work has shown that the CO molecule on the tip can be used
as an atomic sensor.42, 43 Complex nanostructured geometries
demonstrating logic functions have been created with CO
molecules on Cu(111) surfaces.19 Here we use the AAA as-
sembler to laterally manipulate CO molecules on Cu(111) to

(a) (b) (c) (d) (e)

FIG. 21. Tunneling spectroscopy maps of the 9a × 5
√

3a (2.3 nm × 2.2 nm) CO grid structure. (a) STM topographic image. The grey color scale covers a
height range of 530 pm. (b)–(e) Corresponding dI/dV maps at sample biases of −360 mV, −220 mV, −40 mV, and 420 mV, respectively. The color scale covers
an impedance range from (b) 3.3 nS to 4.5 nS, (c) 2.4 nS to 4.0 nS, (d) 2.0 nS to 3.3 nS, and (e) 1.9 nS to 2.2 nS. See the supplementary material for a full series
of dI/dV maps.45 Image sizes 16 nm × 16 nm. Tunneling parameters, 1 nA, 500 mV. T = 4.3 K.
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FIG. 22. Tunneling spectroscopy of a quantum dot formed from removing a single CO molecule from a 7a × 4
√

3a (1.79 nm × 1.77 nm) CO grid structure.
(a) STM topography of CO grid. The grey color scale covers a height range of 750 pm. (b) dI/dV spectra from the center of the grid showing confined electronic
states. (c)–(j) dI/dV maps obtained at sample biases, −400 mV, −320 mV, −240 mV, −200 mV, −30 mV, 0 mV, 100 mV, and 300 mV, respectively. Note the
correspondence with the peaks in the spectrum in (b). The color scale covers an impedance range given in (b). See the supplementary material for a complete
series of dI/dV maps. Tunneling parameters, 5 nA, −400 mV. T = 4.3 K.

construct artificial lattice grids and show that removing a sin-
gle molecule from the lattice, i.e., creating a vacancy, results
in a quantum dot with confined electronic states. By control-
ling the position of multiple vacancies, we demonstrate in-
teracting quantum dots with quantum states showing bonding
and anti-bonding wavefunction patterns.

Construction of nearly square artificial lattices on the
hexagonal Cu(111) lattice requires a certain combination of
lattice constants along the principal directions of the lattice.
In this work, we consider nearly square lattices constructed
with spacings 7a × 4a

√
3 and 9a × 5a

√
3, which correspond

to 1.79 nm × 1.77 nm and 2.3 nm × 2.2 nm, respectively,
with a = 0.255 nm being the nearest neighbor separation of
the Cu(111) surface. Figures 20(a)–20(c) show the stages of
construction of a 9a × 5a

√
3 lattice of CO molecules using

the multi-pass planner, starting from a random deposition of
CO molecules [Fig. 20(a)]. CO bonds to a top Cu site on the
Cu(111) surface and appears as a depression in the STM im-
ages, resulting in a lattice of topographic minima [Fig. 20(c)].

In the construction of the simple nanostructures, we
saw how the Cu(111) two-dimensional surface state electron
band can be constrained to produce standing wave patterns.
The standing wave patterns correspond to resonant quantum
states. The Cu(111) surface state band is parabolic with a
minimum at −437 meV below the Fermi-level.44 In the case
of the CO lattice in Fig. 20(c), each cell bounded by four
CO molecules [Fig. 20(e)] acts as a confining barrier. Well-
defined quantum confined electronic states can be seen in
the differential conductance spectrum shown in Fig. 20(d).
The peak intensities vary depending on whether the spectrum
is taken in the center of the cell or in the bridge position
between CO molecules. This reflects the change in nodal
structure of the wavefunction probability for these states,
which can be seen in the dI/dV line spectra taken along the
vertical line in Fig. 20(e), which is shown as an image in
Fig. 20(f). The arrows mark electronic states where the nodal

structure oscillates as a function of energy. The full wavefunc-
tion probability across the two-dimensional lattice is shown
in Fig. 21, which shows dI/dV(r, VB) spatial maps across the
grid at selected tunneling voltages, VB. These tunneling volt-
ages correspond to the values indicated by the arrows in Fig.
20(d). One can see that at −40 mV [Fig. 21(d)], the intensity
is highest in the bridge positions. A full set of dI/dV maps can
be seen in the supplementary material.45

(a) (b) (c)

(d) (e) (f)

FIG. 23. Single and double quantum dots formed by removing CO molecules
from the 7a × 4

√
3a (1.79 nm × 1.77 nm) CO grid structure. (a) STM image

of a single QD with one CO molecule removed. (b) STM image of two QDs
separated by one CO molecule with a separation of 3.6 nm. (c) STM image
of two QDs separated by three CO molecules with a separation of 7.2 nm.
The grey color scale covers a height range of 750 pm for (a), 850 pm for
(b), and 870 pm for (c). (d)–(f) Corresponding closed loop dI/dV maps of
the structures in (a)–(c) at an sample bias of −330 mV corresponding to
a maximum in the tunneling spectrum (see Fig. 18). The two QDs in (b)
are close enough to exhibit interaction with each as shown in Fig. 24. The
color scale covers an impedance range from 13 nS to 20 nS. Tunneling set
points from measurements, 5 nA, −330 mV. Images are 12.5 nm × 12.5 nm.
T = 4.3 K.
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(a)

(f) (g) (h) (i) (j)

(b) (c) (d) (e)

FIG. 24. Tunneling spectroscopy of two interacting quantum dots formed by removing two CO molecules from a 7a × 4
√

3a (1.79 nm × 1.77 nm) CO grid
structure. (a) STM topographic image showing QDs spaced about 3.6 nm apart and separated by one CO molecule. The grey color scale covers a height range
of 660 pm. (b)–(j) dI/dV maps at sample biases, −400 mV, −360 mV, −240 mV, −200 mV, −170 mV, −150 mV, 0 mV, 100 mV, and 200 mV, respectively.
Note the asymmetries in maps (d)–(f) displaying bonding/anti-bonding character. The color scale covers a low to high impedance range from dark to bright. See
the supplementary material for a complete series of dI/dV maps. STM image sizes 7.5 nm × 4.5 nm. Tunneling set points for measurements, 5 nA, −500 mV.
T = 4.3 K.

Removal of a single CO molecule from the CO lattice
creates a larger area for confinement and a stronger inten-
sity in the confined quantum states, as shown in Fig. 22(b).
The sequence of dI/dV maps shows the spatial profile for the
two center localized states in Fig. 22(b) in maps at −320 mV
[Fig. 22(d)] and at 0 mV [Fig. 22(h)]. More delocalized
states forming pseudo-ring like patterns are seen at −200 mV
[Fig. 22(f)] and −30 mV [Fig. 22(g)]. A full set of dI/dV spa-
tial maps as a function of energy can be seen in the supple-
mentary material.45

The potential of efficient single atom and molecule ma-
nipulation is demonstrated in Fig. 23, where we create mul-
tiple quantum dots and alter their coupling by varying the
separation between the vacancies in the CO lattice. The
three images in Figs. 23(a)–23(c) show a 7a × 4a

√
3 CO

lattice with one vacancy, then two vacancies separated by
14a = 3.6 nm, and 28a = 7.1, respectively. The correspond-
ing dI/dV maps [Figs. 23(d)–23(f)] show the lowest quantum
state at −330 mV. We observe that at the large separation
of 7.1 nm [Fig. 23(f)], the dots are not interacting and be-
have as isolated entities, whereas, at a separation of 3.6 nm
[Fig. 23(e)] the quantum state shows some overlap in the
region between the dots, indicating these dots are interact-
ing. We examine the interaction in more detail in full spa-
tial dI/dV maps as a function of energy, shown in Fig. 24 for
the double vacancy in the 7a × 4a

√
3 CO lattice. Clear signs

of interacting quantum dots are seen by the lack of reflec-
tion symmetry about the position the vacancies in the dI/dV
maps. This is seen, for example, in the maps in Figs. 24(c)–
24(f). Figures 24(d) and 24(e) demonstrate bonding and
anti-bonding state character by the greater wavefunction prob-
ability in the central region of the two vacancies in Fig. 24(d),
vs. diminished intensity in Fig. 24(e). A full set of dI/dV maps
can be seen in the supplementary material.45 These results
demonstrate that quantum states can be tailor made with vary-
ing degrees of superposition.30

V. DISCUSSION AND FUTURE DIRECTIONS

We have developed a new method for the construc-
tion of nanostructures using atom manipulation with an au-

tonomous atom assembly system and illustrated the technique
through the construction of geometric confined nanostruc-
tures with single Co atoms and artificial lattice structures
with CO molecules. We constructed more complex shapes
over larger distances using a single region planning algorithm,
which exhibited small atom placement errors due to piezo ac-
tuation nonlinearity. The use of multi-region planning was
demonstrated to overcome these positioning limitations and
autonomously produce atomically perfect nanostructures as
requested, as shown in Figs. 18 and 19.

As a demonstration of the application of the AAA to
molecular systems, we demonstrated the construction of arti-
ficial rectilinear lattices of CO molecules on the Cu(111) sur-
face. We showed that a single CO vacancy in the lattice pro-
duced a quantum dot, with confined electronic states in the
Cu(111) surface state band. Interacting quantum dots were
produced by creating double vacancies with varying separa-
tions. Bonding and anti-bonding wavefunction probabilities
can be observed in the dI/dV maps of the fabricated interact-
ing quantum dots.

Future application of this technology could create a quan-
tum toolkit which could readily produce tailored quantum
states with application to, for example, quantum information
processing and nanophotonics.
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