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The National Institute of Standards and Technology operates two spectral comparator facilities, both of
which are used to provide detector calibrations from the ultraviolet to the near-infrared spectral range.
One, the Ultraviolet Spectral Comparator Facility (UV SCF), has been in operation for more than two
decades, providing one of the core calibration services. Recently, the illumination source used in the UV
SCF has been changed from an argon mini-arc source to a laser-driven plasma light source. This new
source has higher brightness, a smaller source size, better temporal stability, andmuch better conversion
efficiency than the previous source. The improvements in the capabilities are summarized.
OCIS codes: (040.7190) Ultraviolet; (040.5160) Photodetectors; (120.5630) Radiometry.
http://dx.doi.org/10.1364/AO.53.001089

1. Introduction

Many national measurement institutes, like the
National Institute of Standards and Technology
(NIST), provide radiometric detector and source cal-
ibration services, which span the optical portion of
the electromagnetic spectrum. Optical radiation
includes the ultraviolet, visible, and infrared spectral
regions. NIST operates two spectral comparator
facilities, an ultraviolet system, called Ultraviolet
Spectral Comparator Facility (UV SCF) [1,2], which
covers the wavelength range from 200 to 500 nm, and
a visible and near-infrared setup, called Vis/NIR
SCF, which covers the wavelength range from 350
to 1800 nm. In both systems, the spectral radiant
power responsivity of photodetectors is determined.
The absolute spectral power responsivity scale is es-
tablished using absolute cryogenic radiometers
(ACR) [3,4] and transfer standards, usually trap de-
tectors [5] or photodiodes. A cryogenic radiometer
uses electrical substitution at liquid-helium temper-
atures to determine absolute radiant power, i.e., the
ACR ties the optical power to the electrical power.
Currently, trap detectors and photodiodes are cali-
brated as transfer standards using tunable lasers

and an ACR at the spectral irradiance and radiance
responsivity calibrations using uniform sources
(SIRCUS) facility [6]. Then working standard detec-
tors are calibrated using the UV SCF and two trans-
fer standard detectors. To accomplish this, a working
standard detector is mounted in position P0 (see
Fig. 1), and two transfer standard detectors are
mounted in positions P1 and P2. In the same way
the customer’s devices are calibrated using these
working standards, working standards are cali-
brated using transfer standards. For more details
on these procedures, see [1].

2. Ultraviolet Spectral Comparator Facility

Figure 1 depicts the UV SCF optical system. The
calibrations are performed using the substitution
method with monitor, which minimizes uncertainties
caused by light source fluctuations. Historically, the
light source in the UV SCF was an argon mini-arc
source (AMAS) [7,8]. The AMAS was recently re-
placed by a commercially available laser-driven light
source (LDLS) [9,10]. This LDLS is based on a bulb-
contained plasma discharge, which is sustained by a
continuous near-infrared laser operating at 20 W.
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The LDLS is coupled into the optical system more
efficiently than the AMAS with two off-axis parabolic
mirrors (transfer optics in Fig. 1, also Fig. 4). The
laser-generated plasma is imaged onto the entrance
slit of the double-grating monochromator (double
Czerny–Turner configuration), and the exit slit is
imaged onto the detector under test or working stan-
dard detector, using the spherical mirror M1 and
plane mirror M2. Just before the detector plane is
a beamsplitter (BS), which reflects a small fraction
of the light onto the monitor detector (MD). The shut-
ter shown in Fig. 1 is closed before each measure-
ment to determine the background signal, which is
subsequently subtracted from the signal measured
with the shutter opened.

In the data-acquisition electronics, the photocur-
rents generated in the photodiodes are amplified
and converted into voltages using transimpedance
amplifiers [11]. The photodiodes are operated in
the short-circuit arrangement, without a bias volt-
age. The output voltage of the amplifier is propor-
tional to the photodiode current, as determined by
the feedback transimpedance. Currently, the signal
from each detector in the UV SCF is amplified with
a separate transimpedance amplifier. The gains of
these amplifiers were calibrated beforehand and
appropriate correction factors applied to the output
voltages [12]. These output voltages are read by
high-precision digital voltmeters and recorded on a
computer.

In the substitution method with monitor, the
detector under test (at position P0 in Fig. 1) is cali-
brated using the following procedure: first the ratio
of the signals of the detector under test and the mon-
itor SDUT∕SMD is measured at each wavelength, e.g.,
from 200 to 400 nm in 5 nm steps. Then the signal
ratios for both working standards, SWSD1∕SMD and

SWSD2∕SMD, are measured. Using these ratios, the
known gains of the amplifiers and the spectral power
responsivities of the two working standard detectors,
the spectral power responsivity of the detector under
test can be derived. For more details on the measure-
ment equation and a discussion of the measurement
uncertainties, see [1].

3. Laser-Driven Light Source Versus Argon Mini-Arc

In the top panel of Fig. 2, the optical power in the
detector plane of the UV SCF for both the argon
mini-arc PAMAS and the laser-driven light source
PLDLS are shown. Also displayed in the top panel
of Fig. 2 is the ratio of the optical power for both
sources, PLDLS∕PAMAS. The use of the LDLS in the
UV SCF increases the available optical power consid-
erably, especially at wavelengths shorter than
250 nm. The largest optical power increase is at
200 nm, where 12 times more power is available with
the LDLS. At wavelengths longer than 250 nm, the
available power increased by a factor of about 4.

In the future, we hope to capitalize on this increase
in optical power by shortening the calibration chain.
Instead of using detectors calibrated in the SIRCUS
facility to calibrate working standard detectors in the
UV SCF, we are planning to calibrate working
standard detectors in the UV SCF directly, using an
ACR. This will reduce the uncertainties, especially
in the short wavelength range below 250 nm. The

Fig. 1. Schematic layout of the UV SCF. The light generated in
the laser-driven light source (LDLS) is imaged onto the entrance
slit of the double monochromator using transfer optics. The exit
slit of the monochromator is imaged onto the detector under test
(P0) or one of two working standard detectors 1 (P1) and 2 (P2),
using the spherical mirror M1 and flat mirror M2. Source fluctua-
tions are monitored with a beamsplitter (BS) and monitor detector
(MD). The shutter allowsmeasurement of the background signal of
the data acquisition system.

Fig. 2. (Top) Comparison of the optical power at the detector
position of the UV SCF: laser-driven light source (LDLS)
PLDLS ▪, argon mini-arc source (AMAS) PAMAS +. The ratio
PLDLS∕PAMAS is indicated by the open circles ○. (Bottom) Relative
standard deviation σSignal∕hSignali of the detector signal averaged
over about 2 min for the LDLS ▪ and AMAS +. Decreased stability
caused by ozone generation is clearly visible around 250 nm.
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ultraviolet lasers used in the SIRCUS facility cannot
be tuned to wavelengths shorter than 210 nm. There-
fore the calibration of the transfer standard between
200 and 210 nm is based on an extrapolation, which
models the data at longer wavelengths. Between 200
and 210 nm, direct calibration of working standard
detectors will greatly reduce the uncertainties.

In the bottom panel of Fig. 2, the temporal stability
of the two sources is displayed. The relative standard
deviation of the mean signal accumulated over about
2 min is shown. The LDLS exhibits better temporal
stability by a factor of 2–5. The output of both sources
exhibits less stability in the range of the ozone
absorption, which peaks around 250 nm [13]. Ozone
is produced by both sources through photodissocia-
tion of molecular oxygen at wavelengths shorter than
about 200 nm [14]. To avoid ozone production in the
LDLS, the lamp housing is purged with dry nitrogen.
The consequences of the improvement in source sta-
bility are shown in Fig. 3. In the top panel of Fig. 3,
the difference in data-acquisition statistics using the
AMAS and LDLS is displayed. During calibrations in
the UV SCF, 10 or more samples are taken at each
wavelength, and the mean of these samples is used
as the signal ratio value (detector signal/monitor
signal). In Fig. 3 the relative standard deviation,
σSignal∕Monitor, divided by the mean of hSignal∕
Monitori, is displayed for both sources. The statistics
of the data acquisition is improved using the LDLS,

again especially at the short-wavelength end. This
will reduce the uncertainties of the calibrations pro-
vided by the UV SCF.

In the bottom panel of Fig. 3, another indicator of
temporal stability is shown. The same photodiode
was calibrated twice with each source, and the rela-
tive difference in the results is displayed. The repeat-
ability of the measurement using the LDLS is
improved, especially at short wavelengths.

To measure the size of the LDLS image after the
transfer optics, a CCD camera was placed in the
image plane of the pair of off-axis parabolic mirrors.
The arrangement is shown in Fig. 4. Because of the
high intensity, a neutral density filter, with 0.1%
transmission, and an interference filter with a center
wavelength of λ0 � 350 nm and a bandwidth of
Δλ � 10 nm, were placed in front of the CCD camera.
The same beam-size measurement system was used
in the determination of the electron beam size at the
Synchrotron Ultraviolet Radiation Facility SURF III
[15] and the source size in deuterium lamps [16]. The
camera was used to optimize the image by moving
the source relative to the prealigned mirrors (see
Fig. 5). A Gaussian fit to the profile results in a
vertical FWHM, FWHMy � �602.0� 9.1� μm, and

Fig. 3. (Top) Relative standard deviation of 10 samples of the
detector signal divided by the monitor signal for the UV SCF in
percent: LDLS ▪, AMAS +. (Bottom) Difference in results for two
measurements of the same detector showing improved repeatabil-
ity: LDLS ▪, AMAS +.

Fig. 4. Schematic layout of the transfer optic, which images the
LDLS onto the charged-coupled device camera (CCD), using two
off-axis parabolic mirrors. M1 collimates the light, and M2 refo-
cuses the beam onto the CCD. M2 has a four times longer effective
focal length than M1, resulting in a four times magnified image
and four times reduced divergence of the beam. The neutral den-
sity filter (ND) and interference filter (IF) are placed in the beam to
reduce the intensity.

Fig. 5. Image of the LDLS at λ0 � 350 in the focus of the transfer
optics, which consists of two off-axis parabolic mirrors. The FWHM
is �314.8� 2.6� μm horizontally and �602.0� 9.1� μm vertically.
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horizontal FWHMx � �314.8� 2.6� μm, which is
considerably smaller than that achievable with
the argon mini-arc. The small source size makes the
more efficient coupling of the LDLS through the
transfer optics, consisting of two off-axis parabolical
mirrors, possible. With a larger source size, imaging
errors would lead to significant loss of light in the
transfer optics. The entrance slit of the monochroma-
tor is underfilled by the image of the LDLS.

Also of interest is the size of the beam in the detec-
tor plane, especially for irradiance meter calibrations
[17], which are based on spatial scanning of detectors
through the beam. In Fig. 6, the beam profile in the
detector plane is shown. The data were acquired us-
ing the same CCD camera as used before to measure
the image size after the transfer optics. The mono-
chromator was tuned to 400 nm wavelength for this
measurement. The FWHM of the beam in the detec-
tor plane is �1617.6� 60.0� μm horizontally and
�720.6� 3.9� μm vertically. The wide horizontal spot
size is related to the exit slit size of the monochroma-
tor and aberrations caused by spherical mirror M1,
which could be reduced by closing the exit slit. This
would, however, reduce the bandpass, which is cur-
rently Δλ ≈ 4 nm, and the optical power. Measure-
ment results at other wavelengths did not differ
significantly from the measurement at 400 nm.

There was some concern that the higher optical
power will cause detector degradation. However, pre-
vious studies [18,19] have shown that silicon-based
photodiodes degrade very slowly when exposed to
radiation with wavelengths longer than 200 nm.
Tests in the UV SCF using the LDLS showed no
measurable degradation of a photodiode, which
was placed in the detector plane. The studies were
performed at λ � 300, 290, 250, and 225 nm.

4. Conclusion and Outlook

Replacement of the AMAS in the UV SCF by a LDLS
significantly increased the available optical power in
the detector plane. The boosted optical power will

make it possible to shorten the calibration chain,
and, in the future, working standard detectors will
be calibrated directly against an ACR in the UV
SCF, thus eliminating all uncertainties resulting
from the use of transfer standards, which were cali-
brated in a separate system with a different light
source and optics. Any uncertainty caused by
differences in bandpass, out-off-band radiation, spec-
tral purity, collimation, or data extrapolation will be
removed. This will reduce the uncertainties of the
calibrations done using the UV SCF, especially in
the short-wavelength range below 220 nm.

The LDLS is temporally stabler than the argon
mini-arc, which reduces the uncertainties in the data
acquisition through improved data-acquisition
statistics.

Other benefits of using the LDLS are low power
consumption and therefore no increase in ambient
temperature, which used to be an issue with the
argon mini-arc. In addition, the LDLS is safer to
operate than the AMAS because it does not require
a high-voltage strike to start the plasma discharge.

The LDLS emits a broadband continuum from the
ultraviolet to the near-infrared, making it also useful
in the Vis/NIR SCF. First tests were promising and
showed significant increase in optical power over the
whole spectral range. Using the LDLS in the Vis/NIR
SCF will also expand its use to shorter wavelengths,
at least down to 300 nm.

The authors would like to thank Drs. Tom Larason,
Ping-Shine Shaw, and Eric Shirley for useful discus-
sions during the implementation of this project.
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