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ABSTRACT 
With recent advances in imaging technologies large numbers of 
bioimages are currently being acquired. Automated classification 
of these bio-images is a very important and challenging problem. 
Here we investigate the capabilities of local features and the Bag-
of-Visual-Words (BOV) approach in the area of bioimage 
classification. We have tested both sparse and dense placement of 
local features. The local feature that we have tested is Scale-
Invariant Feature Transform (SIFT), but we are in the process of 
testing other local features. The standard BOV approach is based 
on counting the number of local descriptors assigned to each 
quantization. In our case we are also using other statistics (mean 
and covariance of local descriptors). The classifier used for this 
study is the Support Vector Machine (SVM). We have performed 
classification experimentation on the well-tested single cell data-
set of 2D HeLa from CMU and have achieved performance 
similar to the state of the art.   
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1. INTRODUCTION 
With recent advances in imaging technologies large numbers of 
bioimages are currently being acquired. Automated classification 
of these bioimages is a very important and challenging problem.  

One of the most widely used benchmark for classification is the 
fluorescence microscopy images dataset of 2D HeLa cells [2] 
from the Murphy lab, stained with various organelle-specific 
fluorescent dyes. The dataset consist of ten classes for 
intracellular organelles and structures. 2D HeLa cells were stained 
with dyes (DAPI, MitoTracker, and DiOC6), and/or antibodies 
(Giantin, GPP130, Lamp2, Nucleolin, TfR, Actin, and Tubulin). 
The dataset contains roughly 100 images for each of 10 

subcellular classes (sample images from each of the classes are 
shown in Figure 1). Some other popular datasets used for 
bioimage classification are Locate endogenous and Locate 
transfected [10], Locate Confocal [11] and IICBU 2008 
benchmark [3].  

Many researchers have reported results on the 2D HeLa 
classification benchmark, such as: Boland and Murphy, 2001[2]; 
Chebira et al., 2007 [6]; Nanni et al., 2010 [5]; Coelho et al., 2013 
[4]; Shamir et al., 2008 [3] and Tahir et al., 2012 [7]. The best-
published results have been obtained by Tahir et al. [7] and Nanni 
et al. [5], with classification accuracy of 99.7% and 97.5 % 
respectively, using a combination of different features.  

Besides our study, which is based on local features and BOV 
approach, Coelho et al. [4] is the only other study based on it. In 
spite of its simplicity, flexibility, and effectiveness, the BOV 
method, which originated from the text retrieval field, has not 
been used in the area of bioimage classification. We investigate 
the capabilities of local features and the Bag-of-Visual-Words 
(BOV) method for bioimage classification 

2. METHOD DESCRIPTION 
The proposed algorithm for bioimage classification is based on 
using local features with a bag-of-visual-words (BOV) approach. 
The local feature that we have tested is the Scale-Invariant Feature 
Transform (SIFT), which is an algorithm to detect salient points 
and describe local features around these points in images [1]. We 
have tested both sparse SIFT (Figure 2) and dense SIFT (Figure 
2.) placement of local features. The dataset used for this study is 
the fluorescence microscopy images of 2D HeLa cells [2].  

 
Figure 1. Shows sample images form the 2D HeLa dataset. 
 
The standard BOV approach is based on counting the number of 
local descriptors assigned to each quantization [9]. The 
quantization is based on the standard k-means approach and the 
size of the codebook is 300. In our case we are also using other 
statistics (mean and covariance of local descriptors). The Support 
Vector classifier (SVM) from the Weka software [8] is used in our 
study with 10-fold cross-validation where 50 % of images are 
used for training and the rest of the images for testing.  
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We have developed a baseline approach based on global texture 
features consisting of co-occurrence features, moments, entropy, 
smoothness and uniformity [12] (feature length of 44) called 
SHARP Global. 

3.  RESULTS 
We present the classification accuracy results based on three 
different methods and compare our approach to other published 
results. 

The baseline SHARP Global reports an accuracy of 85.2 %. We 
have tested two different local feature implementations with a 
BOV approaches, one with sparse SIFT salient point placement 
(SHARP Sparse Local) and the other with dense SIFT (SHARP 
Dense Local) point placement and the classification results are 
87.0 % and 91.8 % respectively. Finally we have combined our 
dense SIFT implementation with our global texture features and 
have achieved a classification accuracy of 95.2 % (SHARP Dense 
Local & Global). The classification accuracy is presented in Table 
1 for our methods and different published results. Tahir et al. [7] 
and have obtained the best results of 99.7 %. Our classification 
accuracy is slightly lower that those reported in [5], [6] and [7], 
but we have not yet tried to optimize the different parameters in 
our implementations. Our results are slightly higher than those 
reported in [4]. 

 
Figures 2. Shows a sample 2D HeLa image and corresponding 
sparse and dense SIFT salient point locations. 
 

Table 1. Classification accuracy on the 2D HeLa with other 
published results 

Method Classification Accuracy % 

WND-CHARM [3] 84.0 
SHARP Global 85.2 
SHARP Sparse Local  87.0 
SHARP Dense Local 91.8 
SHARP Dense Local & Global 95.2 
Nanni el al., 2010 [5] 
Chebira el al., 2007 [6] 
Tahir et al., 2012 [7] 
Coelho et al., 2013 [4] 

97.5 
95.4 
99.7 
94.4 

 

4. CONCLUSIONS 
We have implemented a local feature and bag-of-visual-words 
approach for bioimage classification and have tested it on a 
widely used 2D HeLa benchmark and have achieved performance 
similar to the state of the art. We have shown that combining this 
approach with the standard global texture features can improve 
the classification accuracy. In the future we plan to test some 
other local features and besides using k-means for BOV 

quantization, we plan to test both soft coding and sparse coding. 
In the future we plan to test our method on other bioimage 
classification datasets: Locate endogenous and Locate transfected 
[10] and Locate Confocal [11]. 

5. DISCLAIMER 
Any mention of commercial products or reference to commercial 
organizations is for information only; it does not imply 
recommendation or endorsement by NIST nor does it imply that 
the products mentioned are necessarily the best available for the 
purpose. 
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