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Section 4.1 — Photon Counting: when and why

There is nowadays a widespread and growing interest in low-level light detection and imaging. This
interest is driven by the need for high sensitivity in various scientific and industrial applications
such as fluorescence spectroscopy in life and material sciences, quantum computing and
cryptography, profiling of remote objects with optical radar techniques, particle sizing, and more. In
particular, the use of fluorescence-lifetime spectroscopy as both an analytical and research tool has
increased markedly in recent years finding remarkable applications in chemistry, biochemistry, and
biology.

Photon counting has long been recognized as the technique of choice for attaining the ultimate
sensitivity in measurements of optical signals. However, advanced analog detectors (such as back-
illuminated charge-coupled devices (CCDs)) with ultra-low dark current can also be used in some
instances to measure very weak photon fluxes. A basic issue must therefore be clearly addressed:
when and why are photon-counting detectors advantageous? For applications where the
measurement time is very short or the arrival time of the optical signal must be known with high
precision (e.g. high-frame-rate imaging, fluorescence correlation spectroscopy (FCS), or fast optical
coincidences), photon-counting detectors have an advantage over analog detectors, which have
electronic readout noise in addition to dark-current noise. For short measurement times the readout
noise exceeds the dark-current noise and sets the sensitivity limit of analog detectors, whereas
readout noise simply does not exist in photon-counting detectors. These photon-counting detectors
exploit an internal amplification mechanism, which, in response to single photons, generates
macroscopic electrical signals that are much larger than any electronic circuit noise.

Section 4.2 — Why semiconductor detectors for photon counting?

Photon counting and time-correlated single-photon counting (TCSPC) techniques were developed
using photomultiplier tubes (PMT), that is, vacuum-tube detectors with high internal gain (see
Chapter 3), and high-performance PMTs have been produced industrially since the 1940s.
Commercially available devices can provide remarkable performance, even up to rates of millions
of counts per second, and compact and rugged PMT devices have been developed to address the
typical drawbacks of vacuum-tube devices. Amongst their advantages, the most significant and
distinct is the PMT’s large sensitive area (= cm?), which can greatly simplifies the design of the
optical system. Micro-channel plate (MCP) PMTs also offer picosecond timing jitter. However,
PMTs suffer from low detection efficiency (DE). In the visible, the DE of conventional bialkali and
multialkali photocathodes reach 20-25 % between 400 nm and 500 nm, whereas a DE up to ~40 %
can be achieved between 450 and 650 nm using a GaAsP photocathode [1][2]. In the infrared,
PMTs have much lower DEs.

Semiconductor-based detectors are a valuable alternative to PMTs. Besides the well-known
advantages of solid state versus vacuum tube devices (small size, ruggedness, low power
dissipation, low supply voltage, high reliability, low cost, etc.), semiconductor detectors provide
inherently higher detection efficiency, particularly in the red and near-infrared spectral regions.

The development of semiconductor-based detectors of single photons has been slower than that
of PMTs. Avalanche multiplication of carriers in reverse-biased p-n junctions is used in ordinary
avalanche photodiodes (APDs) to obtain internal amplification in the detector similar to that in
PMTs. However, in an ordinary APD, the multiplication of both holes and electrons causes an
inherent positive feedback that produces strong fluctuations in the avalanche gain. Such fluctuations
increase more steeply with the applied voltage than the average gain. In the best case (that is, in
silicon diodes made with special structure and technology), the useful gain is limited to ~5x10% as
opposed to the ~10° gain easily reached by PMTs. Therefore, even in such best APDs the current
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Fig. 4.1  SPAD operation in the reverse I-V characteristics of a p-n junction.

pulses due to single-photon absorption have very small and wildly fluctuating amplitudes, hence it
is only marginally possible to detect single-photon pulses and their timing is highly uncertain.

Section 4.3 — Principle of operation of Single-Photon Avalanche Diodes

The positive feedback in the avalanche makes it possible to exploit a reverse-biased p-n junction in
a different way for detecting single-photons. In this operation mode, the p-n junction cannot be
considered a detector with an amplifier inside as is the case for APDs, but rather a detector with a
digital flip-flop inside. As seen in Fig. 4.1, in the quiescent state the device is biased at voltage V,
above the breakdown voltage Vgp, and no current flows (the “OFF” state): in the junction depletion
layer the electric field is very high, but no free carrier is present. When even a single charge carrier
is injected in the high-field region it is strongly accelerated and can impact ionize and generate a
secondary electron-hole pair, starting a self-sustaining avalanche multiplication process. The current
then grows exponentially until the space-charge effect limits it to a constant level. This level is
proportional to the excess bias voltage Ve = V, — Vap, hence an avalanche resistance can be defined.
The p-n junction is thus switched to the “ON” state, where a constant macroscopic avalanche
current flows (=1 ma). The fast onset of the current marks the time of arrival of the photon that
generated the initial charge carrier. The device remains in this ON state until the avalanche is
quenched by an external circuit (quenching circuit), which drives the applied voltage down to Vgp
(or lower). The quenching circuit then concludes the operation cycle by resetting the voltage to the
original level above breakdown. The detector is insensitive to any subsequent photon arriving in the
time interval from the avalanche onset to the voltage reset, which is the detector dead time.

This type of operation is called Geiger mode because of the analogy with the gas counters of
ionizing radiation. The device operates in a way radically different from an ordinary APD and to
avoid misunderstanding and confusion it was given a different name and acronym: single-photon
avalanche diode (SPAD).

To be operated as a SPAD, a p-n junction must have a uniform breakdown over the entire active
junction area in order to produce macroscopic current pulses with constant amplitude. That is,
causes of localized breakdown must be avoided, such as edge effects and microplasmas within the
active junction area. Besides this requirement, more stringent conditions must be fulfilled to attain
acceptable SPAD performance, as discussed in Section 4.4.

Figure 4.2 outlines the structure of the silicon devices in which Geiger-mode operation was first
observed. R.H. Haitz et al. [3][4][5] developed these devices in a planar technology: a deeply
diffused guard ring was used to avoid edge breakdown effects and to define a small sensitive area of
diameter < 10 pm.
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Fig. 4.2  Cross section of the p-n diode devised by Haitz et al. [5] for investigating the
physics of avalanche above breakdown.

Silicon SPADs have been extensively investigated and are now well developed. Considerable
progress has been achieved in SPAD design and fabrication techniques, and devices with good
characteristics are commercially available for applications over the visible spectral range, up to
1 um. A thorough review of the available silicon SPADs and their state-of-the-art performance is
given in Section 4.6. Recent applications, such as quantum cryptography (quantum key distribution,
QKD), LADAR, and VLSI circuit characterization based on light emission from hot carriers in
MOSFETS, require single-photon detectors with high efficiency, low noise, and picosecond timing
jitter in the wavelength range above 1 um. The DE in the near-infrared (NIR) range is extremely
low for typical PMTs, and reaches only ~1 % for PMTs with photocathodes specifically designed
for IR efficiency, but at the cost of high photon-timing jitter and high dark count rates [1]. The
evolution of SPADs for extending the spectral range of photon counting beyond 1 pum started in the
mid-1980s with studies carried out on commercially available APDs designed for fiber
communications. Photon counting in the NIR range was first performed with Ge SPADs [6], and
then extended with InGaAs/InP SPADs [7], which are now the workhorse for most experiments. A
review of the state-of-the-art in InGaAs/InP SPADs is given in Section 4.8.

Section 4.4 — Performance parameters and features of SPAD devices

SPAD operation in Geiger mode is characterized by a number of basic performance parameters (see
Chapter 2). The photon-detection efficiency is the probability that an incident photon triggers an
avalanche (true detection event). The uncertainty in the photon arrival time is called timing jitter.
The dark count rate (DCR) is the number of avalanches per unit time that occur in the absence of
incident photons (false detection event, or “dark count™). Furthermore, physical phenomena specific
to photon-counting devices can generate additional dark counts correlated to the occurrence of
previous avalanche events, called afterpulses.

4.4.1 Photon detection efficiency

Besides the physical phenomena that determine the performance of semiconductor photodiodes in
general (optical coupling, reflection, absorption, etc.), there are other physical effects that are
important for SPAD operation. For a photon to be detected, not only it must be absorbed in the
detector’s active volume and generate a primary electron-hole pair. It is also necessary that the
primary electron-hole pair succeeds in triggering an avalanche. The avalanche-triggering
probability increases with the excess bias voltage Vg, since it is enhanced by a higher electric field.
Theoretical and experimental studies [8][9] have shown that this probability increases linearly at
low Vg, and tends to saturate at high Ve. The detection efficiency behaves accordingly, as illustrated
in Fig. 4.3.

4.4.2 Dark count rate (DCR)
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Fig. 4.3  Photon detection efficiency versus excess bias voltage for SPAD devices
reported in [16].
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Fig. 4.4  Dark count rate versus excess bias voltage for a 50 um diameter SPAD
reported in Error! Reference source not found., operated at room temperature.

Dark counts are due to carriers thermally generated within the SPAD junction, so that the dark
count rate increases with the temperature. The DCR has the same role as the dark current in
ordinary photodiodes, that is, its Poissonian fluctuations are the internal noise source of the
detector. As shown in Fig. 4.4, the DCR of SPADs increases with the excess bias voltage Ve. The
rise is due not only to the avalanche triggering probability, which also increases the DE, but also to
the field enhancement of the carrier generation rate. It is well known that in silicon and other
semiconductors thermal generation of carriers occurs through local energy levels located deep
within the bandgap (levels closer to the midgap are the most efficient generation centers) [10]. Both
the quality of the starting material and the technological processes used in the device fabrication
have a strong impact on the density of deep energy levels and therefore on the generation rate.
Transition metal impurities are the most common source of deep levels. Metal contamination may
occur during silicon handling, high-temperature heat treatments or ion implantations. Unintentional
contaminants, Fe, Cu, Ti, Ni are usually found in silicon in concentrations of ~10* - 10** cm [11].

Poole-Frenkel and trap-assisted tunneling effects that occur at high electric fields (> 10° V/cm)
can greatly enhance the emission rate of deep energy levels (field-enhanced generation) [12][13]. At
even higher field intensities (>7-10° V/cm), direct band-to-band tunneling may take place, that is,
strong generation of free carriers in the junction without the assistance of deep energy levels
[14][15]. Tunnel-assisted generation is not reduced by lowering the temperature and therefore sets a
limit to the reduction of the dark count rate obtained by cooling the detector. An important
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Fig. 4.5  (a) Trapping and release of an electron by a deep level (CB is the conduction
band; VB is the valence band); (b) Probability density of afterpulse generation after an avalanche
in a 100 um diameter silicon SPAD operating at room temperature.

conclusion can thus be drawn for the design of SPADs: the electric field profile within the SPAD
junction must be suitably tailored to avoid band-to-band tunneling and field-enhanced generation of
carriers. This reduces the detector noise at room temperature and makes cooling more effective in
reducing the DCR [16].

4.4.3 Afterpulsing

The noise in SPADs is further increased by an effect that does not play any role in ordinary APDs.
Deep levels located at intermediate energies between mid-gap and band edge can act as minority
carrier traps. During each avalanche pulse, a few carriers may be trapped in these levels and
subsequently released, as outlined in Fig. 4.5a. The released carrier can re-trigger the avalanche,
thereby generating “afterpulses” correlated in time to the original avalanche triggered by the photon
[5][17][18]. This release is statistical; the emission probability per unit time has a characteristic
value for each type of level involved, and the reciprocal of this emission probability is the
exponential time constant (trap lifetime) for that level. Afterpulsing effects can be evaluated by
using the time-correlated carrier counting technique described in ref.[17]. Fig. 4.5b shows the
probability density as a function of time for the occurrence of an afterpulse after an initial avalanche
pulse for a 100 um Si SPAD operated at room temperature.

Afterpulsing introduces a positive feedback loop that can significantly increase the effective
dark count rate [18]. Since traps are far from being saturated [18][19], their population increases
linearly with the charge that flows during the avalanche pulse. Therefore, to reduce afterpulsing, the
total avalanche charge should be reduced as far as possible.

If the trapped charge cannot be reduced to a sufficiently low level, a quenching procedure can
be exploited to reduce the afterpulsing rate to a negligible, or at least acceptable level. After an
avalanche, by deliberately maintaining the voltage at the quenching level (see Section 4.5) for an
extended “hold-off” time, trapped carriers are given time to be released and thus will not retrigger
the device when its voltage is returned above breakdown. While operating at lower temperatures
improves noise performance of photodetectors, lower operating temperatures exacerbate the
afterpulsing problem. This is because the trap-release process becomes much slower at lower
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Fig. 4.6  (a) Photon arrival time distribution measured in a standard TCSPC set up
with laser diode pulses of about 20 ps duration at 830 nm and a planar Si-SPAD device as in Fig.
4.2; (b) Outline of avalanche generation by photons absorbed in the depletion layer and in the
neutral region.

temperatures [17], requiring a much longer hold-off time to achieve the same level of depopulation
and seriously limiting the dynamic range in photon-counting measurements.

4.4.4 Timing jitter

The onset of the avalanche pulse is correlated with the arrival time of the photon that generates the
primary charge pair. Due to various physical effects, however, the delay of the instant at which the
onset is sensed with respect to the true arrival time of the photon is not constant, but subject to
statistical fluctuations. The timing jitter is usually quoted as the full-width at half maximum
(FWHM) of the photon arrival time distribution [20]. A typical photon-timing distribution is shown
in Fig. 4.6a for the planar device structure developed by Haitz [3][4][5]. Two main components are
evident. The narrow peak has a FWHM of about 60 ps and is due to carriers photogenerated in the
junction depletion layer, which are immediately accelerated by the electric field (see Fig. 4.6b). The
slow tail is due to carriers photogenerated in neutral regions near the depletion layer that migrate by
diffusion, eventually reaching the edge of the depletion layer where they are accelerated by the
electric field. The tail limits the photon-timing resolution. In QKD applications, diffusion tails can
lead to inter-symbol error when the timing jitter exceeds the clock period, resulting in photon events
being recorded in subsequent bit periods. In such applications the FW10%M and FW1%M are
important parameters as well as the FWHM. Furthermore, the amplitude and duration of the tail are
wavelength dependent due to the dependence of the optical absorption coefficient (i.e., of the
penetration length) [21]. This is a significant drawback in applications where the light source is not
monochromatic. It is clear that SPAD devices intended for photon-timing applications should have
a structure designed to minimize any diffusion-tail effects.

The FWHM of the main peak exceeds the contribution due to the noise in the pulse-timing
circuits, and can therefore be ascribed to statistical fluctuations in the build-up of the avalanche,
from the first seed (the photogenerated electron-hole pair) to the macroscopic current level of the
sensing threshold of the timing circuit. Various research groups have endeavored to explain and
compute it in terms of a local statistical build-up with essentially one-dimensional models of the
current rise. This approach, however, predicted FWHM values shorter than 10 ps. As a possible
source of further fluctuations, the lateral propagation of the avalanche from the first seed to the
whole detector area was then investigated. Two lateral diffusion mechanisms were highlighted in



the literature: multiplication-assisted lateral diffusion of carriers [22], and photon emission from hot
carriers in the avalanche [23]. The former mechanism is dominant in SPAD devices with thin
depletion layers (~ 1 pm), whereas the latter is dominant in SPAD devices having a thick depletion
layer (=~ 20 um), see Section 4.6. The efficiency of both processes is enhanced by a higher electric
field; by increasing the excess bias voltage Vg, the photon-timing resolution is improved in all cases
[24]. 1t has been recently demonstrated that remarkable timing performance is achievable by
sensing the avalanche current at very low level (about a hundred pA), when the multiplication
process is still confined within a small area around the photon absorption point [16][25]. To
perform a true low-level sensing of the avalanche current it is critical to preserve the shape of the
first part of the leading edge by minimizing any filtering action. To this end, a carefully designed
current pick-up circuit must be used [25], as illustrated in Section 4.5.

In the context of SPAD arrays, a further set of performance parameters should be introduced
besides the aforementioned ones. The most significant are crosstalk and fill factor.

4.4.5 Crosstalk

Ideally, photons absorbed within the active volume of a pixel are expected to contribute only to the
signal of that pixel. In practice, however, such an event can cause detections in neighboring pixels,
resulting in crosstalk. Crosstalk reduces the effective spatial resolution of an image sensor, leading
to blurring. Two crosstalk mechanisms affect the performance of a SPAD array: optical crosstalk,
and electrical crosstalk.

4.4.5.1 Optical crosstalk

Silicon p-n junctions emit photons when operated in avalanche regime. The emission probability is
very low: on the average, about one photon is emitted every 10° carriers crossing the junction [26].
In monolithic SPAD arrays, photons emitted from a SPAD can trigger an avalanche in another
detector, thus causing optical crosstalk between the pixels of the array. The outcome is an incorrect
evaluation of the optical signal detected by each pixel of the array. The crosstalk probability
increases as the distance between pixels is reduced, and therefore sets a limit to the array density.
Optical barriers placed between adjacent pixels (such as deep trenches coated with metals or heavily
doped diffusions) cannot completely prevent the optical crosstalk [27] because photons can be
reflected at the bottom surface of the chip, thus bypassing the optical barriers and contributing
substantially to the crosstalk. A good strategy to minimize this contribution is to adopt thick and
highly doped substrates to increase the free-carrier absorption of avalanche-generated photons [28].

4.4.5.2 Electrical crosstalk

Carriers photogenerated in the quasi-neutral region below the p-n junction can diffuse laterally and
trigger an avalanche in a neighboring pixel. Since the mean penetration depth strongly increases
with wavelength, photons in the red and near-infrared ranges tend to induce more electrical
crosstalk than short-wavelength photons. Electrical crosstalk may be effectively addressed by
exploiting dielectric and/or junction isolation techniques, as discussed in Section 4.7.

4.4.6 Fill factor

Fill-factor is defined as the active-to-total area ratio of a single pixel. It is a key figure of merit,
especially for applications involving diffuse illumination of the SPAD array (such as 3D imaging
and profiling of remote objects). In general, the fill-factor is limited by the sizes of the guard ring
structure, the isolation structure, and the quenching and counting/timing circuitry associated with
each pixel; it is usually of the order of a few percent. Lenslet arrays can be used to improve the fill-
factor [29], but at the cost of greater complexity of the system and lower flexibility in applications
due to the reduced range of acceptance angles.

4.4.7 Microelectronic structure of a SPAD: outline and basic features
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Fig. 4.7 (a) Schematic circuit diagram of a SPAD in the passive-quenching

arrangement (typical values R = 500 kQ and Rs = 50 Q); (b) Waveform of the avalanche current
(upper trace) and of the voltage across the SPAD (lower trace).

Taking into account the overview given above of SPAD performance and parameters, the essential
elements of the structure of a SPAD device can now be highlighted. The device core is the
avalanche region, where a high electric field provides carrier multiplication by impact ionization.
For obtaining uniform DE, the material properties and the electric field intensity in this region must
be as uniform as possible over the entire detector area. The thickness of the avalanche region has to
be thin in order to limit the zone where the high electric field enhances the thermal generation of
carriers, i.e. the DCR. To obtain high DE, carriers photo-generated in the contiguous absorption
and drift region of the depletion layer must also be driven to the avalanche region, but by a lower
electric field. In fact, moderate field intensity in this region is sufficient to ensure a saturated drift
velocity (i.e. fast collection) and avoids enhancing thermal carrier generation. At the edge of the
avalanche zone, deeply diffused guard-rings or other equivalent structures avoid local
concentration of the electric field intensity. The depletion layer is sandwiched between neutral
semiconductor layers at the top and bottom, which should be either transparent at the wavelength of
interest, or at least very thin. Carriers photo-generated in these layers either recombine and do not
contribute signals, or are collected at the avalanche region after diffusing in the neutral region, thus
generating a diffusion tail in the photon timing distribution (c.f. Section 4.6.1).

Section 4.5 — Circuit principles for SPAD operation

The circuit that quenches the avalanche and resets the bias voltage plays an integral role in the
performance of SPADs [18]. In early studies on silicon avalanche diodes in Geiger mode the simple
passive quenching circuit (PQC) outlined in Fig. 4.7a was used. The bias voltage is applied through
a large ballast resistor R ; a small resistor Rs is connected to the other terminal for observing the
current pulse. The avalanche current discharges the total capacitance Ct at the diode terminal,
which is the sum of the junction capacitance C4 and of the stray capacitance Cs. The voltage Vg
across the diode decreases towards Vgp and the avalanche current decreases correspondingly. As the
voltage Vq approaches Vgp the rate of decrease slows down. All the avalanche current flows through
RL and is reduced to the value (V. — Vap )/RL. If R is high enough to reduce the current below a few
tens of pA, the number of avalanche carriers is small and the probability of interruption of the
multiplication chain is high, and the avalanche can be finally quenched [5]. The voltage V4 then
starts to recover slowly towards the bias voltage V, (reset transition), as the small current in R.
recharges Ct with a long time constant R; Cy. During the reset transition, the diode voltage is higher
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Fig. 4.8  (a) Schematic diagram of a SPAD in an active-quenching circuit (AQC); (b)
output pulses from the AQC at a counting rate of ~ 2 MHz (horizontal scale 10 ns/div; vertical
scale 0.5 V/div).

than Vgp and an avalanche can be triggered, but the diode fires at a voltage V4 lower than V, (see
Fig. 4.7b). It then operates with lower photon detection efficiency and impaired photon-timing
resolution. In a passively quenched SPAD, after each avalanche the triggering probability has a
continuous evolution, starting from practically nil and finally reaching the steady-state value
determined by V.. The behavior of the detector is thus peculiar: it is paralyzable, but with a time-
dependent sensitivity to triggering events [18]. Furthermore, the voltage and current pulses
produced during the reset transition have smaller amplitudes, as shown in Fig. 4.7b. Since a
comparator is employed for sensing avalanches, pulses smaller than the threshold level are
discarded, producing a dead time that is neither well known nor stable. The result is a loss of
linearity at high counting rates that can be measured empirically, but is difficult to model and
correct for accurately [18]. In summary, photon-counting measurements can be accurately
performed only if the total count rate is low enough to make count losses negligible and correction
unnecessary.

The drawbacks of the passive quenching can be reduced, though not eliminated, with modern
circuit technologies that significantly reduce the stray capacitance Cs and thus shorten the duration
of the reset transition. With surface mounting techniques and miniature components Cs can be
reduced to a few picofarads. A monolithic integration of detector and ballast resistor, nowadays
possible at least for silicon SPAD’s, can reduce Cs well below 1 pF and the reset transition time
well below 1 ps.

The solution that completely avoids the drawbacks of the passive quenching is the active
quenching circuit (AQC), first devised in 1975 [30]. The principle is simple: to sense the rise of the
avalanche and react back at the SPAD, forcing short quench and reset transitions with a controlled
bias-voltage source. As outlined in Fig. 4.8a, the sensing comparator triggers a voltage driver to
switch the bias voltage down to the breakdown voltage Vgp or below. After a controlled hold-off
time, the bias voltage is then switched back to the operating level V,. A standard pulse synchronous
to the avalanche rise is derived from the comparator output, and can be used for photon counting
and timing (Fig. 4.8b).

General principles and practical features of quenching circuits have been extensively dealt with
in a tutorial paper [18]; this section concentrates on recent results and prospects for further
development.
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The matter may be better analyzed by focusing on the main requirements of the circuit, which
concern the avalanche quenching transition, the subsequent hold-off time, and the reset transition.

Quenching should be as fast as possible to reduce the avalanche charge and related effects
(power dissipation, carrier trapping, and light emission from hot carriers). To this end it is necessary
to minimize both the delay T4 with which the quenching transition starts and the transition time T
With passive quenching circuits the transition is started immediately by the avalanche, but the
transition time is determined by the time constant Rp (Cq + Cs) (where Rp is the diode resistance
during the avalanche). This time constant is fairly long in cases where Rp is not small and/or the
capacitance (Cq4 + Cs) is not minimal. Active-quenching circuits can ensure a very fast transition,
but their feedback loop may produce a significant delay T, particularly in cases where the SPAD is
not located near the quenching circuit [31][32]. A mixed passive-active quenching approach was
developed [18], in which quenching is started with a passive transition and then sped up and
completed by an active loop. A remarkable reduction of the avalanche charge can be obtained with
discrete-component circuits [33], but further reductions can be achieved by integrating the load
resistor R into the detector chip, and by integrating the complete quenching circuit on a chip [34].
A variant passive-active quenching circuit that was specifically devised for monolithic integration
in CMOS technology cuts the avalanche current path instead of driving down the SPAD voltage
[35].

The hold-off time, that is, the duration of the low-voltage fully-quenched state, must be
minimized to attain the highest counting rate. On the other hand, an adjustable hold-off time may be
very useful for reducing the afterpulsing effect by allowing time for the release of the carriers
trapped in deep levels [18]. This suggests developing circuits that have a negligible hold-off time
and the capability of enforcing longer adjustable duration when needed.

The reset transition is a critical phase in all measurements and should therefore be very fast, at
most a few nanoseconds. In photon counting it is highly desirable that the detector have a well-
defined dead time. That is, it is acceptable that the detector be totally insensitive for a given time
(preferably a short time, of course), provided that it is then reset abruptly to its full efficiency. For
this case, accurate equations for the correction of the count losses at high rate are available, and are
based on well-known concepts of statistics. In reality, however, the situation is remarkably
different: the recovery from zero efficiency is gradual and follows the evolution of the voltage with
a non-linear dependence. Equations for accurately correcting the count losses due to such a
variation have not been reported in the literature, and carrying out a quantitative statistical analysis
of such a complex situation looks problematic. A gradual reset transition is also a significant
drawback in photon-timing measurements, because the temporal resolution of SPADs depends
strongly on the excess bias voltage. Therefore, a gradual reset transition causes a progressive
degradation of the resolution as the count rate is increased. For both photon counting and photon
timing, high-quality detector performance can be achieved at high count rates only if the duration of
the reset transition, and thus the probability of detecting photons during the voltage recovery, is
minimized. For this reason, active reset is explicitly advantageous. Passive quenching circuits have
an inherent exponential reset transition, with time constant R (Cq+ Cs). In all cases where the
circuit is not integrated in the detector chip, this time constant is at least a few hundred
nanoseconds. It can be reduced to a few tens of nanoseconds in cases where the total capacitance
(Cq + Cy) is in the range of 100 fF, as in fully integrated chips with small detector diameter (less
than 20um). But even in such cases the reset transition is gradual over tens of nanoseconds and the
drawbacks are reduced, but are not negligible.

The reset must not only be fast, but also very accurate. That is, for ensuring accurate photon
counting and timing the bias voltage of the detector must be cleanly restored back to the final level.
Therefore, in actively driven reset transitions care must be taken to avoid perturbations such as
overshoots and ringing; a final part of the recovery that slowly approaches the steady-state voltage
level must be avoided as well. To this end, it may be useful to enforce a reset action that pulls the

11



+V
Current pick-up

I “Vih
IRS CC | T—q.
: T T
hy ! I I
k" RZ
SPAD [ :
I =
AQC | - - -

Fig. 4.9  Simplified block diagram of the current pick-up circuit that can be added to
any of the existing AQCs for improving the photon timing jitter.

voltage to the target level and keeps it there for a short time (typically 10 ns), that is, to introduce a
final hold-on time. However, this approach can result in incorrect timing of photons that arrive
during the hold-on time.

Obtaining accurate photon timing sets further requirements that may conflict with the
requirements for obtaining fast quenching with minimization of the avalanche charge. In particular,
a marked dependence of the timing resolution on the circuit employed for timing the pulses is
observed for SPAD devices with active area wider than 10 um. Such dependence can be understood
by taking into account the physical processes that determine the rise of the avalanche current [22]
[36][37][38]. During the initial stage of the avalanche, when the multiplication of carriers is
localized within a small area around the seed point (the point of incidence of the photon), the
avalanche current rises with relatively small statistical fluctuations. The subsequent rise to the
avalanche signal’s peak value corresponds to the progressive spreading of the multiplication over
the sensitive area of the detector, and has stronger statistical fluctuations. Consequently, if the
triggering threshold of the circuit that senses the avalanche is reached not in the very first part of the
rise, but later during the spreading of the avalanche over the area, the timing jitter is remarkably
larger than if the threshold is reached early in the avalanche growth. Any low-pass filtering that
slows down the rise of the signal sensed by the timing circuit will have the effect of shifting the
triggering instant to later times in the avalanche process, and will therefore degrade the timing
resolution. The voltage waveform developed by the avalanche on the SPAD is inherently subject to
a low-pass filtering action due to the charging of the diode and stray capacitances (C4 + Cs).
Therefore, circuits that use this voltage waveform to sense the avalanche are not suitable for high-
resolution timing with SPADs that have larger active areas. In fact, they provide good timing
performance only in cases where the capacitance (Cq+ C;) is reduced to very low level, as in
SPADs with less than 10 um diameter and a low-capacitance quenching circuit. In larger area
SPADs the lateral-propagation effect is stronger, and the larger intrinsic capacitance of the diode
significantly contributes to the parasitic low-pass filtering action.

Research has demonstrated that the trade-off between active area diameter and time resolution
may be overcome by detecting the avalanche current during the initial part of the rise, about at the
100 pA level [25]. By employing a separate current pick-up circuit (see Fig. 4.9), an unprecedented
time resolution of 35 ps was obtained with a 100 um diameter SPAD. This patented technique [39]
employs AC coupling with a very fast time constant for extracting a short signal that reflects the
rise of the avalanche current, which makes it possible to maintain excellent timing performance up
to very high count rates. This technique enables the use of large-area SPADs in high-performance
TCSPC measurements, as illustrated by results recently obtained with 200 pum diameter SPADs
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Fig. 4.10 Schematic cross section of the double-epitaxial SPAD device structure reported in
[43].

[16]. A monolithic integrated circuit that includes both the active quenching circuit and the current
pick-up and timing circuit in a chip has recently been developed [40].

Section 4.6 — Silicon SPAD devices

The silicon SPAD devices reported to date can be grouped in four categories, according to their
fabrication technology:

- planar SPADs fabricated in a custom technology;
- non-planar SPADs fabricated in a custom technology;

- SPADs fabricated in a high-voltage complementary metal-oxide-semiconductor
(HV-CMOS) technology;

- SPAD:s fabricated in a standard deep-submicron CMOS technology.

Their features and performance are reviewed in the following sections.
4.6.1. Planar SPAD devices fabricated in a custom technology

4.6.1.1. Early planar SPAD devices

The precursor of modern planar SPADs was introduced at the Shockley laboratory in the early
1960s, during studies of the physics of avalanche multiplication with high electric field intensities
[3][4][5]. It was necessary to carry out experiments on avalanching junctions that had reasonably
uniform electric field and were absolutely free from the so-called microplasmas (extended defects
such as metal precipitates, dislocations, etc.). The approach was to fabricate many n+p junctions
with very small diameter (a few microns) surrounded by a deeply diffused guard ring, and then
select the few devices that did not contain a microplasma. The n+p junctions were fabricated by
diffusing a shallow (< 0.5 um) n + layer in a p-bulk substrate (Fig. 4.2). This simple structure has
two key features: it operates at low voltage (about 30 V), resulting in limited power dissipation
during the avalanche (a few hundred milliwatts), and it is fabricated in an ordinary silicon wafer
with a planar technology, and thus is amenable to monolithic integration with other detectors and
circuits. However, a thorough analysis reveals some weaknesses of the early planar structure as a
SPAD device. The deep guard-ring diffusion causes the photon detection efficiency to be non-
uniform in the active zone, giving it a dome-shaped distribution. This effect arises from the fact that
the n-diffusion acts laterally from the edge of the device towards the center of the active junction
over a distance almost equal to the diffusion depth, thereby decreasing the net p-doping and
increasing the breakdown voltage from the center to the edge. Therefore the excess bias voltage
progressively decreases from center to periphery, causing a decrease in the photon detection
efficiency. This effect sets a strong limit to the minimum diameter of the active n+p junction, thus
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Fig. 4.11 Photon-arrival-time distributions measured with two different 200 pm
SPADs and a picosecond laser at 820 nm. The curves shows a prompt peak with a FWHM of 35
ps and a clean exponential diffusion tail with a time constant of 280 ps (diamonds), and 110 ps
(dots), corresponding to a thickness of the neutral p+ buried layer of 2.4 um, and 1.5 pm,
respectively.

limiting the scalability of the structure for implementing arrays. Furthermore, due to the deep guard
ring, the diffusion tail of the photon-timing distribution has a multi-exponential, wavelength-
dependent shape. This makes the study of fast fluorescent decays more complex, especially when
the spectral distribution of the incident light is not accurately known [21]Error! Reference source

not found.[41].
4.6.1.2. Planar SPAD devices on epitaxial silicon substrates

In the past three decades, a number of custom planar technologies have been developed for
fabricating SPAD devices with optimized performance [42][43][44][45][46][47]. The planar
epitaxial devices outlined in Fig. 4.10 were first introduced in 1988 [43][48] to overcome the
drawbacks of the early planar structures. These devices have undergone continuous improvement
and are now exploited in commercially available photon detection modules from, for example,

Micro Photon Devices [49].

The SPAD fabrication starts from an n-type substrate on top of which a p+/p- double-epitaxial
layer is grown. The p-n junction formed between the epitaxial layer and the substrate limits the
neutral region from which carriers are collected, thereby shortening the diffusion tail. The active
n+p junction is built in the upper (2.5 pum thick), low-doped p-epilayer (10 Q-cm). The buried p+
epilayer (2 um-thick) establishes a low-resistivity path (0.3 Q-cm) to the side ohmic contact. The
extrinsic guard ring used in the early planar devices is replaced by a 'virtual' guard ring structure.
The concept of this virtual structure is straightforward: instead of using a lightly doped n-diffused
guard ring to reduce the field in the peripheral region, the electric field in the central region of the
shallow n+-p junction is locally enhanced by means of a higher p-doping (enrichment).
Implantation of boron followed by a drive-in diffusion is used to produce a ~ 1 um thick enrichment
region, which defines the active area of the device. A highly-doped, p-type diffusion (sinker)
provides a low-resistivity path for the avalanche current flowing from the buried epilayer to the
anode contact. Finally, a highly doped, n-type diffusion (isolation) region completely surrounds the
detector. As a result the SPAD is enclosed in a p-well delimited by the isolation and by the
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substrate. This makes it possible to electrically isolate the detector from other SPADs or electronic
devices fabricated on the same chip, thus allowing the fabrication of arrays (see Section 4.7) and
monolithic integration of detectors and circuits in a chip.

Various design and fabrication parameters such as the boron-implanted dose, the conditions of
the drive-in diffusion, the thickness and doping of the lightly doped epitaxial layer and of the buried
layer can be easily customized for achieving a desired performance [16]. Continued improvement of
the planar epitaxial technology, as described in [43], makes it possible to reliably fabricate SPAD
devices with large active-area diameters (up to 500 um) and exhibiting an excellent compromise
between breakdown voltage (typically around 30 V), DE (50 % peak at 550 nm, decreasing to 25 %
at 730 nm, and 12 % at 850 nm), DCR (from 10 s to 10% s at -15 °C for SPAD diameters ranging
from 50 pm to 500 um), total afterpulsing probability (about 1 % at -15 °C), and timing jitter (better
than 40 ps FWHM). Figure 4.11 (diamonds) shows the photon-timing distribution of a 200 pm
SPAD detector illuminated with 10 ps FWHM optical pulses at 820 nm. The curve shows a prompt
peak with a FWHM of 35 ps, and a clean exponential diffusion tail whose time constant is 280 ps
[43].

Figure 4.11 (dots) demonstrates the advantage provided by fully-custom SPAD technologies.
By simply reducing the thickness of the p+ epitaxial layer from 2.4 pm to 1.5 pum (in a different
device), a reduction of the tail lifetime from 280 ps to 110 ps can be obtained.

Since the lifetime of the exponential tail does not depend on the photon wavelength, the timing
resolution of the double-epitaxial SPAD is almost completely wavelength independent, which
provides a remarkable advantage in reconvolution analysis of fast fluorescent decays [41][21]. To
attain even better timing resolution completely free from diffusion tails, a fairly complex
modification of the double-epitaxial device has been devised, fabricated, and tested [50]. The basic
idea is to eliminate the neutral region beneath the active junction by exploiting a patterned buried
layer. It has been verified that the diffusion tail can be completely eliminated in SPADs with
diameters of up to about 10 pum. However, the performance of wider detectors remains less
satisfactory, and the fabrication process is clearly more difficult than that of the previous double-
epitaxial devices.

New developments in planar-epitaxial SPAD technology are mainly concerned with improving
the DE in the red wavelength range (600 nm to 900 nm), either by incorporating a resonant cavity in
the device structure or by increasing the thickness of the absorption region.

A resonant-cavity-enhanced (RCE) SPAD fabricated on a reflecting silicon-on-insulator (SOI)
substrate has been reported by Ghioni et al. [51] and successfully exploited in three-dimensional
imaging and QKD applications [52][53]. The RCE SPAD detectors have peak detection efficiencies
ranging from 42 % at 780 nm to 34 % at 850 nm, and timing jitter of 35 ps FWHM. Typical dark
count rates of 450 s, 3500 s, and 10° s™ were measured at room temperature with RCE SPADs
having 8 um, 20 um , and 50 um diameters, respectively.

More recently, a red-enhanced (RE) SPAD device was devised, fabricated and characterized
[54]. The key feature of RE-SPADs is a separate absorption and multiplication structure that
provides a thick (=10 um) absorption region with low electric field (hence no multiplication and
negligible field-enhanced carrier generation), and a shallow multiplication region with a peaked
electric field profile (designed to enhance the avalanche triggering probability and to reduce the
photon timing jitter). The electric field profile in the two regions was designed to achieve the
optimal trade-off between operating voltage, avalanche triggering probability (thus DE), DCR, and
timing jitter. Experimental measurements on 50 pum RE-SPAD devices showed a significantly
improved DE in the red region, reaching 40 % at 800 nm wavelength (i.e. a factor 2.5 higher than
the DE of standard planar SPADs) and 60 % at 550 nm wavelength. The devices exhibit a
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Fig. 4.12 SLiK™ device developed at the former RCA ElectroOptics, now Excelitas
Technologies Corp. [55][56].

SPADs due to the increased thickness of the absorption layer, the DCR of the two detectors is
comparable at room temperature. The thicker absorption region of the RE-SPAD does not
significantly contribute to the DCR because the low electric field practically rules out field-
enhanced generation of carriers. The dominant contribution to the DCR comes from the high-field
multiplication region, whose design remained substantially unchanged. A timing jitter of 93 ps
FWHM was obtained at room temperature, which is higher than the typical figure of standard planar
SPADs (30-50 ps). This is due to the increased thickness of the absorption and drift region,
resulting in increased transit times for photo-generated electrons of about 10 ps/um at the saturated
speed of 10 cm/s. Since photons are absorbed randomly in the drift region, timing jitter of ~100 ps
FWHM can be attributed to the 10 um thick absorption region. Total afterpulsing probability lower
than 1.5 % was measured over the entire temperature range of operation.

4.6.2. Non-planar SPAD devices fabricated in a custom technology

The SLiK™ device sketched in Fig. 4.12 was devised by R.J. McIntyre and P. Webb at the former
RCA Optoelectronics (now Excelitas Technologies Corp.), and employed to produce highly
successful single-photon counting modules (SPCM) [55][56]. SLiK™ stands for ‘Super-low k,’
where k denotes the ratio of the ionization coefficient of holes to that of electrons. The device
represents a remarkable evolution of the previous reach-through avalanche diode structure
pioneered by the same team [57][58]. It is built in special ultra-pure high-resistivity silicon wafers
with a dedicated technological process; various device features and processing steps are proprietary
and covered by patents [59][60]. The active area of the detector is fairly wide (=180 um). It is
defined by a p+ implant and deep diffusion in the central region of the bottom silicon surface and
by a localized reduction of the wafer thickness to ~30 um, obtained by accurately etching the back
of the wafer. A lightly diffused n guard ring around the shallow n+ layer avoids edge breakdown.
The device is illuminated from the back. Since the lightly doped p region (from 20 um to 30 pm
thick) is fully depleted, diffusion of photo-generated carriers takes place only in the surface p+ layer
(a few microns thick). The decrease of the electric field from its maximum at the n-p junction is
gradual, hence the avalanche region is fairly extended. The breakdown voltage is high and strongly
varies from sample to sample over a wide range from 250 V to 500 V. Thanks to the thick depletion
layer, the DE is very high in the visible region and fairly good in the NIR up to about 1 pum. The
typical value is significantly higher than 50 % over the entire range from 540 nm to 800 nm (the
peak DE is 65 % at 650 nm), and is still about 3 % at 1064 nm [56]. Notwithstanding the
remarkably large volume of the depletion layer, the DCR is very low, ranging from ~100 s™ to ~10°
st at -10 °C. The afterpulsing probability is also strongly reduced, typically well below 1 %. The
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timing performance is moderate: with a broad illumination on the active area the timing distribution
has a relatively broad peak with =450 ps FWHM, and an exponential diffusion tail that is one
decade lower and has ~160 ps lifetime. However, significant improvement in the timing
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Fig. 4.13 Detection efficiency (a) and photon timing distribution (b) of three different
types of SPADs: SLiK™, planar epitaxial SPAD, and red-enhanced SPAD.

performance can be gained by focusing the light at center of the active area and by using the current
pick-up circuit discussed in Section 4.5 [61]. Devices similar to the SLiK™ have been recently
developed by Laser Components, Inc., [62], having a larger active area (500 um diameter) and a
timing jitter <200 ps FWHM [63].

The SLiK™ devices have very good performance, but also a number of practical drawbacks.
Due to the high breakdown voltage, the power dissipation during the avalanche is high, from 5 W to
10 W, and very effective cooling of the detector under normal operating conditions is mandatory
(with Peltier stages, or other means) [55]. The special fabrication technology is inherently complex,
and the production yield of good devices is low and the cost is high. The devices are delicate and
degradable, and integrating multiple detectors, or associated circuitry, is not possible. For reference,
Fig. 4.13 compares the DE and timing jitter of three different devices, a SLiK™, a double epitaxial
SPAD [43] and a RE-SPAD [54].

4.6.3 High-voltage, complementary metal-oxide semiconductor (HV-CMOS) SPADs

Foundry services for fabricating CMOS circuits have been available since the early 1990s, but for
some years the available technologies have been far from meeting the requirements outlined above
for fabricating SPADs, and all attempts gave poor results. The quality has been then steadily
improving, but the progress in IC technologies is driven by the demands of circuits for consumer
electronics, which are usually different from those of SPADs. Nevertheless, the monolithic
integration of SPAD devices and CMOS circuits offers manifest advantages, from the availability of
a fully supported, mature and reliable technology at reasonably low cost, to the possibility of
developing complete systems on chip with a high degree of complexity.

The requirement for SPAD integration is that a suitable subset of fabrication steps can be
specified within a complex CMOS process flow and used to build a planar p-n junction free from
edge effects. However, some stringent technological requirements for SPAD fabrication must be
carefully fulfilled. First of all, the quality of both the starting material and the fabrication process
must guarantee very low concentrations of impurities (particularly transition metal contaminants)
that create deep energy levels within the silicon gap acting as generation-recombination centers and
afterpulsing centers. Another key requirement is the ability to keep the electric field strength within
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the depletion region low enough to avoid band-to-band tunneling effects and to reduce the field-
enhanced carrier generation as much as possible.

In recent years, the development of high-voltage HV-CMOS technologies has been fueled by
the rising demand for integrated circuits for automotive and control electronics (that is, circuits for

Fig. 4.14  Schematic cross section of a typical HV-CMOS SPAD device, consisting of a
shallow p+/deep n-well junction surrounded by a p-well acting as an extrinsic guard ring to
prevent edge breakdown.

the operation of motors, actuators, sensors, etc.). These circuits must fulfill more severe
specifications than ordinary CMOS circuits; in particular they must operate with much higher
voltage, and this imposes various requirements that are fairly consistent with those of SPAD
devices. The main advantage of HV-CMOS technologies is the availability of a relatively low-
doped deep n-well that provides up to 50 V isolation from the substrate [64]. HV-CMOS SPAD
devices typically consist of a shallow p+/deep n-well junction surrounded by a p-well acting as an
extrinsic guard ring that prevents edge breakdown (Fig. 4.14). By relying on the p-well guard ring, a
breakdown voltage in the active area above 20 V can be obtained [64]. The deep n-well/p-substrate
junction (a few microns deep) limits the depth of the neutral region from which minority carriers
can be collected, thus reducing the length of the diffusion tail to less than 10 ns [64]. A number of
small-area SPADs with diameter < 20 um and fairly low dark count rates were obtained using a 0.8
pm HV-CMOS technology by independent research groups [64][65][66][67]. Chips with more
detectors and associated circuitry were implemented [65], as well as complete photon-counting
modules (detectors and active quenching circuits) [66].

Due to the limitations of the 2-metal 0.8 um HV-CMOS technology and its eventual
obsolescence, there has been a push to migrate to more advanced technologies, and this has resulted
in the first successful implementation of SPAD devices in a 0.35 um HV-CMOS technology [35]
[68][69][70]. These 0.35 um HV-CMOS SPADs exhibit a moderate DCR (=10° s for a 20 pm
detector) and a maximum DE of 35 % at 450 nm when biased 4 V above breakdown (Fig. 4.15).
The DE however drops to =20 % at 600 nm and it is < 5 % at 800 nm [35]. The reduction of the
concentration of deep levels is not satisfactory in standard CMOS technologies, but the afterpulsing
probability can nevertheless be reduced to fairly low levels by integrating the quenching circuit in
the detector chip. In fact, the intrinsic capacitance of a small-area SPAD can be less than 100 fF. By
integrating the quenching circuit, the stray capacitance can be brought to comparable level, thereby
reducing the total capacitance by more than one order of magnitude with respect to an off-chip
quenching circuit. The avalanche charge required for discharging a capacitance of about 100 fF is
reduced to ~6 x 10° electrons per Volt of excess bias. This minimization of the avalanche charge is
also useful for reducing the optical crosstalk between adjacent SPAD detectors in a monolithic
array, since the light emission from the hot avalanche carriers is proportional to the number of
carriers that flow through the junction [26].
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A significant shortcoming of HV-CMOS SPADs arises from the p+n polarity of their active
junction. Most of the depletion layer of this junction is accommodated in the n-well, so that the
avalanche current is mainly triggered by holes, which are the minority carriers generated in this
zone. In silicon, holes have a lower probability of avalanche initiation than electrons [8][9], and as a
consequence the DE of a p+n SPAD is inherently lower than that of a complementary device
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Fig. 4.15 Detection efficiency of a 0.35 pum HV-CMOS SPAD device as a function of
wavelength [35]. Measurements were performed at different excess bias voltages.

structure with reversed n+p polarity. Another drawback of the currently available CMOS SPADs is
the deeply diffused guard ring that causes non-uniform DE over the device active area, as discussed
in Section 6.1.1.

4.6.4. Standard deep submicron CMOS SPADs

CMOS technology with deep submicron (DSM) resolution is mandatory for the fabrication of dense
SPAD arrays with large numbers of pixels, adequate fill factor, and smart pixels that include
integrated electronics. However, a challenging basic issue must be faced: the inherent features of
DSM CMOS technologies, namely the relentless trend toward higher doping levels, lower thermal
budget, and thinner p- and n-well layers, conflict with SPAD detector performance. The smaller
depth of carrier-collection layers limits the DE, and the high electric fields arising from higher
doping result in strongly enhanced DCRs due to band-to-band and trap-assisted tunneling effects. In
addition, the reduced thermal budget and the lack of external gettering processes [71] also have
adverse effects on afterpulsing.

Thus, the first major challenge for SPAD fabrication in DSM CMOS technologies is the choice
of a suitable breakdown region that avoids trap-assisted and band-to-band tunneling. A second
challenge that must be faced when scaling the SPAD size to a few micrometers is the design of a
suitable guard-ring structure that is effective in preventing premature edge breakdown. To address
these issues, designers have to cope with a number of design layers, models, and rules, without any
flexibility in changing or adapting a process parameter to better match the requirements of a SPAD.

A number of SPAD structures in DSM CMOS have been proposed in recent years [72]
[73][74][75][76][77]. Most of them employ an explicit guard ring of low-doped p-well material
around the central p+/n-well breakdown region similar to that shown in Fig. 4.14. Two SPADs with
this structure have been reported at the 180 nm process node [72][73]. However, as discussed in
[72], this device cannot be scaled much below 5 um diameter because the p-well regions become so
close that the active area of the SPAD is almost fully depleted (see also Section 4.6.1.1). A SPAD
fabricated with 180 nm CMOS technology [74] proposes the use of shallow-trench isolation (STI)
as the guard region, this approach being free from obvious limitations on minimum detector size
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and capable of fitting SPADs together compactly with other electronics. Unfortunately, an
unacceptably high DCR of 10° s* was observed, which is likely due to the high density of deep-
level carrier generation centers at the Si-SiO; interface [78]. If the active region of the SPAD is in
direct contact with the STI walls, as in [74], the injection of free carriers into the avalanche region
of the detector results in greatly increased DCR.

With 130 nm CMOS technology, various devices employing a p-well guard ring have been
reported, invariably with high DCR (40 x 10° s™ to 100 x 10° s) [76]. Passivation of STl-interface
traps failed to reduce DCR significantly, leading to the assumption that tunneling is the dominant
mechanism [75].

Some improvements in compactness and scalability may be obtained by adopting the virtual
guard ring structure shown in Fig. 4.10. Richardson et al. [79] recently introduced three SPAD
structures based on a novel retrograde buried n-well guard ring, capable of scaling from 32 um to 2
um in diameter. One of these structures is compatible with a standard 130 nm, triple-well CMOS
technology. A remarkable sub-100 s* DCR for an 8 um diameter SPAD was achieved at room
temperature with 0.8 V excess bias, a maximum DE of 25 % at 560 nm, and negligible afterpulsing.

SPAD devices have been demonstrated in 90 nm CMOS technologies, but with significantly
lower performance [80]. A notable exception is the 90 nm SPAD device reported by Webster et al.
[81], where the deep n-well/p-epi junction is used as the active junction, achieving a peak DE of
44 % at 690 nm and better than 20 % at 850 nm. The 6.4 um diameter SPAD also achieves a low
DCR of 100 s along with a low afterpulsing probability of 0.375 % at 0.4 V excess bias voltage.
Timing jitter as low as 50 ps FWHM was demonstrated, although the timing distribution had a
relatively long diffusion tail. The key performance parameters reported for a variety of individual
SPADs fabricated in standard deep-submicron technologies are summarized in Table 4.1.

Section 4.7 — Silicon SPAD Array detectors

Depending on the kind of application envisaged, two distinct directions are emerging for the
fabrication of SPAD arrays. The first one is motivated by fast-growing applications like 3D imaging
based on direct and indirect time-of-flight (TOF) techniques and low-light-level 2D imaging at high
frame-rate, both of which require SPAD arrays with high pixel number and small pixel size,
monolithically integrated in systems with electronics for information processing, that is, arrays with
in-pixel electronics.

The integration of SPAD devices and associated electronics in submicron and deep-submicron
CMOS technologies paved the way for the fabrication of large SPAD arrays that offer distinct
advantages over charge-coupled device (CCD) and CMOS active pixel sensor (APS) imagers in
these applications. Niclass et al.[82] first reported a large SPAD array implemented with 0.8 um
HV-CMOS technology. The array comprised 32 x 32 pixels, each with an independent SPAD
device and a five-transistor digital circuit that provided quenching, pulse-shaping and column-
access functions. The digital circuit occupies a square area of 54 x 54 pm?, while the active area of
the SPAD is 38 um?, resulting in a fill-factor of about 11 %. Photon-timing operations were
performed off-chip using a CMOS time-to-digital converter (TDC), and overall timing jitter of 115
ps FWHM was measured on a pixel. The main drawback of this design is that a sequential access is
used, meaning that only one pixel can be processed at a time. While optical scanning is eliminated,
frame rates remain relatively low (e.g., 250 frames per second for a pixel exposure time of 4 ps).

In-column array architectures were then introduced by the same research group, whereby
processing is shared among clusters of pixels (for example, columns). To address the readout
bottleneck an event-driven approach was devised, consisting of using the column as a bus that is
addressed every time a photon is detected. The address of the relevant row is sent to the bottom of
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the column, where the photon time of arrival is evaluated, either off-chip [69][83][84], or on-chip
[85]. The drawback of this approach is that multiple photon events cannot be detected
simultaneously on the same column, which restricts the use of the event driven readout to
applications where the expected photon flux hitting the sensor is low.
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Table 4.1

Total Timing
Reference Technology Di\lrani[t)er Ve DCR (s @ DE max afterpulsing %‘?ﬁg Jitter
node (um) V) room Temp. probability (ns) FWHM
(%) (ps)

Faramarzpour
2008 [72] 0.18 pm 10 - 20 2 70 k - 300 k 5.5 % @ 450nm - 30 -
Marwick
2008 [73] 0.18 pm 10 0.5 100 - - - -
Pancheri
2011 [77] 0.15 pm 10 5 230 32% @ 470nm 2.1 30 170
Niclass
2007 [76] 0.13 ym 10 1.7 100 k 34 % @ 450nm - 450 144
Gersbach
2009 [75] 0.13 ym 9 5 11k 36 % @ 480nm - - 125
Richardson
2011 [79] 0.13 ym 8 1.2 | 40 @ Ve=0.8V | 25 % @ 560nm - - 180
Karami
2010 [80] 90 nm 8 0.13 8.1k 9 % @ 480nm 32 1200 398
Webster
2012 [81] 90 nm 6.4 0.4 100 37 % @ 680nm 0.375 15 82
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Fig. 4.16 Layout of a monolithic array of 32 x 32 smart pixels fabricated in a 0.35 um
HV-CMOS technology [89]. The zoom shows the layout of a single pixel, including the SPAD
detector, the analog sensing and quenching front-end (VLQC), and the digital counter and latch
register.

An alternative readout approach that allows the simultaneous detection of photons over an entire
column is the latchless pipeline scheme [86]. In this approach, the absorption of a photon causes the
SPAD to inject a digital signal into a delay line, which is then read externally. The timing of all
injected pulses is evaluated to recover the time of arrival of the photon and to determine the pixel of
origin.

The pixel access problem can also be overcome if time discrimination, photon counting, and any
additional functionality (including local storage) is performed on-pixel. The advantage of this
approach is the massive parallelism that can be achieved, potentially improving the number of
photons that can be detected and processed at the same time at reasonable power consumption.
Many embodiments of this approach exist, depending on the level of complexity implemented at
each pixel. The simplest one uses in-pixel information storage capability as realized by a counter
[87][88][89]. Guerrieri et al. [89] designed and fabricated a high-speed single-photon camera based
on a monolithic array of 32 x 32 smart pixels fabricated in a 0.35 pum HV-CMOS technology (Fig.
4.16). Each pixel (100 pm x 100 pum) is a completely independent photon-counting channel that
includes a 20 pum diameter SPAD, analog sensing and avalanche quenching electronics, digital
processing for counting the incoming photons, and memory and buffer stages for global shutter
readout with no dead-time. Better than 35 % peak DE is attained at 450 nm, decreasing to 8 % at
800 nm, with DCR in the range of 10° s™ for more than 75 % of the SPAD devices. The 32 x 32
2D-imager can operate up to 10° frames per second with a dynamic range of 8 bits for counting.
Noteworthy results have been obtained in challenging experiments [90], and work is in progress
toward the in-pixel integration of a TDC [91]Error! Reference source not found..

With the implementation of the first SPADs in 130 nm CMOS technologies [75][76, p. 130] it
has been possible to integrate more functionality on a pixel, and remarkable results have been
obtained [92]. A number of SPAD arrays were developed in which each pixel contains a multibit
counter and a picosecond resolution TDC [93][94] or time-to-amplitude converter (TAC) [95].
Recently, a sensor was reported based on this concept, capable of detecting single photons over an
array of 32 x 32 pixels, simultaneously evaluating their time-of-arrival with a time-bin width of 119
ps and a 10 bit range [96]. The array exploits the 8 um low-noise SPAD devices described in [97],
having a median DCR of 10 s and a peak DE of 25 % at 460 nm when biased at 1 V above
breakdown. Each channel operates independently, and contributes to an overall data rate from the
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Fig. 4.17  Microphotograph of a 6 x 8 SPAD array detector fabricated using a double-
epitaxial silicon technology [106].

chip of up to 10 Gb/s in time-correlated operation mode. The detector active area is 50 um?® and
total pixel area 2500 pm?; hence the fill factor does not exceed 2 %. To mitigate this limitation, an
array of microlenses based on a design described in [98] was used. The resulting concentration
factor was characterized over all the pixels and showed strong variation across the array, with a
median value of =5, corresponding to an effective fill factor of approximately 10 %. This SPAD
array was successfully used in wide-field fluorescence-lifetime imaging (FLIM) [99] experiments in
the blue/green wavelength range [96]. More recently, an additional step was reported towards
higher spatial and timing resolution with a new sensor of 160 x 128 pixels and 140 ps FWHM
instrument response function [100]. The design includes a phase-locked-loop-stabilized 10 bit TDC
array with 55 ps time bins.

The second direction in the fabrication of SPAD arrays is driven by applications in life sciences,
such as fluorescence correlation spectroscopy (FCS) [101], multi-photon multifocal microscopy
[102], spectrally-resolved fluorescence lifetime imaging (SFLIM) [1][99],
luminescence/chemiluminescence detection in protein microarrays [103][104], fluorescence
resonant energy transfer (FRET) [99]. In all of these applications the basic goal is to increase both
throughput and miniaturization of the measurement system. These applications require large pixel
sizes (50 um to 100 um diameter), high DE, and arrays of small or moderate pixel number (<100).
An optimization of DE in the green/red region allows rapid and efficient detection of fluorescent
emission from minimal quantities of biological material, i.e., from extremely small samples (down
to single molecules of DNA and proteins). Large-area SPAD pixels are preferred to facilitate
alignment of the detector array and to achieve good optical collection efficiency. Detectors used in
multi-spot experiments (i.e., parallel excitation and detection of multiple spots in a sample) must be
able to collect light from each individual spot with minimum contamination by emission from other
spots. Although one could devise multiplexing schemes using a single detector to collect and
disentangle signals originating from different locations, it is simpler and more effective to use
multiple-element detectors with a distinct element for each individual spot. It is also worth noting
that a low (<<1) fill factor is required in multi-spot detectors that must avoid optical cross-talk
[105]. This requirement distinguishes these applications from the usual imaging applications, where
a fill factor as close as possible to 100 % is generally preferred.

To meet these requirements, a research effort using the dedicated SPAD technology described in
Section 4.6 was used to fabricate SPAD arrays with large-area elements. As an example, Fig. 4.17
shows a 6x8 SPAD array developed for chemiluminescent array detection and parallel FCS
[106][107]. The pixels have 50 um diameter and 240 um pitch. A low DCR was obtained at 5 V
excess bias voltage at moderately low temperature (-15°C with Peltier element cooling); the
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Fig. 4.18 Schematic circuit (left) and layout (right) of a monolithic pixel including the SPAD,
n-MOS inverter, and polysilicon resistance [111], fabricated in a full custom technology.

individual pixel DCR is 60 s™ for about 40 % of the elements and is below 5700 s™ in the rest of the
array. It was verified that the probability of optical crosstalk between elements is lower than 0.2 %.
Each pixel of the SPAD array shown above is connected to an integrated active-quenching circuit
(I-AQC) that provides active-quenching and active reset pulses with a dead-time of 65 ns, enabling
a saturated photon counting rate of about 15 x 10°s™.

SPAD arrays with large-area elements and various geometries were successfully used in single-
molecule FCS [108] and FRET [105] measurements and for wavefront sensing at high frame rate
(> 10" frames per second) in adaptive optics systems [109][110].

Due to the electrical coupling between adjacent pixels, the incorporation of high-performance
photon timing capabilities into custom SPAD arrays is a challenging task even with small numbers
of pixels. Fast and large voltage transients (=1 V/ns) generated by the AQCs cause electrical
disturbances on nearby pixels, which preclude low avalanche-sensing thresholds. As explained in
Section 4.5, this increases timing jitter. An effective solution is monolithic integration of the
avalanche pick-up circuit in close proximity to the SPAD. Thanks to the reduction of parasitic
capacitances resulting from integration, it is possible to attain low timing jitter even with higher
thresholds, reducing the issues due to electrical crosstalk. The lower parasitic capacitance also
reduces the number of charge carriers flowing through the device during the avalanche, reducing
both the afterpulsing probability and optical crosstalk.

To enable the integration of MOS transistors in a custom SPAD technology, the dedicated
SPAD process flow must be modified, and particular care must be taken to safeguard the structure
and the performance of the detector. To this aim, only a few process steps necessary for the
fabrication of a basic n-MOS transistor need to be added. In Ref. [111], a simple current pick-up
circuit, including an n-MOS inverter and a polysilicon load resistance, were monolithically
integrated near to the photodiode (see Fig. 4.18). The pixel was completed by an external standard-
CMCgS 1active quenching circuit, which provides stable timing performance up to high count rates
(>10°s™).

In summary, research has demonstrated that SPAD arrays can attain performance comparable to
that of state-of-the-art single-pixel detectors implemented in the same technology. CMOS-based
SPAD arrays offer a significant functionality along with single-photon detection capability, whereas
SPAD arrays manufactured in custom technologies represent a valuable tool for parallel high-
throughput measurements of very low light level signals. There is a huge potential for improvement
of SPAD arrays in terms of pixel number, detection efficiency and time resolution. As discussed in
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Section 4.10, the progress will be mainly driven by user demands for detector performance in new
and more diverse applications.

Section 4.8 — SPADs for the infrared spectral range: single detectors and arrays

4.8.0 Infrared SPADs

While silicon provides excellent performance for the detection of photons at visible and near-
infrared wavelengths, the rolloff in its optical absorption beyond ~1 pm makes this material
unsuitable for longer wavelength detection. To serve applications in the wavelength range of 0.95
pm to 1.65 um—rparticularly at the immensely important fiber-based telecommunications windows
at 1.3 um and 1.55 pum—photodetectors based on the InGaAsP compound semiconductor material
system have been widely adopted. Avalanche diodes employing Ings3Gag47As absorbers (which
are lattice matched to InP substrates) and InP multipliers have been technologically significant since
they were first introduced in the late 1970s [112], and the enormous growth in fiber optic
communications during the late 1990s instigated dramatic improvements in the performance of
InGaAs/InP APDs for use in fiber optic receivers.

However, progress related to the telecom receiver-based “linear mode” operation of these
devices, for which output photocurrent is proportional to input optical power, had essentially no
impact on the performance and availability of SPADs based on a similar device design and material
platform. In fact, up until the mid-2000s, there had been no InGaAs/InP devices designed
specifically for photon-counting operation in Geiger mode, and system developers who had sought
devices with good Geiger-mode performance at fiber-optic telecommunications wavelengths had
been relegated to sampling the various commercially available telecom APDs to characterize their
photon-counting performance [112][111][113][114][115][116][117].

Within the past decade, this situation has improved significantly. Researchers have found that
the optimization of InP-based SPADs for detecting single photons requires design approaches that
are quite distinct from those shown to be effective in optimizing APD linear-mode performance
[117][116][118][119][120][121][122], primarily because the most critical performance attributes
for linear-mode APDs (such as excess noise and gain-bandwidth product) are irrelevant for SPADs.
This realization, and subsequent efforts expended on advancing the performance of InGaAs/InP
SPADs, has led to significant progress for many of their properties [123][123][122]. For instance,
there has been notable improvement in the fundamental tradeoff between single-photon detection
efficiency and dark count rate, and high precision timing resolution has been demonstrated for these
detectors. There has also been impressive scaling of these detectors to large format arrays
[124][125] for emerging applications requiring single-photon imaging at short-wave infrared
(SWIR) wavelengths.

4.8.1 Basic InGaAs/InP SPAD design concepts

All InP-based avalanche diodes deployed today are based on the separate absorption and
multiplication (SAM) regions structure [112]. Error! Reference source not found.9 presents a
schematic representation of a widely-used InGaAs/InP device design platform [123]. This design
entails a narrow bandgap Inos3Gao.47As layer (with bandgap Eq = 0.75 eV at 295 K), lattice-matched
to InP, that provides efficient absorption of photons within a wavelength range between ~0.9 um
and =1.6 um. Adjacent to this absorption region is a wider bandgap InP region (Eq = 1.35 eV) in
which avalanche multiplication occurs. A primary goal of the design is to maintain low electric
field in the narrow bandgap absorber (to avoid dark carriers due to tunnelling) while maintaining
sufficiently high electric field in the multiplication region (so that impact ionization effects lead to
significant avalanche multiplication). The inclusion of a charged layer between the absorption and
multiplication regions (the SACM structure [126]) allows for more flexible tailoring of the internal
electric field profile, along with the associated avalanche process, and is common to many InP-
based avalanche diodes used today. The addition of grading layers between the InGaAs and InP
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Fig. 4.19 Schematic of a typical InGaAs/InP SPAD device structure and associated
internal electric-field profiles (at right) [121].

layers in the structure is important to reduce hole trapping effects that result from the valence band
offset that arises in an abrupt InGaAs/InP heterojunction [127].

As in any avalanche diode, the design of the lateral structure of the InGaAs/InP SPAD should
achieve uniform gain in the high-field region of the device and suppress field enhancement due to
p-n junction curvature at the device periphery that can lead to edge breakdown effects. The
structure presented in Error! Reference source not found. 4.19 illustrates one commonly used
scheme in which the device periphery is shaped using two concentric diffusions of different
diameters [128][120], but other approaches are possible and have been demonstrated in the APD
literature.

4.8.2 DE and DCR modelling and performance

One of the most fundamental design considerations for InGaAs/InP SPADs is managing the
tradeoff between the single-photon DE and the DCR. As in Si SPADs, optical coupling issues are
generally set aside and the DE is taken as the product of three probabilities: DE = 5gePcPa, where
noe is the quantum efficiency for carrier creation by absorption of an incident photon in the InGaAs
absorber; P, is the probability that a photo-excited carrier is collected by injection into the InP
multiplication region; and the avalanche probability P, is the probability that a carrier injected into
the multiplication region actually gives rise to a detectable avalanche. Although InGaAs/InP SPADs
are often fiber pigtailed, the impact on the DE of optical coupling from the fiber to the SPAD active
area is generally considered negligible in the context of the typical DE achieved with InGaAs/InP
SPADs. In a well-designed device, the two dominant contributions to the DCR are thermal carrier
generation in the narrow bandgap absorber and trap-assisted tunnelling in the multiplier. The
relative importance of these two mechanisms is determined by operating conditions; thermal
generation will dominate at high temperature and low bias, while tunnelling effects will dominate at
low temperature and high bias.

DE and DCR calculations must include several dynamic processes, some of which are highly
dependent on the local electric field intensity. Modelling of the avalanche probability P, relies on a
description of the avalanche process, and the adoption of appropriate expressions for the impact
ionization coefficients in InP—particularly their temperature dependence [129] —is critical to the
accuracy of the model. Dark-carrier creation can occur through field-dependent tunnelling
processes as well as thermally driven Shockley-Read-Hall processes. The first comprehensive
description of a DE vs. DCR model for InP-based SPADs was developed by Donnelly et al. [118],
and this formalism has been employed in additional work to treat both InGaAs/InP SPADs for 1.5
um photon counting [121] as well as InGaAsP/InP SPADs for use at 1.06 um [130]. One salient
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output of this model is that a wider multiplication region is highly beneficial for achieving a lower
DCR at a given value of DE. Because a wider multiplication region reaches the avalanche-
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Fig. 4.20 Dark count rate versus detection efficiency performance of an InGaAs/InP SPAD
operating at 223 K in response to 1550 nm photons. The dashed line indicates the general trend in
performance.

breakdown condition at lower electric field intensity than a narrower one, the former structure
allows for Geiger-mode operation with reduced tunnelling effects. (An alternative theoretical
treatment of SPAD performance optimization with respect to multiplication-region width employs
generalized breakdown probabilities [122] calculated using the recursive dead-space multiplication
theory [131].) On the other hand, thermally generated dark counts originating in the InGaAs
absorber are fairly independent of the width of the multiplication region, and are instead very
sensitive to operating temperature. Therefore, reduction in operating temperature will improve
DCR performance until temperatures are sufficiently low that tunnelling effects dominate.

With the insight of the modelling described above, as well as continuous improvements related
to the fabrication of these devices, the fundamental trade-off between DCR and DE has advanced to
a performance level that is sufficient to serve many applications of photon counting at wavelengths
near 1.5 um. As illustrated in Error! Reference source not found.0, devices with a size typical of
fiber-coupled modules (e.g., 25 pm active area diameter) can provide DCR below 10° s™ at 20 %
DE, and DCR below 10* s for DE values of at least 40 %, while operated with modest cooling
provided by thermoelectric coolers (e.g., 223 K)

4.8.3 Timing jitter

A number of physical mechanisms within any SPAD structure can contribute to timing jitter, i.e.,
uncertainty in the correlation between photon arrival time at the detector and the time of avalanche
detection. In InGaAs/InP SPADs, these mechanisms include differences in the transit times of
photoexcited carriers resulting from differences in the location of photon absorption, carrier
propagation delay caused by the temporary trapping of carriers at heterojunctions formed by
dissimilar semiconductor layers, and variations in the avalanche build-up time induced by the
stochastic nature of the impact ionization process. Avalanche build-up time variation also includes
effects related to the randomness of the spreading of the avalanche from an initially localized
filament to a saturated avalanche process that fills the entire high-field active area of the device
[24]. Aside from these stochastic processes, there is also the important consideration of local
excess-bias non-uniformities resulting from non-uniform breakdown voltage across a given device’s
active area. If the excess bias exhibits considerable variation as a function of position in the device,
the associated distribution of mean times to reach threshold further broadens the timing distribution

28



and may increase the effective timing jitter significantly above that which would be found for a
device with an ideally uniform excess bias.
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Fig. 4.21 Photon arrival time distribution for an InGaAs/InP SPAD with 25 pum diameter
operated with 7 V excess bias. The FWHM timing jitter is 46 ps. The influence of the distribution
tail increases the root-mean-square (RMS) timing variation to 59 ps. (The minor peak at 1.8 ns is
an artefact of the measurement apparatus.)

For a well-designed InGaAs/InP SPAD, timing jitter of less than 50 ps FWHM has been
demonstrated for an excess bias of ~7 V [120]. This performance is comparable to the best results
achieved with Si SPADs [25] and represents very good timing performance relative to other single-
photon detector technologies. However, it should be noted that jitter is higher at lower excess bias
(e.g., 100 ps at 3.5 V); obtaining very low jitter by using larger excess bias operation poses a trade-
off with DCR and afterpulsing. Additionally, as discussed above in Section 4.4.4, low timing jitter
is only possible with high performance circuits that can accurately detect the onset of the avalanche
response at very low signal levels without spurious detections caused by circuit transient response
characteristics. The critical importance of the circuit in determining the jitter performance—as well
as other SPAD performance parameters— are discussed further in the next section of this chapter.

4.8.4 Afterpulsing

Among the possible strategies for the mitigation of afterpulsing in InGaAs/InP SPADs, the most
direct are (i) decreasing the density of material defects that act as potential charge traps and (ii)
reducing the number of charges that are trapped in the first place by reducing the amount of charge
that flows during each avalanche event. A dramatic improvement in the quality of the InGaAsP
material system was driven by the enormous economic opportunities of the telecommunications
boom beginning in the late 1990s. However, following the collapse of this market in 2002 and its
relative maturation and commoditization over the past decade, there has been little indication of
further improvement in InP material quality as relates to the density of defects in the multiplication
region, defects that are understood to cause afterpulsing. A key problem in this area is the paucity
of knowledge concerning what types of material defects could be acting as charge traps, and what
causes their formation.

Therefore, essentially all recent efforts to mitigate afterpulsing have invoked the strategy of
reducing the number of charges that are trapped by restricting avalanche events to having less
charge flow. There have been experimental measurements to confirm that the amount of trapped
charge and the consequent afterpulsing scale linearly with the charge flow per avalanche
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[132][133]. For situations in which gated mode operation with very short (sub-ns scale) gates is
appropriate, avalanche charge flow can be reduced dramatically because the falling edge of the gate
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Table 4.2 Comparison of state-of-the-art performance for Si and InGaAs/InP SPADs

Si InGaAs/InP
Operating temperature 20 °C —-70°C
Active region diameter 0 um
Wavelength 550 nm 1550 nm
10435'11at 60 % L
2] 2x10° s at 40 % 6x10° s™at 40 %
DCR and DE 0.5x10° s at 20 % 10° st at 20 %
- 0.5x10° s at 10 %
Jitter (FWHM) 30 - 50 ps 50 — 100 ps
ni - 0,
Minimum hold-off for 1% ~10 s ~ 100 1s

afterpulsing!®

'Sj SPAD performance corresponds to thin Si SPAD structures as in [16].
21 Sj DE values are cited for 550 nm, for which the highest Si DE is obtained.

31 Assumes 20 % DE and free-running operation with fast active quenching of a few ns.
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acts to rapidly quench the avalanche. This basic concept has been implemented at high (GHz)
gating frequencies, and are discussed in detail in Section 4.9. More general non-periodic solutions
have focused on sensing the avalanche with as low a detection threshold as possible and then
rapidly quenching it to minimize the charge flow [134]. Finally, there has been recent work on self-
quenching InGaAs/InP SPADs [135][136][137][138][139] in which the monolithic integration of
passive quenching elements can lead to reduced charge flow if the quench elements can be
integrated with strictly minimized parasitic capacitance. (As discussed above in the context of Si
SPADs, parasitic capacitive elements must be discharged and recharged with each avalanche event,
and minimizing these capacitances can reduce the overall charge flow per avalanche, c.f. Section
4.5.) However, afterpulsing continues to pose the primary challenge to free-running and high-rate
photon counting using InP-based SPADs.

4.8.5 Comparison of InGaAs/InP SPADs and Si SPADs

A comparison of InGaAs/InP SPAD performance with those of state-of-the-art Si SPADs [16] is
useful as an indication of how far InP-based SPADs might progress if InGaAsP materials
engineering can be brought to the level of Si materials engineering. The longer-wavelength
InGaAs/InP detectors will always be at a performance disadvantage relative to Si detectors given
the necessarily smaller bandgap of the InGaAs absorbers. However, the primary impact of the
absorber bandgap on SPAD performance is its role in determining the contribution to the DCR of
carriers generated thermally by generation-recombination via mid-gap states. This suggests that we
can remove the bandgap disparity by comparing Si and InGaAs/InP device performance at different
temperatures that compensate for the difference in bandgaps.

We first consider that dark-carrier thermal generation by Shockley-Read-Hall processes is
proportional to exp(Ey/2ksT) where Eq is the material bandgap, kg is Boltzmann’s constant, and T is
temperature. Given that E4(Si) = 1.12 eV at 20 °C, the exponent E¢/2ksT ~ 21.5 for silicon. We
then proceed to find the temperature for InGaAs at which E4(InGaAs)/2kgT gives the same value,
which occurs at approximately —70 °C. By comparing Si SPAD and InGaAs/InP SPAD
performance at these two respective temperatures, we remove the role of the material bandgap in
thermal dark carrier generation to allow a direct comparison of underlying material properties. This
comparison is summarized in Table 4.2, assuming devices with a 50 um active region diameter.

Based on the rationale just described, Si SPADs exhibit superior material quality resulting in
lower DCR, but only by a factor of 2 or 3 for a given value of DE. Thin Si SPADs have
demonstrated somewhat lower timing jitter [25] than InGaAs/InP SPADs when operated with
comparable electronic circuitry. For this parameter, the Si devices tend to operate over a range of
timing jitter values that are about one-half the range exhibited by InP-based SPADs. Finally, a
comparison of afterpulsing performance is complicated by the fact that it is highly circuit-
dependent, so we rely on characterization in free-running operation with fast (i.e., a few ns) active
quenching using the same backend electronics [140]. Si SPADs have the potential for an order of
magnitude shorter hold-off times at 1 % afterpulsing levels, but while this suggests lower trap
densities in Si multiplication regions, at least some of this afterpulsing performance advantage is
related to the much higher temperature operation of Si SPADs allowed by their larger bandgap
absorber.

Section 4.9 - Active gating techniques for InGaAs SPADs

4.9.0 Introduction

As discussed in the preceding sections of this chapter, the efficiency, noise, resolution, and
maximum count rate of any SPAD detection system derive from the co-operative performance of
the SPAD and the circuitry used to control it. This connection is particularly strong for actively
gated detection systems, in which the SPAD is biased in the linear-multiplication regime and raised
above breakdown only during a short detection gate. Active bias gates are a useful means to
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Fig. 4.22 (a) A prototypical active gating circuit. (b) The gate transients at the SPAD
anode, along with some avalanches, when a 5 V, 1.5 ns, square gate with 100 ps edges is applied to
the cathode of an InGaAs/InP SPAD.

improve the signal-to-noise (SNR) in applications with pulsed sources (e.g. ranging, fluorescence,
communications), particularly (but not exclusively [141]) for devices with relatively high dark-
count rates such as InGaAs or Ge SPADs [6][7], and can be simple to implement.

Over the past two decades, the demands of quantum information systems for low-noise high-
efficiency single-photon detectors in the telecommunications windows [142][117][115] have
motivated significant advances in active-gating techniques, resulting in dramatic improvements in
detection efficiency and maximum count rate. The performance of these InGaAs detection systems
can be so strongly influenced by the biasing scheme that it is common to identify them not by the
type of SPAD, but by the type of gating and avalanche discrimination system used to control it.
This section presents a comparative survey of these techniques and emphasizes the performance
benefits various approaches can provide. While it is worthwhile to note the ongoing development of
systems that combine gating with active and passive quenching circuits [115][18][143][144], this
discussion is restricted to systems in which the avalanche current is terminated by the end of the
gate itself, that is, quenching (as discussed above) is implemented by gate termination rather than
some feedback mechanism [18].

Figure 4.22a shows one prototypical active-gating circuit. The bias on the cathode is the sum of
the DC voltage, held at some value lower than the SPAD breakdown voltage, and the active gating
signal AC-coupled to the SPAD. The avalanche current can be sensed as voltage across a resistive
load, often chosen to be 50 Q2 to keep the SPAD anode fast. As discussed in Section 4.8, InGaAs
SPADs are generally devices that evolved from telecommunications applications [6], and as such
tend to have low junction capacitance (c.f. Section 4.8), typically of the order of 0.1 pF when biased
close to breakdown. This capacitance acts as a high-pass filter on the spectral components of the
applied gate pulse. Provided that the anode supports a wide bandwidth, the signal at the output is
similar to that shown in Fig. 4.22b when a 5 V, 1.5 ns square gate pulse with ~100 ps edges is
applied to the cathode. These are the so-called gate transients. Avalanches due to single-photon
absorption occur between these transient signals, as shown, and the discrimination of the avalanche
signal from these gate transients, particularly when the gate duration is short (<1 ns), is the main
subject of this section.

In the simple circuit shown in Fig. 4.22a, the SPAD presents an impedance discontinuity that
may reflect spectral components of the gate signal back along any transmission line between the
driving source and the SPAD. This effect can be used to increase the AC voltage experienced by the
SPAD. On the other hand the transmission line may host multiple reflections that can complicate
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avalanche signal

Fig. 4.23  Gate-transient cancellation based on inverting and non-inverting reflection
from matched transmission lines. The avalanche signal at the output must still be discriminated
from the preceding and following uncancelled transients, as illustrated.

the gating waveform. A simple way to avoid this process is to provide an AC termination, as in
[145].

If nothing more than a threshold comparator is used to detect avalanches, the discrimination
threshold must be set at a level higher than the rising gate transient, and it was recognized early on
that this has significant consequences for the performance of the detection system. Specifically,
larger avalanche signals correspond to larger amounts of charge, which populates more traps within
the SPAD and increases the afterpulsing [146][114]. Better performance can be achieved with
techniques that discriminate small avalanches from the gate transients, and a wide variety of
techniques have been developed for this purpose, all representing different forms of filters. For
classification we can categorize them as sampling schemes and cancellation schemes.

4.9.1 Sampling

Although not the first approach reported in the literature, sampling schemes are perhaps the most
straightforward because they make use of the fact that the avalanche signal and the gate transients
may be temporally distinguishable. Sampling can therefore be implemented with modifications only
to the discriminator electronics, for example, with an AND gate that samples the voltage between
the gate transients [117][147], or with an analog-to-digital converter (ADC) that records the voltage
between the gate transients for further discrimination in digital format [148]. Systems of this type
have been used with 800 ps gates at repetition rates as high as 14 MHz with low afterpulsing at a
detection efficiency of about 14 %. Sampling becomes more challenging as the gate duration and
avalanche amplitude become smaller, requiring higher bandwidth sampling systems. However, one
alternative is to use the transient signal itself to sample the diode: if an avalanche occurs between
the rising and falling edges of the gate, then the transient due to the falling edge of the gate becomes
distorted, or even disappears, effectively reporting anything that may have occurred during the gate
[149]. A comparator monitoring the falling-edge transient can then be used to identify when an
avalanche occurred. This alleviates the need for high-speed sampling, and has been implemented
with 1 ns gates at rates as high as 20 MHz [150].

4.9.2 Cancellation

There are a variety of approaches that all share the same basic idea: the SPAD biasing circuit is
designed to generate matching replicas of the gate transients and subtract them to reveal an
avalanche signal that may be obscured in one of the gate transients. One of the earliest techniques,
developed at IBM in the late 1990s, is illustrated in Fig. 4.23 [151][152]. This circuit uses inverting
and non-inverting reflections from the ends of coaxial cables to generate an opposing pair of gate
transients that cancel in a passive network. Both signals pass through the SPAD, so the quality of
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the cancellation is determined primarily by the degree to which the properties of the coaxial lines
(delay, attenuation, dispersion, reflection) match, which can be quite good. An additional means
still must be applied to ignore the remaining gate transients, as illustrated in Fig. 4.23, and this
limits the minimum interval between gates to at least twice the round-trip time of the transmission
lines. It is also worthwhile to point out that the transmission line, particularly on the gate-driver
side, can host multiple reflections that can affect the minimum threshold at short gate intervals.
Nonetheless, this scheme is robust and has been applied at gate rates well above 1 MHz. When
properly designed and implemented, this approach strongly suppresses the gate transient and allows
the discrimination of small avalanche signals, on the order of 200 fC, reducing afterpulsing [153].
Another configuration of basically the same approach uses balun transformers, rather than open and
shorted transmission lines, to generate the opposing gate transients, and was shown to support gate
intervals as low as 5 ns [154].

An alternative scheme implements cancellation by applying the gate pulse to two separate
SPADs, as in [155]. The resulting pair of gate transients can then be subtracted with active or
passive circuit elements, for example, a 180° hybrid junction or a transformer. In this case the
quality of the cancellation will be determined by how well the electrical response of the two diodes
match, for which it is difficult, but not impossible, to control; Lu et al. used SPADs from adjacent
locations on a wafer in a common-mode cancellation scheme with a sinusoidal gate signal (c.f.
Section 4.9.4) and achieved excellent transient suppression with an 80 MHz gate frequency
[156][157]. They demonstrated detection efficiency as high as 43 % at 1310 nm.

As configured in ref. [155], both SPADs can be used as detectors, and are distinguished by the
orientation of the output avalanche signal (positive going or negative going), though simultaneous
avalanches will result in distorted or completely missed detection events. Alternative configurations
of this approach replace one of the SPADs with a ‘dummy’ element, such as a diode [158], or a
capacitor [159][143], whose electrical response is similar to that of a SPAD. These approaches are
generally simple to implement and are effective in supressing the gate transient to improve (reduce)
the avalanche discrimination threshold. However, the quality of the match between the SPAD and
the reference element critically determines the minimum discrimination threshold, and hence the
afterpulse performance and usable gate rate. Systems of this type have been demonstrated at rates
up to 25 MHz [160].

Rather than generating a transient for cancellation, it is also possible to choose the gate
waveform to facilitate the discrimination of avalanche signals. Zhang et al. [161] use a Gaussian
gate waveform, which produces an anti-symmetric gate transient dominated by the first derivative
of the Gaussian. Avalanches within this anti-symmetric structure are revealed by summing the
transient with a delayed portion of the driving pulse, thereby creating a symmetric transient
structure from which avalanche signals can be more effectively detected.

One of the most advantageous features of all these cancellation schemes is that a single gate
pulse generates the reference signal used to supress the gate transient. This allows for essentially
arbitrary gate waveforms, and more importantly, for asynchronous gating (up to the minimum
supported repetition rate of the scheme). Asynchronous operation is particularly useful in
conditional measurements, in which the detector is activated by an external event coincident with a
signal of interest, as in correlated or heralded photon experiments.

4.9.3 Introduction to high-speed periodic gating

The benefits demonstrated by reducing the avalanche charge motivated the investigation of methods
that achieve even stronger gate-transient suppression and lower avalanche-discrimination
thresholds. In 2006, Namekata et al. [162] demonstrated that by gating with a radio-frequency (RF)
sine wave and using strong narrowband RF filters to supress the resulting gate transient, thresholds
at unprecedented low levels (estimated to be 0.5 mV at the SPAD) could be used. The low
threshold, in conjunction with short (sub-nanosecond) gate durations, efficiently detects avalanches
with greatly reduced total charge; further developments have achieved average charge levels more
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Fig. 4.24 (a) A bias gate from a high-speed (1.25 GHz) periodically gated InGaAs detection
system. The gate exceeds the breakdown voltage for roughly 320 ps. (b) Detection efficiency versus
time measured as a short (<30 ps) optical stimulus is stepped through the gate. Also shown are
TCSPC histograms (30 second acquisition, each) when the optical stimulus arrives at four different
times relative to the peak of the detection efficiency. The position of peak detection efficiency
relative to the gate is unknown and arbitrarily aligned in this figure.

than an order of magnitude lower than in sampling or cancellation systems, resulting in low
afterpulsing even with gate frequencies of the order of 1 GHz. This section provides a survey of a
variety of techniques that implement high-speed periodic gating. First it is worthwhile to highlight
some of their common characteristics.

The extremely strong transient suppression achieved in high-speed gating schemes is facilitated
by both the periodicity and the high frequency of the gate. While this results in good sensitivity to
minute avalanches, as is necessary for efficient high-speed operation, the periodicity also means
that the device will be active every gate period, making asynchronous or triggered activation
impossible unless further efforts are made. Therefore it is often the case that systems of this type
employ a logical “hold-off,” implemented after the output stage, that simply ignores outputs
unlikely to be of interest. For example, such a hold-off is commonly applied immediately after a
detection event to ignore the output from some number of subsequent gates that have high
afterpulse probability (some typical hold-off times are included in Table 4.3).

Short bias-gate duration is also necessary for good performance in high-speed systems. For a
fixed excess bias voltage, the total charge in an avalanche grows roughly exponentially with the
gate duration [154], which means that the afterpulse performance can be significantly improved
with even moderate reductions in the gate duration. However, the short bias gates, in some cases
less than 200 ps, are on the order of the characteristic time scales for both the growth and the
temporal jitter of the avalanche signal, and this has a significant impact on the temporal response of
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Table 4.3

Table 4.3: Survey of a variety of high-speed (GHz) periodic gating techniques, along with the

Detection | Dark Count Laser Rate
Technique Temp. Gate Efficiency | Probability Integrated during AP AP Meas. Method,
Frequency ) (per gate) AP Meas Hold-off
Self-differencing, 243 K 1 GHz 27.8% 2.9-10° 8.8% 15.6 MHz | TCSPC,
tunable difference 2 GHz 23.5% 1.32-10° 4.84 % 31.25MHz | --
[170] (1550 nm)
Self-differencing, 243 K 921 MHz 9.3% 4.3-107 3.4% 77 MHz Gated counter,
with sine gate [173] (1550 nm) 10 ns hold-off
Sine-wave, notch 223K | 1.244GHz 11.6 % 5.8-10” 0.69 % 9.7MHz | TIA,
filters [166] (1550 nm) 23 ns hold-off
Sine-wave, notch & 223 K 1 GHz 10.4 % 6.4-10" 1.6 % 10 MHz | TCSPC,
low-pass filter [164] 2 GHz 10.5 % 6.1-10" 3.4% 50 ns hold-off
(1550 nm)
Sine-wave, cancel & | 240 K 1 GHz 10.4 % 6.1-10° 3.0% 10 MHz --
low-pass filter [168] (1550 nm) 10 ns hold-off
Sine-wave, low-pass | 273K | 1.25GHz 10 % 7-107 1.6% - QKD performance,
filter [165] (1550 nm) 8 ns hold- off
Harmonic subtraction | 251 K | 1.25 GHz 25% 2.4-10° 0.77 % 19.5 MHz | Gated counter,
[175] (1310 nm) 10 ns hold-off

various refinements applied, as discussed in this section. The laser illumination rate used during the
integrated afterpulse probability (AP) measurement, along with the type of counter and hold-off, are

specified where available.
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Fig. 4.25 A sine-wave gating circuit. Notch filters at the gate frequency f, and 2f, and a low-
pass filter (LPF) are used to suppress the harmonics of the gate.

the detection system. One consequence is that the detection efficiency is strongly dependant on
when in the gate a single-photon is absorbed. For example, Fig. 4.24a shows a bias gate from a
high-speed gating system operating at 1.25 GHz, while Fig. 4.24b shows the detection efficiency of
this gate as a function of the photon arrival time, as measured with a counter and an attenuated
< 30 ps optical stimulus whose temporal position is stepped through the gate. The bias gate exceeds
breakdown for roughly 320 ps, but the detection system has a region of sensitivity with a FWHM of
140 ps. Obviously, the system is most efficiently used with ultra-short optical signals aligned to the
peak of the distribution. Figure 4.24b also shows histograms of detection events for four different
temporal positions of the optical stimulus with respect to the gate, as measured with a traditional
start-stop TCSPC system. Although the FWHM of the detection-event histograms are narrower than
the full region of sensitivity, they do not accurately represent the arrival time of the photon. For
example, the stimulus that arrived at -100 ps (100 ps before the peak sensitivity) produced a
histogram whose peak is located at -40 ps. Moreover, all the histograms overlap significantly,
making it nearly impossible to even distinguish a photon that arrived early in the gate from one that
arrived later. In general, high-speed periodically gated systems do not provide timing resolution
other than that defined by the gate’s temporal region of sensitivity.

Given the strong relationship between gate duration and afterpulsing, it is tempting to envision
ever shorter electrical bias gates to improve performance. However, with a shorter bias gate,
ensuring that initiated avalanches grow to a detectable level before the end of the gate requires
increasing the excess bias voltage. The challenge is therefore to produce large amplitude GHz-rate
gates, and maintain good suppression of the resulting gate transient. To date, good performance has
been demonstrated with gate amplitudes up to 20 V using commercially available GHz amplifiers,
though improvements in both components and techniques continue to be made [163].

4.9.4 Sine-wave gating

There are a variety of configurations that expand on the idea of sine-wave gating as introduced
above: a narrow-band RF signal as the gate, and passive filters to suppress the gate transient; one
setup is shown in Fig. 4.25. Systems of this type can be implemented with commercially available
connectorized RF components and can achieve low-noise high-speed single-photon detection at
gate frequencies in the GHz range.

Although the spectrum of the gate has a single RF component, the voltage dependence of the
SPAD junction capacitance generates higher-order harmonics of the gate signal. Therefore, to
achieve a low discrimination threshold the filters used to supress the gate transient must address not
only the gate frequency, but its harmonics as well, as illustrated in Fig. 4.25. The avalanche signal
has a broad spectrum that extends to roughly the inverse of the gate duration, and that necessarily
spans the gate frequency. In sine-wave gating there is a fundamental trade-off between supressing
the gate signal and preserving the avalanche signal. Fortunately the gate harmonics lie at discrete
frequencies, and a combination of narrow RF band-elimination (notch) filters and low-pass filters
can be used to suppress them while efficiently passing the components of the avalanche signal that
lie outside the filter bandwidths [164]. It has also been shown that solely low-pass filters with a
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corner below the gate frequency can be used to reject all the harmonics of the gate [165]. This
approach affords more tuning of the gate frequency than is allowed by narrowband notch filters, but
obviously low-pass filters the avalanche signal as well.

Regardless of which configuration is used, using passive filters to supress the gate transient
distorts the avalanche signal. Low-pass filters limit the steepness of the rising edge of the
avalanche, and multipole filters with sharp profiles induce strong dispersion, both of which change
the shape of the avalanche waveform. The effect of the filters often appears as additional jitter in the
distribution of detection events in a TCSPC measurement, as reported in [165][166][167]. However,
it should be noted that the region of sensitivity (c.f. Fig. 4.24b) is not affected by the filter-induced
distortions, and for this reason the importance of this additional jitter depends on the application.
Alternatively, Liang et al.[168] demonstrated a variant of sine-wave gating in which the first
harmonic is suppressed by cancellation with a reference sine wave, rather than with dispersive
notch filters, and only low-pass filters are used to suppress the higher-order harmonics. This
approach better preserves the avalanche spectrum and reduces the observed jitter in a TCSPC
measurement, and is related to the harmonic subtraction technique discussed below. A consequence
of using passive filters may be more significant than jitter is that strong filtering may inhibit some
avalanche signals from reaching the discrimination threshold before the end of the gate, either due
to low-pass filtering or signal distortion. This is a particular concern for those avalanches that are
initiated late in the gate, and may affect the detection efficiency of the system.

One of the main advantages of the sine-wave scheme is that the gate suppression with multiple
filters can be strong (as high as -100 dB). These systems can therefore support extremely low
discrimination thresholds, reducing avalanche charge and afterpulsing. The ultimate limit to the
discrimination threshold is determined by thermally induced voltage fluctuations, or Johnson noise,
at the output of the SPAD. The RMS voltage fluctuation across a resistor R, at temperature T, is
given by Vi, = (4ksTRF)"2, where f the measurement bandwidth. For a room temperature 50 Q load
in a 2 GHz bandwidth, the RMS thermal noise is 40 uV. A figure of merit for the actual usable
threshold in the presence of such a Gaussian noise source is the 5o level, or 0.2 mV, at which the
probability that thermal noise would trigger an ideal comparator is in the 107 range, and thus below
typical per-gate dark-count probabilities. Assuming a 1 V gate transient at the output of the SPAD,
74 dB of attenuation is required to suppress it below this thermal noise floor, an amount of
attenuation that can be achieved fairly easily with RF filters. In practice, however, it is often the
case that the noise floor is dominated by amplifiers in the output stage. Nonetheless, discrimination
thresholds that correspond to total avalanche charges of the order of 10* electrons have been
reported with sine-wave gating [164].

Sine-wave gating systems have an inherent inflexibility in the gate duration, as it is inextricably
linked to the gate frequency and the excess bias voltage. For a given excess bias, the gate duration
can be reduced by increasing the AC amplitude of the gate, making the sine wave more sharply
peaked above the breakdown voltage. Following this approach Nambu et al. [166] used a 16 V gate
signal at 1.244 GHz and report extremely low afterpulse probability. Sine-wave gating systems
have been demonstrated at gate frequencies up to 2.23 GHz, and tend to operate most effectively at
frequencies above 1 GHz given the link between the gate duration and frequency. Detection
efficiencies up to 25 % have been reported [166]. Perhaps most distinguishing with respect to the
schemes discussed earlier in this section, single-photon detection rates in the range of 10 MHz to
100 MHz can be achieved. This is the major advance enabled by high-speed periodically gated
detection systems.

4.9.5 Self-differencing

Self-differencing [169] is high-speed periodic-gating scheme that, in contrast to sine-wave gating,
supports arbitrary gate waveforms. A typical schematic is shown in Fig 4.26; in these systems the
SPAD output is split evenly into two delay lines whose difference in propagation delay equals
exactly one gate period, and the outputs of the delay lines are subtracted from each other. With a
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Fig. 4.26 A self-differencing circuit. The SPAD output is split between two delay lines whose
difference in propagation delay is equal to the period of the gate signal, tgate. Taking the difference
(-) of the outputs of the two delay lines subtracts the gate transients from successive gates, revealing
avalanches as the anti-symmetric signal illustrated before the comparator.

strictly periodic gate waveform, the gate transient from one period eliminates the transient produced
in the previous period, revealing any avalanche that occurred in one of the gates. Along with the
gate transient, the avalanche signal is also distributed to each delay line, resulting in the
characteristic anti-symmetric signal shown in Fig. 4.26. While this is of little consequence at low
count rates, it does mean that avalanches in adjacent gates will interfere, which can complicate
measurements of afterpulsing [154].

The ability to use arbitrary periodic waveforms offers the flexibility to optimize the detection
system to a given application, often for reducing the gate duration and minimizing the avalanche
charge. Also, although the delay difference must equal one gate period for good cancellation,
moderate changes in the gate frequency can be accommodated with coaxial line stretchers in each
delay path. In addition, self-differencing does not require strongly dispersive RF filters, and can
accurately report the avalanche waveform without undue distortion. Overall, self-differencing is a
highly versatile approach to high-speed periodic gating.

Self-differencing has many similarities to the cancellation schemes discussed earlier [152].
However, in self-differencing the opposing transients that cancel with each other travel through
delay lines that differ by a length equivalent to one gate period. The quality of the match of the
attenuation and dispersion of these two different paths determines the gate-transient suppression,
and therefor has a major impact on the overall performance of the detection system. Matching the
attenuation and dispersion between the different delay lines is therefore critical, and becomes
increasingly challenging as the signal bandwidth is increased, as with short square-wave bias gates
with sharp edges (wide bandwidth). A variety of refinements to the self-differencing circuit have
been developed to improve performance.

Yuan et al. [170] showed that by providing fine adjustable tuning to both the splitting ratio and
the delay difference they were able to greatly improve the cancellation, and hence the overall
performance. They demonstrated detection efficiency up to 23.5 % at 1550 nm, operating at 2 GHz
with moderate afterpulse probability. Notably, they were able to show that the average charge per
avalanche was as low as 35 fC. Restelli et al. [171] showed that the frequency-dependent losses in
the coaxial delay lines could be well matched over the detection bandwidth by designing the long
and short delay lines with different types of coaxial cable, thus requiring adjustment only to the
delay difference (or the gate frequency) to optimize the cancellation.

Chen et al. [172] noted that imperfect transient suppression in the self-differencing output stage
left a systematic periodic background signal. Being periodic, they demonstrated that it could be
further suppressed by a second self-differencing stage. As described above, the self-differencing
output stage distributes the avalanche signal between two gate periods, and thus reduces the SNR
ratio. Interestingly, the double-self-differencing scheme presented by Chen et al. does not further
reduce the amount of avalanche signal in the detection gate because two avalanche signals produced
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in the first stage combine to yield the same avalanche signal strength as with a single self-
differencing stage. Unfortunately component losses cannot be ignored, and each power splitter or
combiner imposes some loss to the avalanche signal. Nonetheless, Chen et al. were able to improve
the transient suppression and better discriminate small avalanches from the transients by improving
their discrimination threshold by 2 mV, and were able to demonstrate detection efficiency up to
30.5 % at 1550 nm with moderate afterpulsing.

One approach to improve transient cancellation in self-differencing systems is to relinquish some
flexibility by using a narrowband sinusoidal gate in a self-differencing system [173]. As discussed
above, the SPAD’s voltage-dependant capacitance generates higher harmonics that can be removed
with notch filters, in the same manner as in sine-wave schemes, and the remnant of the fundamental
gate frequency can then be eliminated with the self-differencing circuit. In this case the broadband
response of the delay lines is irrelevant, and care must only be given to match the attenuation of the
two delay lines, which greatly simplifies the system and enhances the quality of the cancellation.

Although high-speed periodic gating schemes tend to operate more effectively at gate
frequencies in the few-GHz range, the self-differencing scheme can be applied at lower gate
frequencies by converting the output of the SPAD to an optical signal and using fiber-optic delay
lines and balanced photodiode detection in the self-differencing output stage [174]. The low
dispersion, low loss, and tunable power splitting available in fiber-optical components allow the
gate repetition rates well into the MHz range with detection efficiency as high as 22 % with
moderate afterpulsing. It is worthwhile to note that while the fundamental signal to noise ratio may
be exacerbated by the electrical-to-optical-to-electrical conversion, along with attendant
amplification stages, some benefit is regained by the essentially lossless signal splitting.

4.9.6 Harmonic subtraction

An alternative to sine-wave gating and self-differencing is shown in Fig. 4.27 [163][175]. Here, the
gate waveform is synthesized from a discrete number of harmonics of the gate frequency, and the
gate-transient suppression is achieved by destructive interference with reference signals at each
harmonic that are generated directly at the RF source. The transient suppression in this scheme can
approach what can be achieved with sine-wave gating, but without filtering or distorting the
avalanche signal. This approach can support large-amplitude gate waveforms and excellent
sensitivity to avalanche signals, both of which enhance the detection efficiency; Restelli et al. were
able to reach detection efficiencies of 50 % at 1310 nm. The use of multiple harmonics in the gate
signal allows the gate duration to be reduced well below that of a sine-wave gate of the same
frequency. The number of harmonics needed for transient suppression is determined solely by the
detection bandwidth.

Harmonic subtraction has significant merits in the quality of the transient suppression, in the
preservation of the undistorted avalanche signal, and in the ability to reduce the gate duration. It is
also worthwhile to point out that the gate-synthesis in this approach allows the use of narrowband
low-noise RF amplifiers. However, these benefits come at the expense of significant circuit
complexity. Moreover, the quality of the transient suppression is determined by the ability to
maintain nearly perfect destructive interference of multiple RF sinusoids; for a practical detection
system, active stabilization of this interference is necessary. Nonetheless, this is a promising
approach and has achieved the highest detection efficiency of any high-speed periodically gated
system and afterpulsing comparable to the lowest levels reported to date.

4.9.7 Summary

A comparative survey of some of the high-speed (GHz) periodic gating schemes presented in this
section is given in Table 4.3. Given the singular importance of afterpulsing in such schemes, and
the difficulty in characterizing afterpulsing is a system that is gated on every nanosecond, the
illumination rate, and the afterpulse-probability measurement technique and hold-off that were used
to characterize the system are specified (when available). The period of integration of the

41



Power amplifier Vi

D | i ' " ' LNA Comparator

3¢ r.\/‘a LPF 4[>—o_l>_q
Vith

Fig. 4.27 A harmonic-subtraction setup. The gate waveform is synthesized from harmonics of
the gate frequency f, and the resulting harmonics in the gate transient are eliminated by destructive
interference with reference signals from the source, with fine amplitude (A) and phase ([J]) control,
within the bandwidth of a low-pass filter (LPF). A low-loss combiner (C) and low-noise amplifier
(LNA) efficiently preserves the avalanche signal.

afterpulse-probability measurement is the inverse of the laser illumination rate. It should be noted
that afterpulse events that occur during the hold-off that immediately follows a detection event are
not counted. By extension, afterpulses that are measured within one hold-off time of an illuminated
gate indicate that a detection event did not occur in that illuminated gate, meaning that the counted
afterpulse was necessarily due to some earlier detection event. There is roughly an order of
magnitude variation in the afterpulse probabilities, which reflects the strong (exponential)
relationship between the gate duration and total charge.

Active gating remains an active field of research, and continues to result in significant
contributions to single-photon detection technology. The benefits gating techniques have provided,
particularly in improved count rates and detection efficiencies, come with tradeoffs, the most
obvious being the reduction in detection duty cycle, or the time for which a detector is active. Both
the benefits and tradeoffs underscore the importance of the bias and control circuitry on the
performance of the detection system as a whole. The wide variety of gating techniques is a
testament to the ingenuity of experimenters in extracting ever-better performance from imperfect
devices.

Section 4.10 - Future prospects for silicon SPADs

The future progress of silicon SPADs will be mainly driven by user demands for detector
performance, which naturally set requirements for the device design and fabrication technology.

A first basic request arising in many applications is to improve the detection efficiency.
Enhanced DE is strongly desired (particularly in the red and near-infrared spectral ranges) in several
life-science applications based on in-vivo molecular imaging [176]. In order to achieve this, devices
with thicker depletion layer must be designed and fabricated, which implies tailoring some steps in
the fabrication process, or introducing new processing steps. In a dedicated fabrication technology
this is quite natural. In standard CMOS technologies such flexibility is normally not offered;
however, other applications may lead to develop new standard CMOS technologies with features
suitable for producing SPADs with enhanced DE.

A second common request is a larger active area. In several techniques relying on confocal or
near field microscopy (FCS, FLIM, combined FRET-FLIM), the illuminated spot size at the
microscope image plane is small enough (a few tens of microns or less) to be easily covered by the
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SPAD active area, provided it has sufficiently large diameter (~100 pum). Fiber pigtailing of the
detector, often employed for making the optical system more flexible, also benefits from a wider
detector area because greater coupling efficiency can be achieved, and fibers with larger core
diameters can be more easily accommodated. An increase of the detector diameter, however, sets
stringent requirements on the quality of the starting material and the fabrication process. A
dedicated technology can exploit specific gettering steps performed as close as possible to the
device active area. Such gettering is important not only because it is very difficult to obtain the
required purity in the starting material, but also because contamination may be introduced later in
the fabrication by unwanted marginal effects. Typical examples are faint residual contamination
from furnaces previously employed in another fabrication, and side effects during the ion
implantation. A further advantage of a dedicated technology is the capability of suitably shaping the
electric field profile to minimize both band-to-band tunneling and field-assisted generation. Again,
standard CMOS technologies do not offer this flexibility. Furthermore, the current trend of standard
CMOS technologies toward low-thermal-budget processes and the lack of specific external
gettering processes [71] that can be performed close to the SPAD raise some concerns about the
evolution of these technologies towards fabrication of large-area devices.

A third quite specific requirement, arising from photon-timing applications, is to reduce the
diffusion tail in the temporal response. For instance, a sub-nanosecond diffusion tail can benefit
high-rate quantum key distribution (QKD) applications [53]. The diffusion tail can be reduced by
keeping the neutral region very thin. Standard CMOS technologies do not allow any modification of
the processing steps, whereas dedicated technologies are inherently flexible and fully customizable.

It is therefore likely that high-end applications requiring a combination of high DE, low DCR
and low timing jitter will continue to rely on SPAD devices fabricated with dedicated technologies.
Future developments in these technologies will likely focus on improving the DE in the red region
of the spectrum. For example, a combination of red-enhanced [54] and resonant-cavity-enhanced
[51] technologies might be used to develop frequency-selective SPAD devices with unprecedented
DE at a desired wavelength.

There are no reasons to expect that the enhancement of sensitivity obtained with single SPAD
detectors will not be extendable to array configurations used for multi-spot detection. The question
to ascertain is how many SPADs such custom-technology arrays may eventually be able to contain
without becoming cost-prohibitive, overly complex and, in the end, of little use to experimenters. A
substantial increase in the pixel number can be achieved by resorting to more complex and
sophisticated technologies, such as advanced multi-wafers and three-dimensional technologies that
make possible the integration of custom SPAD arrays with high performance CMOS electronics for
guenching/timing. Recently, Aull et al.[177] reported a fully parallel laser radar imager based on a
64 x 64 SPAD array coupled to with high-speed SOl CMOS circuits by using 3-D integration
techniques.

On the other hand, CMOS integration has enabled progressively smaller feature sizes, to the
point where it is now possible to envision extremely large imaging systems based on SPADs.
Standard CMOS technologies will definitely outperform custom SPAD technology in all those
applications where a high number (> 1000) of pixels with small size, adequate fill factor (> 10 %),
and integrated electronics, are mandatory requirements. Future research activity in this area will be
aimed at the development of denser arrays with larger formats (>10° pixels ) by exploiting sub-100
nm CMOS technologies [80]. Significant development efforts will be necessary for achieving a
satisfactory tradeoff between detector performance (e.g. active area, fill-factor, timing jitter, noise)
and system complexity (in-pixel photon counting and timing circuitry, external readout electronics).

Section 4.11 - Future prospects for InGaAs SPADs
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As in the case of silicon SPADs, future improvements in the capabilities of InGaAs SPADs will be
driven by the most pressing needs of applications that rely on these detectors. The tradeoff between
DCR and DE described elsewhere in this chapter will continue to be a target for further progress,
but this fundamental limitation poses significant challenges. DCR performance is intimately tied to
materials properties, particularly with respect to bulk materials defects that lead to the thermal
generation of dark carriers through Shockley-Read-Hall processes in the narrow-bandgap InGaAs
absorption layer, as well as defects in the InP multiplication layer that lead to trap-assisted
tunneling. Defects in the InP multiplier are also responsible for carrier trapping and detrapping that
gives rise to afterpulsing effects. Dramatic improvements in epitaxial growth quality for the
InGaAsP quaternary system were realized 10 to 15 years ago with the explosive growth in fiber-
optic telecommunications applications that employed diode lasers and photodetectors based on this
material system. Further progress on this front is likely to proceed much more modestly, especially
in the absence of a similarly large new commercial market for devices employing these devices.
Moreover, relative to the silicon material system, the InGaAsP material system serves vastly
smaller markets and has considerably less technological maturity. Consequently, much less is
known about the nature of InGaAsP materials limitations, and there is no comprehensive roadmap
for materials improvement as there is in the silicon industry. The use of different IlI-V
semiconductor materials with potentially favourable properties for SPAD devices may present
interesting opportunities, but to the extent that these new materials will be even less technologically
mature, they are likely to suffer from worse material quality. In light of these challenges to
fundamental materials improvements, there is likely to be more rapid progress related to novel
design approaches and implementation strategies, especially with regard to the electronic circuitry
used to control SPAD functionality.

Beyond the fundamental DCR vs. DE tradeoff, the greatest recent focus for improvement of
InGaAsP SPAD performance has been the effective photon counting rate of these devices. This
need has been driven by the desire for GHz-scale bit rates for single-photon communications
applications, especially in the context of quantum communications and quantum information
processing. A similar requirement for much higher rate counting has also emerged in the context of
applications of single-photon imaging such as 3-D laser radar and low-light level imaging. While
the inherent carrier dynamics of these devices can readily support response times well below 1 ns,
afterpulsing effects pose a much more difficult challenge to high-rate counting. Because the
elimination of defects that give rise to afterpulsing does not appear achievable as a near-term
strategy, the reduction of afterpulsing effects is an example of the derivation of more viable
improvements from clever circuit-based solutions. In particular, the dominant effective strategy
among practitioners in the field has been to reduce the current flow per avalanche event to limit the
amount of trapped charge that can potentially give rise to afterpulses, as discussed in Section 4.9.

Despite inherent materials challenges, the gradual maturing of the InGaAsP SPAD device
platform has enabled the realization of imaging arrays with an evolution to successively larger
formats. Error! Reference source not found.4.28 illustrates pixel maps for the DCR and DE for a
first-generation 32 x 32 array of InGaAs/InP SPADs on a 100 um pitch designed for laser radar 3-D
imaging at 1.5 um. Pixel yield is 100 % with well-behaved, fairly narrow distributions of pixel-
level performance parameters [178]. Similar arrays with InGaAsP quaternary absorbers optimized
for detection at 1.06 um have also been commercially realized in 32 x 32 formats, as well as in
larger 128 x 32 arrays with a 50 um pitch [125]. The largest InGaAsP SPAD array demonstrated to
date has a format of 256 x 64 pixels [179], and the progression to significantly larger formats seems
inevitable.
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Fig. 4.28 Performance maps of a 32 x 32 InGaAs/InP (1.55 um) SPAD FPA operating
with an excess bias of 3.25 V with modest cooling to 253 K. (a) The DCR, <10° s™ for all
pixels, is < 50 x 10° s, (b) Detection efficiency (in %) for all pixels, where the average pixel
DE of 22 % includes all optical losses, including the microlens array for maintaining high fill
factor.
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