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Abstract

Simulations of tricalcium silicate (C3S) hydration using a kinetic cellular au-

tomaton program, HydratiCA, indicate that the net rate depends both on C3S

dissolution and on hydration product growth. Neither process can be considered

the sole rate-controlling step because the solution remains significantly under-

saturated with respect to C3S yet significantly supersaturated with respect to

calcium silicate hydrate (C−S−H). The reaction rate peak is attributed to in-

creasing coverage of C3S by C−S−H, which reduces both the dissolution rate

and the supersaturation of C−S−H. This supersaturation dependence is in-

cluded in a generalized boundary nucleation and growth model to describe the

kinetics without requiring significant impingement of products on separate ce-

ment grains. The latter point explains the observation that paste hydration

rates are insensitive to water/cement ratio. The simulations indicate that the

product layer on C3S remains permeable; no transition to diffusion control is

indicated, even long after the rate peak.

1Corresponding author.
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1. Introduction1

The transformation of a fluid slurry of cement particles into an elastic solid2

(a process known as “setting” of cement paste) involves the dissolution of the3

anhydrous cement and precipitation of the calcium silicate hydrate binder phase4

(called C−S−H2) onto the surfaces of the cement grains; setting corresponds to5

percolation of the overlapping product layers.6

Dissolution of a solid, such as tricalcium silicate in water, is a net process7

consisting of one or more reaction paths leading to a final product of dissociated8

ions in solution. Each reaction path comprises multiple elementary reaction9

steps at the solid-liquid surface, although for tricalcium silicate the reaction10

paths and their elementary steps are, generally, poorly understood. Neverthe-11

less, the overall driving force for dissolution is the free energy difference ∆Φd,net12

between the products of the final step (i.e., the dissociated ions in solution) and13

the reactants of the first step (i.e., the components in the solid); the net process14

will occur only if ∆Φd,net < 0, which means that the solution is undersaturated15

with respect to the dissolving solid. Likewise, growth of a solid such as C−S−H16

is a net process that likely has one rate-controlling step among all the elemen-17

tary steps leading from the reactant ions in solution to the final solid product,18

and that net process can occur only if ∆Φg,net < 0, meaning that the solution19

is supersaturated with respect to the growing solid.20

With this in mind, the overall phenomenon of cement hydration is a combi-21

nation of at least two net processes that are coupled in series by virtue of the22

fact that the final products of cement dissolution are also the initial reactants23

needed for growth of hydration products. Because the two processes are linked24

in series, if either of them is near equilibrium then the other process controls25

2Here we use cement chemistry notation, where C = CaO, S = SiO2, H = H2O; the

hyphens in C−S−H indicate that it is not a stoichiometric compound.
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the rate. For example, if the solution is close to equilibrium saturation with26

respect to the dissolving cement material, the overall rate of hydration will be27

controlled by the rate at which precipitation of C−S−H removes ions from the28

solution. During the course of the reaction, kinetic control could switch from29

one of these processes to the other, or a third process (such as transport through30

the precipitated layer of product) could take control.31

In this paper, we investigate rate control during the hydration of tricalcium32

silicate (Ca3SiO5, abbreviated as C3S), which constitutes about two-thirds of33

portland cement and is responsible for the setting and initial strengthing of ce-34

ment paste [1]. To do this, we implement, using HydratiCA [2, 3], reasonable35

rate laws for C3S dissolution [4] and for the nucleation and growth of C−S−H36

and of portlandite (Ca(OH)2, abbreviated as CH) [3]. As described in the next37

section, HydratiCA evolves the system chemistry and 3D microstructure accord-38

ing to these rate laws, and it therefore enables one to track the consequences39

of the rate law assumptions for the time-dependence of solution composition40

and microstructure. The simulation results are used here to investigate the in-41

fluences of the simultaneous rate processes on the net rate of hydration (i.e.,42

the overall rate as would be measured by isothermal calorimetry or chemical43

shrinkage measurements).44

We also examine how mathematical models based on boundary nucleation45

and growth (BNG) [5, 6] are influenced by solution composition. These lat-46

ter models are widely used to fit the kinetics of hydration [7–9] and typically47

assume that the growth rate of the transformed (product) phase is constant.48

This assumption has important consequences for the results of those models.49

Here, however, we extend the standard BNG model for cement hydration to50

incorporate time-dependence of the driving force for (and, therefore, rate of)51

C−S−H growth indicated by HydratiCA. The generalized BNG model still pro-52

vides good fits to hydration rate data, albeit with different values of the fitting53

parameters; this indicates that the usual assumption of constant nucleation and54

growth rates is likely to result in erroneous values and interpretation of fitting55

parameters.56
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Finally, both HydratiCA and the generalized BNG model are used to draw57

conclusions about microstructure development in hydrating C3S pastes, and to58

assess the relative likelihood of several hypotheses proposed in the literature59

to explain (1) the origin of the period of slow reaction shortly after mixing60

C3S with water, (2) the observed peak in hydration rate that separates the61

acceleration period from the deceleration period and (3) the insensitivity of62

hydration kinetics to water/cement mass ratio (w/c).63

1.1. The slow reaction period64

Two quite different hypotheses, discussed in detail in refs. [2, 10], have been65

proposed to describe the origin of the period of slow reaction shortly after mix-66

ing with water, sometimes called the induction period or dormant period for67

portland cement. One hypothesis is that the C3S dissolution rate decreases68

abruptly after a small degree of reaction owing to a change in the mechanism of69

dissolution [4, 11, 12]. We will refer to this as the “etch pit” theory because it70

is sometimes described in terms of a transition from etch pit unwinding at high71

driving forces to step-flow dissolution at lower driving forces. The other theory72

proposes the formation of a protective metastable hydrate layer on the surface of73

cement that partially seals the cement particle and inhibits dissolution [13, 14].74

1.2. The rate peak75

The transition from accelerating rates to decelerating rates has been alter-76

nately explained in terms of (1) a transition from control by C−S−H growth to77

control by diffusion through a thickening product layer on the surface of cement78

grains [15–17]; (2) eventual reduction in the surface area of C−S−H by bridging79

and filling the available space between cement particles [15]; or (3) reduction of80

C−S−H surface area by the lateral impingement of C−S−H precipitates grow-81

ing along the surface of a single grain [18]. To be plausible, both hypotheses (2)82

and (3) require that C−S−H growth is the rate-controlling process both before83

and after the peak hydration rate; hydration kinetics would be unaffected by84

C−S−H surface area if C3S dissolution controlled the rate. Based on evidence85
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that the magnitude and timing of the peak rate is about the same in pastes as86

it is in suspensions with high water/cement ratio, Garrault et al. [19] concluded87

that (4) C3S hydration is controlled by C−S−H growth during the acceleration88

period but may change to control by C3S dissolution during the deceleration89

period, and then to diffusion control at significantly later times [20].90

Hypotheses (1) and (4) require a transition from C−S−H growth control91

to diffusion control and C3S dissolution control, respectively. Such a transition92

would generally imply a change in the apparent activation energy for the net93

process [21]. The most recent and accurate measurements of activation energy94

for C3S hydration show no change in the activation energy, at least for many95

hours after the peak rate [22]. A near equality of the activation energies for96

C−S−H growth and C3S dissolution would be a remarkable coincidence because97

the solids have such different structures and compositions.98

Computer modeling of the 3D microstructure and chemistry changes during99

C3S hydration offers the opportunity to quantify the influences of the driving100

forces for the various processes, as well as the individual process rates and their101

dependence on solution composition in a way that is difficult, if not impossible,102

to do experimentally. In that sense, the kind of computer modeling we describe103

can complement experimental observations and help gain further insight into104

the origins of these hydration phenomena.105

2. Modeling106

2.1. HydratiCA107

HydratiCA is a kinetic cellular automaton for simulating 3D microstructure108

evolution in aqueous suspensions by coupled transport and reactions. Stoichio-109

metric solid phases (e.g., Ca(OH)2, C3S), water, and aqueous solute species110

(e.g., Ca2+, OH – ) are defined as separate chemical components. Each mate-111

rial component is discretized into cells, each cell corresponding to a prescribed112

number of moles of that component. The initial microstructure of cement par-113

ticles and water is mapped onto a cubic lattice by assigning cell occupations114
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numbers for each component at each site. Chemical and structural changes are115

simulated by iterating over small time steps during which independent reaction116

and transport processes occur. The probability, pt, of a cell executing a random117

walk to a neighboring site is determined by that cell’s local diffusivity, D, the118

time increment, ∆t, and the lattice site spacing, λ:119

pt =
D∆t

λ2
(1)

Following the procedure developed by Karapiperis [23, 24], the probability120

of a unit reaction happening in a time step ∆t depends on its rate constant121

and on the cell occupation number of each reactant. Equilibrium is established122

when the rates of the forward and reverse reactions become equal. The details123

of the algorithms and their validation are described elsewhere [2, 25].124

HydratiCA can simulate multicomponent mass transport coupled with mul-125

tiple heterogeneous or homogeneous reactions within 3D microstructures, but126

requires input of the various rate laws and rate constants, which in turn depends127

on accurate knowledge of the reaction mechanisms. Either the etch pit disso-128

lution rates or the metastable barrier layer can be implemented in HydratiCA129

to simulate the slow reaction period by invoking alternate assumptions about130

the composition and physical properties of C−S−H. C−S−H is modeled as an131

intimate mixture of two stoichiometric compounds having Ca:Si molar ratios of132

1:1 and 2:1. The main differences between the assumed metastable and stable133

forms of C−S−H are (1) metastable C−S−H forms on C3S surfaces much as an134

adsorbed layer would, without requiring a nucleation step; (2) the compounds135

making up the metastable form each have solubility products that are about 100136

times greater than their stable counterparts; and (3) the metastable forms are137

assumed to be about 1000 times more effective than their stable counterparts at138

restricting the access of C3S to water. By adjusting within physically reasonable139

ranges the (currently) unknown thermodynamic and kinetic input data related140

to both C3S and C−S−H, HydratiCA simulations can be made consistent with141

experimentally observed time dependence of the net hydration rate and pore142
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solution composition, as well as the dependence of Ca:Si molar ratio of C−S−H143

on the pore solution composition, regardless of whether the etch pit dissolution144

rates or the metastable barrier layer is used [2, 18, 25–28]. Therefore, Hydrat-145

iCA cannot, by itself, assess the relative merits of these two theories based on146

comparisons to these kinds of experimental data. However, recent experimental147

measurements made by Nicoleau et al. [4] of the dependence of C3S dissolu-148

tion rate on undersaturation are consistent with the “etch pit” theory because149

they show a highly nonlinear dependence of the rate on the undersaturation in150

aqueous suspensions so dilute that formation of a metastable hydrate layer is151

improbable. The rate data obtained by Nicoleau are shown as discrete points152

in Fig. 1 as a function of the undersaturation, lnQ, of the solution. Here we153

construct a least-squares regression to those data using an empirical rate law154

given by155

dNC3S

dt
= −kC3SAeff

(
1− exp

[
−
(

lnK − lnQ

C1

)r])
(2)

where kC3S is the dissolution rate constant at infinite dilution, approximated156

from the experimental data as 125.3 µmol m−2 s−1, Aeff is the C3S surface area157

on which C−S−H growth can happen, which may be less than the actual C3S158

surface area due to coverage by existing hydration product, and C1 and r are159

constants determined by fitting Eq. (2) to the data by a least-squares method.160

The C3S dissolution reaction assumed in ref. [4] is161

C3S + 5 H2O −−⇀↽−− 3 Ca2+
(aq) + H4SiO4(aq) + 6 OH−(aq) lnK = −50.7 (3)

where the apparent equilibrium constant given is the undersaturation at which162

the measured rate vanishes, which differs greatly from the true equilibrium con-163

stant for dissociation of anhydrous C3S (lnK ∼ 0), possibly because of surface164

hydroxylation in water [4, 29]. The equilibrium constant for anhydrous C3S165

appears to have little bearing on the kinetic behavior of dissolution, as demon-166

strated by Nicoleau et al. [4]. HydratiCA incorporates H3SiO –
4 and H2SiO2 –

4 ,167
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but not H4SiO4, as the silicate components in solution. However, the reac-168

tion (3) can be transformed using the silicate speciation reaction [30],169

H4SiO4(aq) + OH−(aq)
−−⇀↽−− H3SiO−4(aq) + H2O lnK = 9.6 (4)

Adding the two reactions gives170

C3S + 5 H2O −−⇀↽−− 3 Ca2+
(aq) + H3SiO−4(aq) + 5 OH−(aq) lnK = −41.1 (5)

Reconciling the experimental measurements of C3S dissolution rate plotted171

against lnQ to this new equation therefore involves only a horizontal shift along172

the abscissa by 9.6. The dimensionless parameters obtained by fitting Eq. (2)173

to the shifted experimental dissolution data are C1 = 21.05 and r = 3.73. The174

quality of the fit is demonstrated in Fig. 1, in which the effective surface area175

fraction, Aeff is set to unity, and the activity product is defined by176

Q = {Ca2+
(aq)}

3{H3SiO−4(aq)}{OH−(aq)}
5 (6)

where we assume that the activity of water is unity, as justified by Raoult’s law177

in solutions with ionic strengths as low as those simulated here. Nicoleau et al.178

also provided an empirical fit to their dissolution rate data using two functions179

fit to different ranges of lnQ. We have chosen here to use the single function180

in Eq. (2), partly because it is easier to implement computationally, but more181

importantly because it converges to the net rate law required for an elementary182

reaction in the limit C1 → 1, r → 1:183

dC

dt
= −ck

(
1− Q

K

)
= −ck (1− β) (7)

where C is the molar concentration of a reactant in an elementary reaction,184

c is the molar stoichiometric coefficient for that reactant, k is the absolute185

forward rate constant, and K is the equilibrium constant. The saturation index186

β ≡ Q/K is defined so that β > 1 indicates supersaturation, β = 1 indicates187

equilibrium, and β < 1 indicates undersaturation with respect to the forward188
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reaction. Therefore, the same general form as Eq. (2) can embrace a wide range189

of rate behavior.190

The effective C3S surface area at a lattice site is defined in HydratiCA as191

Aeff

A
= 1− ηmin

(
1,
φCSH

φmax

)2/3

(8)

where A is the physical surface area of C3S, η is the “opacity” of the product192

layer that forms on the surface (a measure of how effectively a unit area of193

coverage can inhibit dissolution), φCSH is the volume fraction of the lattice site194

occupied by C−S−H, and φmax is the site volume fraction at which the surface195

is considered to be completely covered with a layer having opacity η. Phases196

with a low contact angle on C3S, or those that grow essentially in 2D along the197

surface, will have relatively lower values of φmax. The use of Aeff is necessitated198

by the fact that any lattice-based model cannot resolve the microstructure on199

a scale smaller than a single lattice site, which for these simulations is 1 µm.200

As indicated schematically in Fig. 2, the product within a lattice site could201

be distributed in any of a number of ways; once the surface of the cement202

is coated with product, that layer might be impermeable (η = 1) or present203

no obstacle to dissolution (η = 0). These parameters can be varied to give204

a wide range of hydration kinetic behavior, as illustrated in Fig. 3. In the205

remainder of the simulations, C−S−H is the only phase that is assumed to206

grow on the surface of C3S, and the assumed values for η and φmax, given in207

Table 1, were chosen to provide reasonable fits to a wide range of experimental208

measurements of C3S hydration rates and pore solution compositions reported209

in the literature [3, 18, 27, 28].210

Nucleation rates of C−S−H and portlandite are assumed to follow classical211

nucleation theory, with C−S−H nucleating heterogeneously on the surface of212

the cement grain (i.e., the substrate) and CH nucleating homogeneously in the213

pore solution. The rate of formation of C−S−H nuclei (m−2 s−1) is given by [31]214

Ihet =
nSD

a2
exp

[
− q

ln2 β

]
(9)
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where nS is the number of formula units of the nucleating species in contact215

with the substrate (m−2), D is the diffusivity of the nucleating species, a is the216

characteristic dimension of a formula unit, β is the saturation index, and217

q =
16πγCLΩ2f(θ)

3k3
BT

3
(10)

where γCL is the crystal-liquid interfacial energy, Ω ≈ a3 is the volume of a218

formula unit of the nucleating phase, kB is Boltzmann’s constant, θ is the contact219

angle between the crystal and the substrate, and220

f(θ) = [2 + cos(θ)] sin4 (θ/2) (11)

If the area of nucleating substrate per unit volume of the system is OBV ,221

then nS ≈ OBV /a2 ≈ OBV /Ω2/3. The rate of formation of nuclei per unit area of222

substrate is223

IBhet =
Ihet

OBV
= IB0 exp

[
− q

ln2 β

]
(12)

where IB0 = D/Ω4/3. The C−S−H product that forms from hydration of ce-224

ment and C3S has the composition C1.7SH4, density of 2050 kg m−3 and molar225

volume of 111 cm3 mol−1 [32]. This composition comprises both solid C−S−H226

(with H/S molar ratio 2.1) and internal water-filled gel pores totalling about227

31 % of the total volume. For the simulations, C−S−H end members are chosen228

to have the same water content: CSH(I) = CSH4 and CSH(II) = C2SH4. The229

molar volumes of these end members can be calculated by adding or subtracting230

the appropriate amount of CaO with molar volume of 16.8 cm3 mol−1 from the231

real C−S−H phase with C/S = 1.7 [32], resulting in values of 99 cm3 mol−1
232

and 116 cm3 mol−1 for CSH(I) and CSH(II), respectively. Therefore, the for-233

mula unit volumes for CSH(I) and CSH(II) are ΩCSH(I) = 1.68× 10−28 m3 and234

ΩCSH(II) = 1.92× 10−28 m3. In the absence of direct measurement of the CSH-235

liquid interfacial free energy, we estimate it using the approximate relationship236

10



based on solubility proposed by Söhnel [33]:237

γCL

(
mJ m−2

)
≈ −16 log10

(
ceq/c

◦
eq

)
+ 42.2 (13)

where ceq is the equilibrium molar concentration (mol L−1) of formula units in238

solution and c◦eq = 1 mol L−1. To find ceq, we note that each formula unit of239

CSH(I) that dissolves liberates one ion each of Ca2+, H3SiO –
4 , and OH – , so the240

solubility is related to the equilibrium constant by241

KCSH(I) = {Ca2+
(aq)}{H3SiO−4(aq)}{OH−(aq)} = (yCa ceq,I) (ySi ceq,I) (yOH ceq,I)

(14)

where the quantities in braces are activities and the y’s are activity coefficients.242

Given KCSH(I) = 1.5× 10−10, and approximating the solution as ideal, we es-243

timate ceq,I ≈ (KCSH(I))
1/3 ≈ 0.53 mmol L−1; if the extended Debye-Hückel244

theory is used to calculate the ion activity coefficients [30], we obtain an activ-245

ity of 0.586. Using these values in Eq. (13), we estimate the interfacial energy246

of CSH(I) with the solution is γCL,I ≈ 94.6 mJ m−2 or 93.9 mJ m−2, respec-247

tively. Each formula unit of CSH(II) that dissolves liberates two Ca2+ ions, one248

H3SiO –
4 , and three OH – , so the solubility is found from249

KCSH(II) = {Ca2+
(aq)}

2{H3SiO−4(aq)}{OH−(aq)}
3

= (2yCa ceq,II)
2

(ySi ceq,II) (3yOH ceq,II)
3

(15)

Approximating the solution as ideal, we estimate ceq,II ≈
(
KCSH(II)/108

)1/6 ≈250

1.45 mmol L−1; taking account of the activity coefficients, we obtain an activity251

of 1.87. Using these values in Eq. (13), we find that the interfacial energy of252

CSH(II) with the solution is γCL,II ≈ 87.6 mJ m−2 or 85.9 mJ m−2, respectively.253

Table 2 gives the values used for these parameters for C−S−H nucleating on254

C3S and for portlandite nucleating in solution.255
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2.2. Boundary Nucleation and Growth256

Models of boundary nucleation and growth (BNG) use experimental data to257

fit the model parameters. Such fitting to individual systems provides excellent258

agreement with the early kinetics of hydration of C3S and cement [7, 9, 34, 35],259

and also with the hydration of MgO [36]. However, there are reasons to doubt260

the significance of the parameters obtained. First, the models were origi-261

nally intended to describe phase changes in metals [5], not the sort of disso-262

lution/precipitation reactions of present interest, where the growth rates on the263

two sides of the cement-water interface may be different and the entire volume264

of the system may not transform to the new phase(s). Second, the process265

may involve the growth of a low-density form of C−S−H that loosely fills the266

space originally occupied by water, followed by in-filling of interstices from new267

nucleation sites [8, 37], and the statistical methods used to account for im-268

pingement of products may not be valid in such a case [38]. Third, the growth269

rate of the product is assumed to be constant in time, but (as indicated by270

the present simulations) the supersaturation driving growth is not necessarily271

constant. Fourth, the BNG model allows for only a single product, whereas the272

hydration of cement results in several product phases (C−S−H, CH, ettringite,273

and others). Nevertheless, least-squares fitting of a model curve to experimental274

hydration kinetics data has been used to determine the parameters in several275

versions of the BNG model based on quite different physical assumptions regard-276

ing the distribution of nuclei [5], isotropy of growth [39], and confinement of the277

products [6], and they all agree equally well with the experimental data [40].278

Indeed, the parameters extracted from these diverse models yield very similar279

(but not necessarily correct) nucleation densities and growth rates. The valid-280

ity of these parameters is compromised by the assumption of a constant rate281

of growth (i.e., a constant rate of propagation normal to the solution-hydrate282

interface), which implies a constant supersaturation of C−S−H. The present283

simulations done with HydratiCA provide a quantitative, continuous prediction284

of how βCSH varies with time, so we will investigate a modified version of the285

BNG theory that (1) incorporates this same time dependence of βCSH as in-286
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put and (2) enables the growth rate to be a function of the supersaturation,287

G(βCSH).288

Let us suppose that the precipitate forms as an ellipsoidal particle on the289

surface of the unhydrated cement grain, with growth rates G1 and G3 in the290

plane of the surface, and G2 normal to the surface, and that each growth rate291

is linearly dependent on the supersaturation:292

Gk(t) = G0k (βCSH(t)− 1) , k = 1, 2, 3 (16)

where the G0k are constants. The semi-axes of an ellipsoidal precipitate then293

increase with time according to294

Rk(t) = G0k

∫ t

0

(βCSH(t′)− 1) dt′ ≡ G0kξ(t) (17)

where we call ξ(t) the effecive time, by analogy to the form of the BNG model295

that assumes constant growth rates, Rk(t) = Gkt. HydratiCA simulations indi-296

cate that there is a high burst of supersaturation in the first minutes of hydration297

that is expected to result in nucleation of C−S−H, after which βCSH remains298

low enough so that little additional nucleation is expected [3, 31]. Therefore, it299

is reasonable to assume that growth occurs from a fixed number of sites per unit300

area of cement, NS , in which case the volume fraction of the system occupied301

by hydrates is [39]302

X(t) = 1− exp

[
−2kG ξ(t)

(
1− FD (kS ξ(t))

kS ξ(t)

)]
(18)

where FD is the Dawson function, defined by303

FD(x) = e−x
2

∫ x

0

ey
2

dy (19)

The constants are defined by304

kG = rGO
B
V G02 , kS = G02

√
πNS g (20)

where 1/2 ≤ rG ≤ 1 depends on whether the hydration products grow only out-305

ward into the solution (rG = 1/2) or symmetrically into the water and particle306

13



(rG = 1), OBV is the surface area of C3S per unit volume of the system, and307

g = G01G03/G
2
02 is a measure of the growth rate anisotropy of the precipitate.308

Eq. (18) differs from Eq. (38) of ref. [39] only in that ξ(t) replaces t.309

HydratiCA outputs the degree of hydration, α, which is the volume fraction310

of C3S consumed in the reaction, whereas the BNG model finds the volume311

fraction of the system consisting of hydration products, X. These two quantities312

are related by α = BX, where B is given by [39]3313

1

B
=

(
ρC/ρH

RwcρC/ρw + 1

)(
c+ 1/ρC − 1/ρw

1/ρH − 1/ρw

)
(21)

where ρC = 3150, ρw = 1000, ρH = 2070 are the densities (kg m−3) of C3S,314

water, and the ensemble of hydration products, respectively, Rwc = 0.90 is the315

w/c ratio used in the simulations, and c = −7.04× 10−5 m3 kg−1 is the chemical316

shrinkage per kilogram of C3S consumed by hydration [41]. For hydration of317

C3S, B ≈ 1.73 is used to convert the degree of hydration found from HydratiCA318

into X for comparison to the BNG model.319

3. Results320

Fig. 4 shows images made by HydratiCA of the initial particle and hydration321

products at hydration times of 3.5 h (where the hydration rate is at its maxi-322

mum) and 24 h. The C3S particle is 80 % covered with C−S−H by 10 h, with323

a mean C−S−H thickness of 0.35 µm, and by 24 h the mean layer thickness is324

0.57 µm.325

Fig. 5 shows that the saturation indices for both end-members of the C−S−H326

family rise to high values in the first minutes of hydration, causing C−S−H to327

nucleate on C3S shortly before the peak in the saturation curves. Throughout328

the process, C3S remains undersaturated (βC3S < 1). Upon precipitation of329

calcium hydroxide (CH) about one hour later, the calcium concentration drops,330

causing C3S to dissolve more rapidly and the supersaturation of C−S−H to331

3Ref. [39] has a typographical error, where the ρw in the numerator was shown as ρH .
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increase temporarily. The values of β shown in Fig. 5 are obtained by averaging332

concentrations over the entire volume of the solution, but there is little difference333

between the surface concentration and the volumetric average. That is, the334

diffusion barrier is low enough so that the transport rate does not result in a335

significant concentration gradient.336

The effect of the product layer’s opacity is illustrated in Fig. 6, using the337

parameters listed in Table 3. When the layer provides no obstacle to dissolution338

(zero opacity), the degree of hydration (α) increases linearly at a rate much339

higher than observed in experimental measurements of C3S hydration by Nonat340

for dilute suspensions [28] and by Kondo and Ueda for pastes [27]. In contrast,341

when the opacity η → 1, the dissolution rate is so low that growth of C−S−H342

consumes the supersaturation and βCSH approaches unity. At this point, disso-343

lution becomes the rate-controlling step and the hydration rate is much lower344

than experimental measurements [18, 27, 28]. Intermediate opacity (Moderate)345

leads to significant supersaturation of C−S−H (βCSH � 1) and to dissolution346

rates that have been shown [26] to agree reasonably well with the reported rates347

of C3S hydration in dilute suspensions and pastes [18, 27].348

The time dependence of the supersaturation of C−S−H is sensitive to the349

opacity of the C−S−H growing on the C3S surface, and this in turn has a sig-350

nificant influence on the linear growth rate predicted by the generalized BNG351

model, as illustrated in Fig. 7. The effective time, Rk/G0k = ξ, is highly nonlin-352

ear, especially for the case of very high opacity. Under condtions of Moderate353

opacity, Fig. 8(a) shows that the BNG model accurately fits the rate of reaction354

simulated by HydratiCA when the β-dependence of growth rate is included. In355

contrast, Fig. 8(b) shows that the usual assumption of constant growth rate pro-356

vides good agreement only up to the peak. In the case of high opacity, coverage357

of C3S by C−S−H strongly retards dissolution and therefore leads to a strong358

drop in the growth rate. Consequently, the assumption that G is constant re-359

sults in an overestimation of the post-peak growth rate by the BNG fit. Based360

on this latter result, one might erroneously conclude that there is a change in361

growth mechanism, such as a transition to diffusion control, after the peak.362
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To see the influence of the assumed opacity on the rate behavior, Fig. 9 plots363

the same properties as Fig. 8(b) under conditions of zero opacity (Fig. 9(a)) and364

high opacity(Fig. 9b)). When the opacity is high, the BNG fit underestimates365

the peak rate and overestimates the later rate, as shown in Fig. 9(a); when the366

opacity is zero, the BNG fit is good up to the peak, but underestimates the367

subsequent rate. The post-peak overestimate of the reaction rate in Fig. 9(a)368

is the opposite of the discrepancy typically reported in the literature (e.g., [7]),369

where the curve obtained by regression falls below the data. This implies that370

the true opacity of the product layer is not very high. An important feature of371

all of these regression analyses is that the peak is predicted without requiring372

premature impingement; instead, it results from the physical interference of the373

product with the rate of dissolution, which causes a drop in the driving force374

for growth of C−S−H.375

The BNG theory indicates that the fractional surface coverage, Y , of hydra-376

tion products on the C3S particle is given by [39]377

Y (t) = 1− e−Ye = 1− e−(kSξ(t))
2

(22)

where Ye is the extended surface area, ignoring overlap of the hydration prod-378

ucts [39]. Using the same parameters as in Fig. 8, the degree of coverage is seen379

to reach about 50 % by the time of the peak in the hydration rate (4 h to 5 h),380

and 100 % within ∼ 24 h, as shown in Fig. 10.381

4. Discussion382

Simulations performed with HydratiCA reproduce the reported rates of C3S383

hydration and the concentrations of ions in the solution when the opacity of384

the product layer is set at a moderate value (Moderate, in Table 3) [3, 26].385

With these values, the C−S−H that forms on the C3S surface reduces, but386

does not completely stifle, the dissolution of the C3S underneath. Throughout387

the 25 h of the simulation, the solution remains undersaturated with respect388
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to C3S, particularly following precipitation of calcium hydroxide, but remains389

supersaturated with respect to C−S−H.390

Given the size of the particle (surface area 218 µm2, volume 262 µm3) and the391

volume of the system (1000 µm3), the specific surface area is OBV = 0.22 µm−1.392

Using the parameters from the fit in Fig. 8(a), the growth rate in the vicinity393

of the rate peak is G2 ≈ 0.014 µm h−1 and the density of nuclei is about NS ≈394

14.7 µm−2; the values obtained in the HydratiCA simulation were 0.0125 µm h−1
395

and 11.3 µm−2, respectively. The fit based on a constant growth rate (Fig. 8(b))396

yields the same growth rate (0.0133 µm h−1), but a much higher nucleation397

density (155 µm−2) to compensate for the faster growth that occurs at early398

times when the driving force is high. These growth rates are somewhat lower399

than the values (0.07 µm h−1 to 0.09 µm h−1) obtained using BNG models in400

refs. [7, 37], where the higher driving forces at early ages were not taken into401

account.402

Of the hypotheses proposed in the literature for the peak in hydration rate,403

a transition to diffusion control [17, 27] is rendered unlikely by the observation404

that the apparent activation energy is the same both well before and well after405

the rate peak [22]. In fact, the cement grains are only about 50 % covered406

at the time of the rate peak, as indicated by these simulations and by earlier407

experiments [20]. Therefore, it is implausible that diffusion can become rate408

controlling at such early times and cause the rate peak.409

The hypothesis that the rate peak is caused by impingement of hydration410

products alone [7, 42], possibly involving a low-density form of C−S−H that411

later densifies [8, 40], is plausible only if C−S−H growth controls the rate.412

C−S−H growth control would imply that C3S dissolution is nearly at equilib-413

rium (βC3S ≈ 1). In contrast, the present simulation results in Fig. 5 indicate414

that, not only is C3S not near equilibrium at the rate peak, but it is becom-415

ing progressively further from equilibrium— and C−S−H progressively closer416

to equilibrium. The C3S dissolution rate is decreasing after the rate peak, by417

definition, despite the fact that the thermodynamic driving force for its disso-418

lution continues to increase. Therefore, the reduction in dissolution rate must419
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be due to a kinetic factor, namely an increase in the fraction of C3S surface420

obscured from the solution by C−S−H. To maintain realistic concentrations421

and hydration rates, the C−S−H opacity must be in a range where βCSH � 1,422

so there is no transition to diffusion controlled kinetics.423

The major difference between this explanation of the rate peak and prior424

hypotheses related to lateral impingement of C−S−H is that prior hypotheses425

considered lateral impingement to be the primary cause of the peak due to the426

attendant reduction in C−S−H surface area [8, 19, 20]. Our simulation results427

indicate that the primary cause is loss of C3S surface area by the overgrowth428

of C−S−H precipitates on the surface; their lateral impingement is a geometric429

consequence of that overgrowth but is not the reason for the peak.430

The BNG fits in Fig. 8 and Fig. 9 were obtained by adjusting the parameters431

kG and kS in Eq. (18). Evaluation of Eq. (22) indicates extensive lateral im-432

pingement by hydration products on the surfaces of the particles. Fig. 11 shows433

that the extended surface coverage, Ye, becomes significantly greater than the434

actual surface coverage, Y , when overlap of product on the surface is taken435

into account. However, there is relatively little impingement of product regions436

growing on different particles, as indicated by the small difference between the437

curves for X and the extended volume fraction, Xe, where [39]438

X = 1− e−Xe (23)

As with previous hypotheses of the rate peak relating to diffusion control or439

lateral impingement of C−S−H on the cement grains, the simulations here also440

imply that the rate peak is caused by local phenomena occurring on individual441

cement particles, and therefore is consistent with a number of experimental442

observations:443

• The measured rate passes through a peak even under conditions of high444

dilution, where interparticle bridging by C−S−H is impossible [43].445

• Even in pastes made at normal w/c ratios, the rate peak occurs at a446

degree of reaction too low to allow extensive particle impingement, unless447
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the initial product has very low density.448

• The w/c ratio of a paste, which affects the average separation between449

particles, has almost no effect on the early hydration kinetics [44].450

It is worthwhile emphasizing that the simulations here indicate that the451

overall C3S hydration rate is influenced both by the rate of CSH growth and452

by the rate of C3S dissolution, and thus neither can be considered the sole453

rate-controlling process from the onset of acceleration until long after the rate454

peak. This has been alluded to previously by Garrault et al. [19], and has455

been demonstrated quantitatively and mechanistically here. C3S can establish456

kinetic control only if C−S−H is near equilibrium at the peak, but Fig. 5 shows457

that βCSH ≈ 15 at the rate peak. This conclusion is also consistent with the458

observation that the apparent activation energy is unchanged from the beginning459

of the acceleration period until at least many hours after the deceleration period460

has begun [20, 22]. Increasing the opacity can bring βCSH down to near unity,461

but only long after the rate peak (see Fig. 6). Even then, the high opacity462

leads to BNG growth rates that at 10 h are already too low compared to the463

HydratiCA simulations, as shown in Fig. 9(b).464

5. Conclusion465

Simulations using HydratiCA indicate that when C3S is hydrated in water,466

the solution remains undersaturated with respect to C3S and supersaturated467

with respect to C−S−H, from within the first second of contact with water until468

well after the rate peak. The reaction is therefore not controlled exclusively by469

either dissolution or growth, which may account for the observed constancy of470

the activation energy throughout much of early-age hydration. The decrease471

in rate after the peak is associated with partial blocking of the C3S surface472

caused by increasing coverage by moderately opaque C−S−H, which reduces473

dissolution rates and thereby reduces the supersaturation and growth rate of474

C−S−H.475
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The simulations indicate that if the surface became covered by an imperme-476

able layer, the rate of reaction would drop so rapidly that a BNG model with477

a constant growth rate would significantly overestimate the post-peak reaction478

rate. This is the opposite of the type of discrepancy seen when BNG models479

are applied to cement hydration, so it is likely that the hydration layer is only480

moderately effective at blocking dissolution sites on C3S surfaces. In fact, the481

simulated rate of reaction and concentrations of ions agree with experiment only482

if moderate opacity is used. Therefore, there is no indication of a transition to483

diffusion control of the rate of hydration.484

If the dependence of the growth rate on the saturation index is taken into ac-485

count, a BNG model can account for the shape of the reaction rate peak without486

requiring significant impingement of hydration product between cement parti-487

cles, although there is extensive lateral impingement as the particle becomes488

covered with the hydration product. This result also explains how the hydra-489

tion rate of pastes can be almost independent of the water/cement ratio, as490

observed experimentally, without requiring a transition to diffusion control.491
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Table 1: Properties of material components used in the simulations.

Component
Vm/ M/

σ/σo
(a) D/

η(c) φmax
(c)

10−5 m3/mol kg/mol 10−9 m2/s

H2O 18.1 0.018 02 1.0
C3S 72.4 0.228 33 0.0

CSH(I) 99.0 0.188 23 0.01 0.9 0.2
CSH(II) 116.0 0.244 30 0.05 0.5 1.0
Ca(OH)2 33.1 0.074 09 0.0

Ca2+ 0.040 08 0.79
CaOH+ 0.057 09 0.71
H2SiO2 –

4 0.094 10 0.70
H3SiO –

4 0.095 10 0.70
OH – 0.017 00 5.28

(a) Relative conductivity, the conductivity of the materials divided by that in
the bulk solution.

(b) Ion mobility at infinite dilution.
(c) See Eq. (8) for the meaning of these terms for coverage of C3S.
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Table 2: Stoichiometry and assumed parameters for simulated reactions.

Reaction
k+/ lnK ∆H/ IB0 / q/

µmol/(mn s)(a) kJ/mol m−n/s(a) K3

C3S + 4 H2O −−⇀↽−− 125.3 -41.10 -137
3 Ca2+ + H3SiO –

4 + 5 OH –

CSH(I) −−⇀↽−− Ca2+ + H3SiO –
4 0.003 -22.62 20 1.1 × 1027(b) 2.5 × 1010(b)

+OH – + 4 H2O

CSH(II) −−⇀↽−− 2 Ca2+ + H3SiO –
4 0.003 -34.54 20 7.3 × 1026(b) 2.0 × 1010(b)

+3 OH – + 3 H2O

Ca(OH)2 −−⇀↽−− Ca2+ + 2 OH – 7.2 -11.97 -17 4.0 × 1036(c) 2.5 × 109(c)

CaOH+ −−⇀↽−− Ca+ + OH – 6 × 105 -2.81 -22

H3SiO –
4 + OH – −−⇀↽−−

1.5 × 107 1.91 -22
H2SiO2 –

4 + H2O

(a) n = 2 or 3 for heterogeneous or homogeneous processes, respectively.
(b) Heterogeneous nucleation on C3S.
(c) Homogeneous nucleation in solution.
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Table 3: Opacity parameters used in Fig. 6. See Eq. (8) for the meaning of the parameters in
the last two columns.

Designation C−S−H End-member Opacity, η φmax

Zero
I 0 0
II 0 0

Moderate
I 0.9 0.2
II 0.5 1.0

High
I 0.999 0.1
II 0.999 0.1
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Figure 1: Dissolution rate of C3S as a function of the activity product, Q defined in Eq. (6).
The data points are from reference [4] and the curve was obtained by regression using Eq. (2).
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Figure 2: The volume of C–S–H at a lattice site in HydratiCA is known in terms of occupations
numbers (i.e., number of cells) at a site, but it could be distributed in any form within that
site, including a single particle on the surface, a thin layer covering the surface, or multiple
particles in the adjacent solutions.
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Figure 3: Influence of C–S–H opacity (i.e., ability to suppress C3S dissolution) on the progress
of hydration with time.
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(a) (b) (c)

Figure 4: Microstructure of the hydration products on a single cubic particle of C3S at
(a) start of HydratiCA simulation, (b) 3.5 h of hydration, corresponding to maximum hydra-
tion rate, and (c) 24 h of hydration. C3S (brown), C–S–H (beige), and CH (blue). Aqueous
solution is shown as a light blue cloud filling the computational domain.

35



Figure 5: Results from HydratiCA simulations of C3S hydration using Moderate opacity,
showing saturation indices versus time after contact with water for the two end-member
forms of C–S–H and for C3S. Results are averaged over the whole volume of the solution.
Vertical dashed lines indicate the times at which calcium hydroxide (CH) nucleates and the
C–S–H precipitation rate passes through a maximum; the horizontal line at β = 1 indicates
the equilibrium solubility for each phase.
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Figure 6: Saturation index of C–S–H versus time for three values of opacity (see Table 3).
Vertical dashed line shows time of nucleation of calcium hydroxide (CH); thin vertical lines
correspond to times of peak growth rate of C–S–H for High, Moderate, and Zero opacity (left
to right); horizontal line indicates the equilibrium solubility (β = 1).
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Figure 7: Growth rate found from Eq. (16) using the supersaturation given by HydratiCA
(Fig. 5) with various values of opacity (see Table 3).
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(a)

(b)

Figure 8: BNG approximation (solid curves) to HydratiCA simulations using Moderate
opacity (black dots), assuming growth rate dependent on supersaturation (a) or a constant
growth rate (b). Degree of hydration (DOH) is shown on the left ordinate and the rate of
change of DOH is on the right ordinate. The BNG model is represented by Eq. (18) with ξ
evaluated using β from HydratiCA.
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(a)

(b)

Figure 9: BNG approximation (solid curves) to HydratiCA simulations (black dots), assuming
growth rate dependent on supersaturation, Zero opacity (a) or High opacity (b) (parameters
from Table 3). Degree of hydration (DOH) is shown on the left ordinate and the rate of change
of DOH is on the right ordinate. The BNG model is represented by Eq. (18) with ξ evaluated
using β from HydratiCA.
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Figure 10: Fraction of the particle surface covered with hydration products according to
HydratiCA with Moderate opacity (Solid)) and BNG (dashed).
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Figure 11: Extended volume fraction, Xe (dashed, left ordinate) and total volume fraction, X
(solid, left ordinate), extended area fraction, Ye (dashed, right ordinate) and total area fraction
covered, Y (solid, right ordinate) found from BNG fit to HydratiCA data for Moderate opacity
(Fig. 8(a).
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