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Abstract The lack of clear visibility and spatial aware-

ness frequently results in construction accidents such as

workers being struck by heavy equipment; and collisions

between equipment and workers or between two pieces of

equipment. In addition, certain processes such as excava-

tion and drilling inherently pose constraints on equipment

operators’ abilities to clearly perceive and analyze their

working environment. In this paper, the authors investigate

the types of spatial interactions on construction sites and

the need for graphical real-time monitoring. A computing

framework is presented for monitoring interactions

between mobile construction equipment and static job-site

entities, workers, and other equipment. The framework is

based on the use of sensor-based tracking, georeferenced

models, and a resulting concurrent, evolving 3D graphical

database. The developed framework enables a real-time 3D

visualization scheme that provides equipment operators

with graphical job-site views that are not possible through

conventional on-site cameras. The two key parameters

affecting a proximity monitoring framework’s effective-

ness are measurement error and latency. Measurement

error refers to the error in proximity computation—with

respect to ground truth or theoretically expected values.

Latency is a difference in the time between when an event

occurs in the real world and when a proximity monitoring

framework provides output to warning systems that end

users depend upon. Results from validation experiments

conducted to analyze the achievable measurement error

and latency of the monitoring framework using indoor GPS

tracking as a ground truth system are also presented and

discussed.

Keywords Accidents � Buried utilities � Proximity

queries � Collision avoidance � Simulation � Monitoring �
Sensor-based tracking � Real-time visualization

1 Introduction

Civil engineering projects are unique as they lead to the

creation of an unstructured, dynamic, and continuously

evolving work space [50]. Projects in crowded urban areas

present project participants with narrow, constrained work

spaces and limited visibility of resources that increase the

probability of collisions between equipment, workers,

materials, and jobsite infrastructure [8, 56]. Projects

involving the use of large equipment increase the risk of

their collision with workers due to reduced spatial aware-

ness for operators as a result of blind spots on equipment

and haul roads. Some projects require equipment to be

operated remotely through a process called teleoperation in

which operators control equipment with the aid of video
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cameras and wireless technology. Such operations intro-

duce an additional obstacle in achieving spatial awareness

due to limited field of view afforded by on-board cameras

[7].

The lack of clear visibility and spatial awareness results

in accidents such as workers-on-foot being struck by heavy

equipment; and collisions between equipment and workers

or two pieces of equipment [8]. In addition to the above

scenarios, certain projects inherently pose constraints on

equipment operators’ ability to clearly perceive and ana-

lyze their working environment [61]. For example, exca-

vator operators carrying out excavation operations in

presence of underground utilities are faced with the con-

stant risk of striking buried utilities. Operators must rely on

judgment and experience to determine the position of

buried utilities in the absence of equipment and infra-

structure tracking. Another example of the lack of clear

visibility is the case of drilling equipment operators car-

rying out operations on reinforced concrete slabs. As the

underlying reinforcement steel and utility conduits are

hidden from the operators’ view, they cannot be certain of

correct drilling locations in the absence of drill-bit posi-

tion–orientation tracking with respect to the obstruction

locations.

In 2009, visibility-related fatalities that included

equipment accounted for a total of 521 fatalities due to

workers being struck by moving equipment [21]. Excava-

tion-related damage to buried utilities caused 544 major

accidents resulting in 37 fatalities, 152 injuries, and close

to $200 million in property damage [45]. The high number

of accidents resulting in injuries, fatalities, and monetary

and productivity loss has thus led to significant research

interest in tackling the problem of construction jobsites

accidents that are related to reduced spatial awareness.

In this paper, the authors investigate the types of

occurring spatial interactions and the need for real-time

monitoring on construction jobsites. A computing frame-

work is presented for monitoring interactions between

mobile construction equipment and other job-site entities

such as buried infrastructure, workers-on-foot, and other

equipment. The framework is based on the use of sensor-

based tracking and an evolving 3D graphical database.

Results from the experiments conducted to analyze the

achievable measurement error of the monitoring frame-

work using indoor GPS tracking as a ground truth system

are presented and discussed. The remainder of this paper is

structured as follows: Sect. 2 provides an overview of

equipment-related accidents on construction job sites and

currently adopted avoidance technologies and methodolo-

gies. Sections 3 and 4 present limitations with current

approaches and the authors’ proposed methodology. Sec-

tion 5 introduces the technical approach and Sect. 6 pre-

sents an implemented framework called PROTOCOL that

is designed for real-time spatial queries in 3D visualiza-

tions of concurrent engineering processes. The results from

validation experiments are provided in Sect. 7. Limitations

and future improvements are presented in Sect. 8.

2 Literature review

Due to the large number of accidents and fatalities on

construction jobsites, significant prior research has been

conducted to understand their root causes. While the US

construction industry accounts for only around 7 % of the

total workforce, it is responsible for nearly 20 % of all

industrial fatalities [34]. The common construction jobsite

accidents are workers being struck by equipment or falling

objects, workers falling into trenches or openings, elec-

trocution, burns, and incidents involving collapse of

structures.

Table 1 shows the number of fatalities caused due to

workers being struck by an object or equipment in con-

struction, mining, and manufacturing industries over a

5-year period as recorded by the Bureau of Labor Statistics

(BLS, [6]).

It is estimated that approximately one-fourth of the

construction worker deaths are the result of collisions,

rollovers, struck-by accidents, and a variety of other

equipment-related incidents [21]. One of the chief con-

tributing factors is workers-on-foot and large mobile

equipment sharing the same workspace. Appreciation of

the risks involved has resulted in rules and policies gov-

erning the operation of equipment on construction jobsites.

Occupational Safety and Health Administration (OSHA,

[43]) regulations 29 CFR 1926 Subpart O, 1926.601(b)(4)

and 1926.602(a)(9) require mobile construction equipment

to be equipped with operational back-up alarms and/or a

spotter that signals when the equipment can safely backup.

There is a requirement for the alarms to be audible even in

the presence of high ambient noise that is typical on a

construction jobsite [43]. These regulations further rein-

force the fact that equipment operators suffer from reduced

visibility and spatial awareness.

Table 1 Fatalities per year due to workers being struck by objects or

equipment in construction, mining, and manufacturing sectors [6]

Years Construction Mining Manufacturing

2010 141 41 93

2009 154 34 95

2008 208 51 116

2007 215 71 138

2006 223 60 152
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The situation is more severe during night-time con-

struction due to the lack of natural light and poorly lit

workspaces. A large percentage of highway construction

takes place at night to reduce its adverse effects on traffic

flow [2]. Thus, the lack of visibility becomes a greater

contributing factor. Poor lighting and visibility-related

issues were found to be one of the leading causes of

accidents involving traffic and workers, and construction

equipment and workers [2].

The following statistics on worker safety from the

Federal Highway Administration (FHWA) and BLS show

that lack of clear visibility and spatial awareness is a major

cause of a large number of accidents. Nearly half of the

worker fatalities are caused when workers are run over or

backed over by vehicles or mobile equipment. Between

2005 and 2010 runovers/backovers were the cause of an

average of 48 % of worker fatalities. The second most

common cause of worker fatalities is collisions between

vehicles/mobile equipment. The third most common cause

of worker fatalities is workers caught between or struck by

construction equipment and objects. Between 2005 and

2010, this was the cause of an average of 14 % of worker

fatalities [15].

Operations that involve concealed or buried infrastruc-

ture such as excavation, trenching, and drilling also pose

visibility and spatial constraints on operators. The lack of

knowledge of the equipment end effectors’ location in

relation to concealed infrastructure results in inadvertent

strikes. Thus, there is a clear need to supplement workers

and equipment operators’ visibility through additional

means and provide increased spatial awareness. Prior

research addressing these issues can be generally classified

into: (1) vision-based environment recreation approaches

and (2) position–orientation tracking-based approaches as

summarized in Table 2.

Several technologies have been used to improve posi-

tional awareness and knowledge of the surroundings (e.g.,

[54, 55]). A preliminary real-time crash avoidance frame-

work using 3D imaging sensors for equipment control was

presented by Chi et al. [10]. Kim et al. [27] demonstrated

the use of a laser rangefinder along with pan and tilt

kinematics to recreate the job site using convex hulls and

workspace partitioning. Simulations involving obstacle

avoidance, artificial-potential function, and minimum dis-

tance algorithms showed the potential of a job-site warning

system in preventing collisions [27]. Sparse range point

clouds using laser range finders have also been used to

produce a rapid 3D modeling approach with\5 % error for

object recognition [29]. Cho et al. [11] presented a new

method for rapid modeling and visualization of a local area

based on geometric information about objects obtained

using simple sensors (such as a single-axis laser range-

finder and a video camera) for better planning and control

of construction equipment operations in unstructured

workspaces. Son et al. [50, 51] presented the use of flash

LADARs for real-time 3D modeling of a construction

worksite for autonomous heavy equipment operation.

Radio Frequency (RF) technology has been imple-

mented to provide real-time warnings to RF-tagged

equipment operators and workers by triggering alarms

when the distance between equipment and worker drops

below a safety threshold [57]. Low-frequency, low-power

magnetic fields-based radio frequency identification

(RFID) technology was employed by Schiffbauer and

Mowrey [48] to provide warnings when workers and heavy

equipment come too close to each other. Oloufa et al. [44]

have demonstrated the use of global positioning system

(GPS)-based tracking for providing warnings about

impending collisions between equipment by calculating the

intersection point of the two vectors representing two

moving vehicles. We refer the reader to Zhang et al. [61]

for a comprehensive and informative survey and references

to other work using GPS for equipment tracking and

automated control of construction equipment. Hwang [24]

and Cheng et al. [9] also demonstrated the use of ultra-wide

band (UWB) technology to monitor dynamic construction

resources operating in harsh outdoor environments. Ruff

and Hession-Kunz [47], Teizer et al. [57], and Marks and

Teizer [36] implemented RFID technology to develop

warning systems that monitor worker proximity to heavy

construction equipment.

3 Limitations of existing methodologies

Any collision detection or proximity monitoring algorithm

between equipment, personnel, and/or job-site infrastruc-

ture involves at least two entities. The entities can be static,

such as on-site materials and job-site infrastructure, or

dynamic, such as equipment and workers-on-foot. It is

Table 2 Existing

implementations and

technologies can be divided into

sensor-based approaches and

vision-based approaches

Vision-based job-site reconstruction Position–orientation tracking sensor

Laser scanning—sparse point clouds Global positioning system (GPS)

Laser scanning—dense point clouds Radio frequency identification (RFID)

Flash laser detection and ranging (LADAR) Radio frequency (RF) sensing and actuating

Computer vision—object recognition Ultra-wide band (UWB)
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required that a safety monitoring system on a busy job site

be capable of tracking distance on a one-to-many basis.

Table 3 summarizes the possible interactions between

various entities present on a typical construction job site.

The existing collision detection or proximity monitoring

methodologies can be divided into two groups. The first

group consists of those technologies in which tracking

sensors can be placed on entities I and II from Table 3.

Technologies such as GPS, RF transmission, UWB, and

RFID, all require sensors to be present on both entities to

obtain their location for use in proximity analyses. The

second group of technologies includes those that re-create

job-site infrastructure and layout in 3D models for use in

real-time analysis. Thus, there is a requirement for entities

such as materials and infrastructure to be in the line-of-

sight of these sensing technologies (such as 3D imaging

sensors).

The unique and diverse nature of construction job sites

means that no single technology can be applied to all

scenarios owing to physical and practical constraints. For

example, underwater construction will pose limitations on

the use of GPS and RF transmission for position tracking.

Similarly, operations where infrastructure is covered by

soil and/or concrete will limit the efficacy of vision-based

sensing technologies. Object modeling and/or recognition

requires that the object be visible to laser scanners and

cameras. This is not possible for rebar embedded in con-

crete and buried utility.

Operations such as these require knowledge of the

location of the dynamic entity (excavator, drilling equip-

ment) as well as the embedded entity. Tracking the former

entity is possible through the use of tracking sensors such

as GPS. However, the latter entity involved in the query is

neither capable of being instrumented with sensors nor

visible to vision-based technologies such as laser scanners.

As a result, the existing methodologies cannot be directly

applied to such operations. A new methodology combining

tracking sensors instrumented on the dynamic entity (entity

I) and a graphical database representing the static entity

(entity II) is thus developed and proposed to assist

equipment operators in gathering the necessary spatial

awareness. The following section describes the proposed

methodology using construction operations involving

underground or out-of-sight infrastructure as a motivating

example.

4 Proposed methodology

Operations such as excavation in the presence of buried

utilities pose additional challenges to equipment operators.

Lack of accurate information about the location of the

hidden infrastructure in elevation (vertical plane) and plan

(horizontal plane) reduces the spatial awareness of an

operator with respect to their work zone. For example,

excavating beyond the permissible safe depth in the pres-

ence of buried utilities can trigger accidents, leading to loss

of life and damage to equipment and property [45]. To

address this situation, a methodology involving the com-

bination of sensor-based tracking and concurrent analysis

of a graphical database is proposed. While the developed

methodology can be applied to any operation involving

hidden infrastructure, the example of buried utility exca-

vation is used herein for illustration purposes.

An excavator operator digging in the presence of sub-

surface utilities (as seen in Fig. 1) is primarily concerned

about inadvertent contact with underlying pipes, cables,

and conduits. To be able to dig safely and efficiently, an

operator must know the location of the excavator’s digging

implement relative to buried utilities lying in close prox-

imity. An effective means to convey this information to the

operator is visually. Furthermore, the presence of audio-

visual warnings to inform the operator of impending col-

lision between a digging implement and underlying utilities

can help prevent potential accidents.

The basic proximity monitoring relationship is between

an excavator (specifically its digging implement) and a

single buried utility. Warnings and real-time 3D visuali-

zation are achieved by (1) instrumenting the dynamic entity

in the relationship with tracking sensors (for example—

Fig. 1 Limited visibility facing excavator operators and uncertainty

regarding location of buried utilities

Table 3 Types of interactions between entities on a construction job

site (assumes that equipment and its operator are viewed as a single

entity)

Entity I Entity II

Equipment Equipment

Equipment Worker-on-foot

Equipment Job site infrastructure

Equipment Job-site materials

Worker-on-foot Job-site infrastructure

Worker-on-foot Job-site materials

Job-site materials Job-site infrastructure
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instrumenting an excavator with position and tilt sensors);

(2) creating a 3D graphical database to represent the static

and dynamic entities and (3) analyzing interactions

between entities in a real-time 3D visualization. Figure 2

illustrates the proposed methodology. The dynamic entity’s

3D model is updated in real-time through tracking sensors

at the job site. Thus, the 3D visualization serves as a

simulation of the real-world operation. As the operation

proceeds, the graphical database is analyzed for proximity

as well as collisions between included entities. Results

from the analysis can be used to trigger audio-visual

warnings to notify the operator with vital information such

as (1) proximity of excavator’s digging implement to

underlying utility; (2) breach of safety threshold; and (3)

impending collision. The post-analysis reaction is tailored

to suit the requirements of a specific operation.

The ability to view operations in real-time improves the

overall awareness of operators and site managers. Research

indicates that construction operations such as earth moving,

heavy lifting, material handling, and remote excavation in

cofferdams can be performed more safely and effectively

using graphical models of both the equipment and the

workspace [11, 22, 29]. Thus, in addition to audio-visual

warnings for the operator, real-time 3D visualization of the

operation is also an essential component of the proposed

methodology.

5 Technical approach

The previous section introduced the proposed methodology

to enable tracking for operations involving buried infra-

structure. The methodology, as shown in Fig. 2, consists of

three stages: track, represent in 3D, and analyze. The

technical approach is applied to an operation involving a

dynamic entity such as an excavator and one or many

underground utility lines. However, the same approach can

be applied to any operation involving a pair of dynamic

entities or static entities such as material or job-site infra-

structure as given in Table 3. This approach requires real-

time position–orientation tracking of dynamic entities and

3D geometric models representing the dimensions and

positions of static entities. The final stage is completed by

analyzing the geometric database consisting of all geo-

metric entities involved in the operation.

Efficiency, accuracy, interactivity, ability to handle

dynamic objects, and capability to process a large number

of 3D CAD model shapes, sizes, and forms have been

identified as essential technical requirements of any

method designed for collision detection and interference

analysis of 3D virtual construction simulations [26]. Also

imperative is the ability to perform proximity queries in

real-time by processing position and orientation data.

Output from the analysis stage such as proximity between

entities, potential collision, and breaching of safety

thresholds can be used by downstream processes such as

operator warning frameworks and equipment control

mechanisms. The following sections describe the technical

details of individual components of the proposed approach.

5.1 Track

Excavation operations typically involve infrastructure that

is covered by earth, mud, soil, and debris. Equipment is

used to remove the overlying cover. Excavation equipment

has an end effector (e.g., bucket) that interacts with the

materials overlying the buried infrastructure. Operators of

such equipment cannot be certain of the exact location of

Fig. 2 Proposed methodology: track equipment on job site, represent in real-time 3D simulation, analyze 3D graphical database for proximity

and collisions
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the end effector in relation to buried infrastructure. In order

for such operations to be carried out in a safe manner,

accurate knowledge of the pose (position and orientation)

of the equipment’s end effector is critical. Knowledge of

the end effector’s pose can then be used in the analysis

stage to compute spatial relationships with infrastructure in

its immediate surroundings. Hence, the primary step in

carrying out geometric computations between job-site

entities is tracking the poses of equipment and in particular

their end effectors.

5.1.1 End effector position and orientation

Due to the harsh nature of the work environment and

operation, sensors cannot be typically placed directly on

the digging implement of an excavator. To arrive at the

pose of the end effector, a combination of multiple sensors

and real-time computations is employed. An excavator’s

end effector is its bucket (bucket teeth). However, it is not

practical to place GPS sensors in the bucket owing to the

potential damage due to constant interaction with the soil.

The end effector’s pose is obtained through use of a GPS

sensor placed on the excavator cab and orientation or tilt

measuring sensors placed along the rotating joints for the

boom, stick, and bucket as described in Talmaki and Kamat

[53]. The use of an indoor GPS tracking system has been

demonstrated to calibrate the sensors on-board a backhoe

loader and track its position and orientations while per-

forming operations in real-time [28].

As the pose of the end effector cannot be directly

obtained, computations are made with output from multiple

position and orientation sensors placed on the equipment as

schematically represented in Fig. 3. Real-time calculations

are performed to derive the end effector pose. Thus, the

tracking stage is responsible for determining the pose of the

dynamic entity’s end effector or component that interacts

with other job-site entities. Pose determination is done

through a process of forward kinematics.

In forward kinematics, the final shape of the articulated

chain is dependent on the angles explicitly specified for

each of its links [25]. The output has two components to

it—position and orientation. A six-parameter vector is used

to describe the spatial location and orientation of an object

in space. A similar approach has been successfully

implemented in autonomous navigation and aircraft auto-

pilot systems [13]. The six parameters making up the

vector are latitude, longitude, altitude, roll, pitch, and yaw.

Position sensors such as GPS compute locations in terms

of geodetic latitude, longitude, and altitude above an

imaginary ellipsoid. These locations are provided with

respect to a specific geodetic datum or reference coordinate

system. For GPS, the datum is WGS-84 [12]. Position

coordinates are sometimes converted from spherical units

such as latitude–longitude to planar systems such as uni-

versal transverse mercator (UTM), which are more accu-

rate at representing smaller areas by preserving angles and

not distorting shapes. Planar systems employ linear units

such as meter and foot and thus measurements made in

them can be directly used in distance and other computa-

tions unlike spherical units [17].

Orientation is defined in terms of a triplet of parameters

that are traditionally used to illustrate rotation of an aircraft

in aeronautical domains [46]. The triplet of roll, pitch, and

yaw compute the rotation of a body about its longitudinal,

transverse (lateral), and vertical axis, respectively. Thus,

the output from the ‘Track’ stage is used to update dynamic

entities and analyze their interactions with other job-site

entities, and also to create a graphical simulate of the job

site.

5.2 Representation in 3D

The second stage of the proposed technical approach is

representing the job-site operation being performed in a real-

time 3D visualization. The use of telepresence and virtual

reality has been shown to have promise for visualization and

study of hostile and extreme environments [20]. Virtual

reality allows users to see beyond what is possible through

conventional video camera feeds. The authors envision that a

virtual reality scene representing a city block can be

manipulated by a utility inspector to alter the transparency of

the surface of terrain and to show buried infrastructure in that

Fig. 3 End effector position–

orientation computation through

sensor fusion and real-time

computation
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area. 3D virtual scenes also enable operators to enjoy views

of their equipment and surroundings that are not feasible

through placement of conventional cameras that have a much

narrower field of view [23].

5.2.1 Types of 3D models

3D models or geometry can be represented in a variety of

formats such as wireframe models, surface models, solid

models, meshes, and polygon soups. Depending on the

level of realism required, 3D models can vary in accuracy,

memory requirements, difficulty of modeling, and use in

real-time rendering and analysis. However, the choice of

3D geometry format also depends on the end application

and real-world entity being modeled. Polygonal meshes are

the most commonly used type of format to represent 3D

geometry. Their popularity is also enhanced due to their

versatility and ease of rendering [32, 37, 49].

Parametric representations of surfaces typically define a

surface as a set of points and are commonly used in many

commercial modeling systems [3]. Non-uniform rational

B-splines (or NURBS) is an example of parametric meth-

ods. Applications requiring the use of a truly smooth sur-

face at every scale find NURBS to be a convenient option

to implement [37]. Implicit surfaces define a set of points

that satisfy a function F where F(x, y, z) = 0 and all points

that satisfy the criterion F(x, y, i) \ 0 define a solid that is

bounded by the implicit surface. Constructive solid

geometry (CSG) allows 3D shapes to be built from simpler

primitives such as cubes, cylinders, and spheres through the

application of boolean operations on them. 3D file formats

used within the CAD domain often store their geometric

data such that CSG principles can be used to operate upon

them [37].

Boundary representation (or B-rep) describes a solid in

terms of its surface boundaries, i.e., vertices, edges, and

faces [14]. In B-rep a data structure containing information

about an object’s edges, faces, vertices, and their topo-

logical relationships is used to represent it. Figure 4 shows

the classification of 3D models into the above-described

formats. For a detailed review of 3D model types, the

reader is referred to Foley et al. [16] and Hearn and Baker

[19]. Polygon models are the most suitable format for

hardware-accelerated rendering and the most commonly

used format for representing 3D models [32, 37, 49].

Hence, the polygon soups class of polygon surface models

were selected as the 3D model format to represent real-

world entities and perform geometric analysis.

5.2.2 Georeferenced 3D models: static entities

Dynamic entities on a job site are tracked using position

and orientation sensors. Their equivalent 3D models in a

real-time simulation are updated through position and ori-

entation output from the ‘Track’ stage of the framework.

However, to monitor spatial relationships between static

and dynamic entities, equivalent positional information

must be made available regarding the location of static

entities. This is made possible through the use of geore-

ferenced or location-aware 3D models. Georeferencing

refers to the ability to assign a location attribute to data.

The location attribute can be obtained through archived

data sources such as geographic information system (GIS)

databases, infrastructure repositories, and as-built draw-

ings. Static entities such as underground utilities, embed-

ded rebar, temporary structures, and material stock piles

have their location information linked to the earth’s

surface.

Thus, georeferencing ensures that 3D models repre-

senting static entities can be used in the same analysis with

dynamic entities that utilize position–orientation informa-

tion having a common coordinate system. Specifying the

location of an object on the earth’s surface is done through

coordinate systems such as geographic coordinate systems

Fig. 4 Classification of 3D

model representations
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(GCS) that use spherical units (latitude–longitude) or pro-

jection coordinate systems (PCS) that use linear units.

When creating a 3D simulation, it is important to note that

all position–orientation data and georeferenced 3D models

are sharing the same coordinate system and units. Dis-

similar systems and/or units can result in 3D models

appearing further away than in reality and the resulting

analysis will also produce unusable output. Thus, spatial

analysis between dynamic and static entities is made pos-

sible through the use of georeferenced 3D models.

5.2.3 3D model updates: dynamic entities

In order for a 3D visualization to simulate an ongoing

operation, all dynamic entities must update their pose to

match their real-world counterparts. In addition to the 3D

visualization stage, updates made to dynamic entities are

used downstream in the ‘Analysis’ stage. 3D models rep-

resenting dynamic entities thus afford equipment operators

a virtual 3D view of the operation they are performing and

concurrent geometric proximity analysis between job-site

entities.

5.3 Analyze

The analysis of interference and/or interaction between

geometric entities is intended to help equipment operators

by providing improved spatial awareness. This can only be

achieved if all computations are carried out in real time

(i.e., concurrently with the real-world operation). It thus

follows that efficiency of the algorithms implemented in

the analysis stage is critical. At the same time, accuracy of

the chosen algorithm cannot be sacrificed to achieve opti-

mum real-time or near real-time performance.

5.3.1 Creation of 3D graphical database

A class of polygon surface models known as polygon soups

is made up of several hundred geometric primitives (e.g.,

triangles and quads) that are often present in an un-orderly

arrangement with no topological relationships between

adjacent polygons. Figure 5 shows the 3D model of a dump

truck and its corresponding polygon surface model show-

ing the composition of its surface. Such a collection of

polygons is commonly referred to as a polygon soup. When

a proximity query is made between a pair of entities, the

objects’ geometric primitives and their global position and

orientation combine to create the graphical database for the

query at hand as shown in Fig. 6.

Computational queries provide valid output as long as

their underlying graphical database is current in terms of

geometric makeup and object pose. The geometric primi-

tive component of the graphical database remains the same

unless there is a change in equipment type or configuration

(e.g., a change of end effector for an excavator). The pose

is updated in real-time and maintains the fidelity of the

database. Thus, it is important to point out that both geo-

metric content and pose information must represent their

real-world counterparts at all times to ensure meaningful

analysis. Figure 6 shows the breakdown of 3D models into

their geometric primitives for illustration purposes only as

the analysis of the graphical database is performed in a

multi-stage manner and involves operations at the object

and sub-object level, and not always at the primitive level

as seen in the following section.

5.3.2 Analysis of 3D graphical database

Algorithms for the detection of interference between

objects are an essential component in virtual environments.

Their applications are wide spread and can be found in

areas ranging from surgery simulation and games to cloth

simulation and virtual prototyping [58]. The set of spatial

queries between a pair of objects includes collision detec-

tion, exact separation distance computation, and approxi-

mate distance measurement to a tolerance value [30].

A bounding volume (BV) is used to bound or contain

sets of geometric primitives such as triangles, polygons,

Fig. 5 Polygon surface models

and their corresponding

polygonal/wireframe view
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and NURBS [30]. The most common types of bounding

volumes (BVs) are spheres, axis-aligned bounding boxes

(AABBs), oriented bounding boxes (OBBs), discrete-ori-

ented polytopes (k-DOPs), ellipsoids, convex hulls, and

sphere swept volumes (SSVs) [30, 58]. The efficiency of a

bounding volume is affected by the choice of a BV type.

Efficiency is achieved by a trade-off between tightness of

fit and speed of operations between two such BVs. No

single BV is optimal for all situations and queries [30].

The underlying algorithm in the developed methodology

uses SSVs as the BV type. First- and second-order statis-

tical methods are used to compute the BVs. The mean and

covariance matrix are computed for vertices of all triangles

making up the object and used to summarize the object’s

primitive vertex coordinates. Computation details and

formulae are described in detail in Gottschalk et al. [18]

and Larsen et al. [30]. An OBB is first constructed to

enclose the underlying geometry using the eigenvector of

the covariance matrix computed for vertex coordinates.

The second step consists of creating BVs of SSV type.

There are three types of SSV: point, line, and rectangle

SSV. Selection of SSV types is based on the dimensions of

the OBB constructed. The BVs are arranged in a hierar-

chical manner beginning with the root node that encom-

passes all geometry associated with an object and ending

with leaf nodes that contain only a single triangle. The BVs

thus created at different node levels form a bounding vol-

ume hierarchy (BVH) using a top-down strategy. All tri-

angles in a given node are split into two subsets where each

subset then becomes a child node of the current node. This

subdivision continues until a given node contains only a

single triangle or primitive and can no longer be further

subdivided.

Triangles in a node are subdivided based on a splitting

rule described in Gottschalk et al. [18]. The first step of the

subdivision process is the selection of a suitable axis. The

subdivision rule that is adopted in this procedure uses the

longest axis of a box (i.e., OBB created for the geometry).

If the longest axis cannot be selected then the second

longest axis is chosen, else the shortest axis is chosen. In

the next step, a plane orthogonal to the selected axis is

constructed. This plane acts as the partitioning plane such

that polygons are divided into two groups according to

which side of the plane their center point lies on. The

subdivision process continues until a group of polygons

cannot be further partitioned by this criterion (i.e., the

group is considered indivisible or it encounters a leaf node

that contains only a single triangle/primitive).

Traversal of a BVH during a proximity query is referred

to as bounding volume tree traversal (BVTT). The traversal

begins at the root node and proceeds along the tree in a

depth-first or breadth-first manner. The distance query

returns the exact distance between a pair of objects, while

the collision query returns whether they are overlapping or

not as illustrated in Fig. 7.

Overlap and distance computations are performed using

a multi-stage approach. The first stage is less computa-

tionally intensive and is used to eliminate a large number

of test pairs from being passed on to the more computa-

tionally demanding second stage. In the first stage, OBBs

are used to determine if two objects are disjoint or over-

lapping. The same computation is used by overlap as well

as distance tests to eliminate or prune object pairs from

further checks. The algorithm is based on the separating

axis theorem that is described in detail in [18]. A pair of

bounding boxes to be checked for overlap is projected onto

Fig. 6 Creation of graphical database from 3D models’ polygon

soups and their global position–orientation. The colors given to the

triangular primitives are intended to represent the surface color of the

entities they represent—yellow ? black for entity 1 and gray for

entity 2 (color figure online)
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a random axis in 3D space. In this axial projection, each

box forms an ‘interval’ on the random axis. An interval is

the distance between two projected points on a random

axis. If the intervals of the boxes do not overlap then the

pair is disjoint/separate for that given axis. Such an axis is

termed as a ‘separating axis’. The separating axis proce-

dure is graphically represented in Fig. 8. Once an over-

lapping axis is found, no further tests are required to check

for overlapping.

If on the other hand, the intervals are found to be

overlapping, then further tests are required to determine

concretely whether the pair is separate or overlapping. Two

boxes are disjoint if and only if a separation axis exists

which is orthogonal to a face of either box or orthogonal to

an edge from each box. Each box has three unique faces

and three exclusive edge orientations. Thus, a total of 15

(six face combinations and nine pair-wise edge combina-

tions) separating axes exist for a given pair of boxes. If no

separating axis exists, then the boxes are overlapping and if

the current OBB is a leaf node (i.e., bottom-most node

enclosing a geometric primitive), then the pair is passed to

stage two for further computations.

The second stage is more computationally demanding

and checks for overlap between underlying geometric

Fig. 7 Flow chart illustrating the progression of distance and collision queries in underlying algorithms
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primitives. If primitives are found to intersect, i.e., no

separation distance between primitives, the computation,

which uses a list of primitives making up the object,

determines which primitives on each object are intersecting

and their exact points of intersection. If primitives are

found to be separate, the separation distance between them

is calculated. Computation and algorithm details involved

in the stage-two leaf-node tests are described in greater

detail in Larsen et al. [30]. The algorithm first determines if

the closest points between the primitives lie on their

boundary edges. This is determined through the use of

external Voronoi regions. An external Voronoi region for

an edge A of a primitive is defined as the region of space

outside the primitive in which all points are closer to edge

A than any other features of the primitive.

According to the lemma used in the algorithm in Larsen

et al. [30], there are three possible configurations for a pair

of edges A and B belonging to two primitives—(1) edge B

is present entirely inside the Voronoi of A; (2) some points

of B are inside and some outside the Voronoi of A; and (3)

B is present entirely outside the Voronoi of A as shown in

Fig. 9. From a possible 16 pairs of edges, if no pairs satisfy

the requirements of the lemma, then primitives are either

overlapping or the closest point lies in their interior. Cases

one and two are simple acceptance rejection configurations

while case three requires additional tests to be performed.

To determine if primitives are overlapping or separate, a

modification of the separating axis theorem used in stage

one for OBB comparison [18] is used. Primitives are pro-

jected to a unit direction and the distance between intervals

is computed. This value represents the lower bound for the

actual separation distance [30]. If one of the closest points

is in the interior of a primitive, the maximum magnitude of

the normal vector to each primitive gives the upper bound

Fig. 8 Use of separating axis to determine overlap between OBBs

Fig. 9 Use of external Voronoi regions to determine configuration of pairs of edges
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of the separation distance. If both the lower and upper

bound values are zero, then the primitives are overlapping.

The algorithm described in Larsen et al. [30] uses opti-

mization techniques to speed up computations and by

pruning nodes sooner in the tree traversal. It optimizes

proximity queries through a technique called priority

directed search. Priority queue is a variation of the con-

ventional queue data structure in which elements have a

user-determined priority associated with them. Elements

with higher priority are given preference over elements with

lower priority. The priority in this case decides the order in

which proximity tests are to be performed. The algorithm

for proximity queries assigns priority based on distance

from the current BV pair. Closer BV pairs are given higher

priority and checked prior to BVs lying further away.

Another technique used to optimize proximity queries

takes advantage of coherence between successive frames of

motion. The distance between a pair of objects changes by

relatively small amounts between successive frames due to the

high frequency of performing proximity queries. The closest

pair of triangles from a given query is recorded or cached and

their corresponding separating distance is used to initialize ‘D’

rather than initialization with a very large value as shown in

Fig. 7. This technique is known as triangle caching. As the

distance moved is very small, the value of ‘D’ from a prior

frame is very close to the current ‘D’ between a pair of objects.

Details of the priority-directed search and triangle caching

optimizations can be found in Larsen et al. [30].

6 Protocol

Figure 10 shows a real-time simulation framework to assist

excavation operators carry out operations in the presence of

buried utilities, avoiding unintended strikes [52]. The

framework is generic and can be used to simulate any

construction operation where operators experience reduced

visual guidance and spatial awareness. SeePlusPlus is the

3D visualization component of the framework that allows

users a virtual, interactive view of the ongoing operation.

S2A2 (sensor stream acquisition allocation) Framework is

responsible for transmitting position and orientation sensor

data from the real-world job site into the virtual world.

Thus, input from S2A2 is used to update 3D models in the

visualization and real-time spatial queries.

There are dedicated modules for creation of static and

dynamic 3D entities. The B3M Toolkit is used to create

georeferenced 3D models of buried utilities. These models

can be directly used in the simulation as they are location-

aware. 3D models that are location aware can be loaded

into a scene without the need to be manually given a

position and/or orientation. Their location in the real world

Fig. 10 Constituent modules

making up the overall

framework to assist excavation

operators in avoiding buried

utility strikes
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is represented in the 3D models when they are created.

VirtualWorld Creator provides 3D models representing

articulated construction equipment used in the operation.

While Fig. 10 shows an excavator being introduced, it can

provide the appropriate 3D equipment model based on the

type of operation being simulated. PROTOCOL is the

module responsible for providing spatial queries using 3D

models representing static and dynamic entities, receiving

sensor input from the real world, and providing audio-

visual warning feedback to the user for accident avoidance.

Thus PROTOCOL is a software module that is designed to

integrate with a 3D visualization system and allow users to

make spatial queries. Users can select between proximity

monitoring, collision detection, and tolerance checking que-

ries. The PROTOCOL name was chosen to reflect the three

categories of queries available. PROTOCOL’s geometric

computational functionality is designed using the Proximity

Query Package (PQP) library [42]. The PQP library uses

geometric primitives making up an object and its global pose

to compute proximity between two or more objects.

As described in Sect. 5, the use of low-level geometric

primitives for distance computation and collision detection

ensures that these computations can be made to a much

higher resolution than that possible through use of

bounding volumes alone. However, the use of polygon

surface models to represent static and dynamic entities

means that 3D objects need to be decomposed into their

primitives to be used by the algorithms. The decomposi-

tions represent the polygon surface model as a list of its

constituent triangle primitives and are stored in memory as

‘tris’ files. A 3D model composed of quads or other non-

triangular primitives is also automatically decomposed into

Fig. 11 PROTOCOL graphical

user interface for spatial query

instantiation between dynamic

and static entities

Fig. 12 PROTOCOL graphical

user interface for spatial query

instantiation between dynamic

entity pairs
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its equivalent list of triangles. The geometric primitives

representing a rigid body remain consistent throughout its

operation. Thus, pose updates from real-world sensors

when combined with tris files can represent a real-world

entity’s pose in a virtual world. Every tris file can be used

for multiple instances of the same 3D model by simply

substituting each instance’s position–orientation.

PROTOCOL is implemented as a plugin to SeePlusPlus

and is presented to the user as a graphical user interface

(GUI) where queries can be created between entities.

Figures 11 and 12 show the PROTOCOL GUI for static

query and dynamic query creation, respectively. One-one

and one-many relationship queries can be created. Any

combination of distance, collision, and/or tolerance queries

can be instantiated between two entities. Tolerance queries

can be used to check if a predetermined safety threshold

distance has been breached during operation.

Figure 13 shows the list of queries created and entities

participating in a given query. The GUI provides an option

to render a line joining the closest points between a pair of

objects that is aimed at assisting operators in identifying

the entities that are participating in the query when the

number of entities is high. In addition, queries created in

PROTOCOL can be saved and re-used for future use. This

feature is envisaged as being useful in scenarios where the

end user such as an equipment operator can load a pre-

created virtual scene and proximity queries without having

related expertise in those areas.

7 Validation experiments

The two key parameters to measure a proximity monitoring

framework’s effectiveness are measurement error and

latency. Measurement error in this case refers to the error

of the computed distance with regard to ground truth or

theoretically expected values. Latency in this case is a

measure of time lag between an event occurring in the real

world and a proximity monitoring framework providing

output to warning systems that end users depend upon. This

section describes experiments carried out to test the mea-

surement error and latency of the PROTOCOL module.

The experiments were carried out at the Intelligent Sensing

and Automation Testbed (ISAT) at the National Institute of

Standards and Technology (NIST) in Gaithersburg, Mary-

land. The following sections describe the details of the

experimental setup, methodology, and results.

7.1 Proximity test

PROTOCOL’s proximity measurement performance is

evaluated in this experiment. The metric for PROTOCOL’s

proximity measurement performance is the difference

between PROTOCOL’s reported proximity and ground

truth or theoretically expected values. Any variations

between computed and expected values will demonstrate

PROTOCOL’s contribution to computational errors.

However, to ensure that any errors are purely computa-

tional and not originating from position and orientation

tracking, a tracking system with sufficient accuracy must

be used. Although modern, commercial GPS units are

capable of sub-centimeter position accuracies using certain

technologies such as differential-GPS (DGPS) and real-

time kinematic GPS (RTK-GPS), their accuracies can be

reduced due to environmental factors, surroundings, and

line-of-sight to the sky [33]. Thus, the use of outdoor GPS

or technologies that cannot guarantee a consistently high

level of positional accuracy can adversely affect the

Fig. 13 PROTOCOL graphical

user interface for displaying list

of queries created and entities

involved in the query
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computations performed by PROTOCOL. If position

tracking is inaccurate and the magnitude of uncertainty

cannot be measured, the difference between PROTOCOL

computed distances and theoretically expected values

cannot be attributed to either positional input or PROTO-

COL computations.

To ascertain the cause of uncertainty, a tracking sys-

tem capable of consistent readings was required for this

experiment. Indoor GPS (iGPS) is one such tracking

technology that is capable of sub-millimeter

(±0.250 mm) position tracking accuracy [41]. iGPS can

be compared to the GPS constellation of satellites where

Fig. 14 1 Indoor GPS transmitter; 2 indoor GPS tracking probe (i6 Probe) and its tracking tip; 3 test sphere mounted on tripod; 4 experiment

setup with i6 Probe placed adjacent to test sphere

Fig. 15 Graphical

representation of the layout of

the eight iGPS transmitters

(large circles) in the ISAT with

some of the measured data

shown as dots in the figure
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each indoor transmitter plays a similar role to a GPS

satellite. Instead of satellites, iGPS uses infrared laser

transmitters that emit laser pulses. When a receiver

obtains pulses from more than a single transmitter, it can

compute its position and orientation within the coordinate

system defined by the transmitters. Photo detectors pick

up the signals and compute angle and positions based on

the timing of the arriving light pulses. Figure 14 shows

the instruments and sensors used to conduct the experi-

ment. Figure 15 is a graphical, overhead view of the

ISAT testbed.

The radius and center of the test sphere in Fig. 14(3)

were measured using the iGPS. Distances measured with

the iGPS were treated as ground truth. The test sphere and

probe tip were modeled as polygon surface spheres to be

used in geometric proximity analysis and real-time 3D

visualization. The proximity test consisted of a series of

seven iterations starting at a distance of \0.3048 m (1 ft)

surface-to-surface separation between the test sphere and

the probe tip. Successive iterations were made at 0.6096 m

(2 ft) increments. For each iteration, ten readings were

made to account for variations in the iGPS tracking. For

every measurement, the error which is the difference

between the value computed by PROTOCOL and the

ground truth was calculated. Table 4 shows the separation

distance error for the complete range of separation dis-

tances. Since the iGPS positional uncertainty for a given

point is ±0.250 mm, the difference between two iGPS

points can vary by a combined ±0.354 mm, where

0.354 = H(2 9 (±0.252)).

7.2 Latency test

A good proximity monitoring system must be capable of

analyzing input and providing real-time or near real-time

output in order for it to be useful. Bryson [5] identified the

two main causes of dynamic distortion in real-time com-

puter graphics system as lag and frame rate. In these

experiments, lag was defined as the time offset in the data

stream from a tracker to the graphical image. It was also

observed that frame rate depended upon the scene com-

plexity, varying from very simple rendering to those

requiring considerable computation and rendering in

response to user movement [5].

In its basic form, latency is a measure of overall delay in a

system. However, its constituent time delays and their

measurement are system and implementation specific. In the

case of PROTOCOL, the delay is measured between an event

occurring in the real world and a warning being given to the

user by the system. For example, if PROTOCOL is set to a

tolerance mode of 1 m, the system must provide output for

audio/visual warnings when two entities are within 1 m or

less of each other. The time delay between entities coming

within the tolerance distances in the real world and audio/

visual warnings being provided to the user is an example of

overall system latency as represented in Fig. 16.

Table 4 Comparison of PROTOCOL computed values and ground truth values for various separation distances

Iteration

#

Nominal separation

distance (m) (ft)

Ground truth (average for ten

readings) (mm) ± 0.354 mm

PROTOCOL computed (average for ten

readings) distance (mm)

D (mm) (computed—

ground truth)

1 \0.305 (1) 290.360 292.420 1.560

2 0.305–0.914 (1–3) 724.730 725.878 1.148

3 0.914–1.524 (3–5) 1,188.768 1,189.552 0.784

4 1.524–2.134 (5–7) 1,856.836 1,857.434 0.598

5 2.134–2.743 (7–9) 2,475.590 2,476.090 0.500

6 2.743–3.353 (9–11) 3,032.077 3,032.490 0.413

7 [6.096 (20) 7,073.196 7,073.520 0.324

The standard deviations for averages in columns 3 and 4 range from zero to negligibly small and are thus not shown in the table

Fig. 16 Time lag between an

event occurring in the real world

(e.g., job site) and the user

receiving a warning is defined

as system latency
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System latency in relation to PROTOCOL is further

sub-divided into incoming external latency, internal

latency, and outgoing external latency based upon the time

taken to complete specific tasks as shown in Fig. 17.

Incoming external latency refers to the time taken for

sensors placed on or around equipment to register a change

in position–orientation and transmit it to PROTOCOL. It is

a function of the data transmission medium chosen and the

refresh rates of the sensors. Internal latency is the time

taken by PROTOCOL to update the existing graphical

database and perform geometric analysis. Hence, it is a

function of scene complexity and number of entities being

modeled, and the number and types of queries being per-

formed. Finally, outgoing external latency is the time taken

for transmission of analysis output to audio/visual systems

that process and supply appropriate warnings to the user. It

follows that it is a function of data transmission medium

and types of warning devices being implemented. A visual

warning mechanism that is part of the visualization

framework can reduce the time to negligible values while

disparate warning devices such as audible alarms can add

additional time due to additional transmission being

involved.

In this test, a tolerance trigger was used to measure

system latency. The experiment setup was identical to the

distance test, including the i6 Probe, test sphere, and iGPS

transmitter layout. The test was designed to trigger a visual

warning whenever the probe tip was within 30.48 cm (1 ft)

of the test sphere (see Fig. 18) as measured by

PROTOCOL.

Four iterations of the latency test were performed and

the three constituent latencies making up overall latency

were recorded as shown in Table 5. TCP/IP socket con-

nections were used to transmit pose data from the iGPS

server to PROTOCOL’s input stage. Due to the high fre-

quency of streaming data, it was critical to ensure that time

Fig. 17 Breakdown of system latency into constituent components

Fig. 18 Image captured from a video recording of the latency test showing change in background color from white to red signifying breach of

preset safety threshold (color figure online)
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durations of incoming, internal, and outgoing segments

were computed accurately by recording time stamps along

with the pose coordinate for every packet of data. Thus, an

individual pose coordinate’s progress from the iGPS server

through the entire visualization system could be tracked

without error. Incoming external latency was measured as

the time offset between a pose data point being streamed by

the iGPS server and being received by the visualization

system. Internal latency was measured as the time between

a data point being received and its proximity analysis being

completed. Outgoing external latency was measured as the

difference in time stamps between analysis being com-

pleted (and warning being detected) and the visualization

system acknowledging the warning condition by altering

screen color from white to red.

In addition to the above, the iGPS system has a latency

associated with itself due to the frequency at which it updates

readings. The iGPS system has an update rate of 40 Hz which

implies that a data point transmitted by it has a latency of

25 ms associated with it. The incoming external latency

values presented in Table 5 do not include the 25 ms latency.

During the experiments, the probe was being moved at an

average speed of 0.54 m/s. As the iGPS system updates the

location at 40 Hz, the probe tip’s reported position can be up

to 13.5 mm behind its actual position in the real world. For a

given sensor and its corresponding dynamically tracked

entity, the offset would increase with greater speed of motion

and/or a reduction in the position update frequency. To

account for this offset between reported and actual positions,

the future work of the authors includes a stochastic approach

to predict warnings in advance as introduced in the Con-

clusions and Future Work section.

The Nagle algorithm which coalesces smaller data

packets into fewer larger packets is understood as being

one of the causes for transmission delay in the case of

incoming external latency [38]. Investigation of the data

stream from the server application showed that a similar

coalescing of data points was occurring with multiple data

points having the same timestamp. As a result of multiple

data points being sent in bursts, the time offset for some of

the incoming external latencies was observed to be very

high and those samples were ignored for the purpose of

mean and standard deviation calculations. In the current

implementation of the visualization system, the incoming

sensor stream updates are associated with the update tra-

versals of the overall visualization system.

As a result, the sensor stream data have some additional

latency due to residing in the client socket’s buffer prior to

being processed. A modification of the data transmission

Table 5 Latency test results for PROTOCOL

Iteration # Incoming external latency (ms) Internal latency (ms)

1 15.4 13

2 8.0 20

3 3.3 18

4 8.1 10

The outgoing external latencies were negligible and are not shown

Fig. 19 1 Real-time 3D

visualization of experiment; 2

polygon surface models used for

graphical analysis; 3 experiment

setup with test sphere and i6

probe tip

Engineering with Computers

123



design to reduce latency for server and client ends is part of

the authors’ ongoing research. Internal latency times

showed a relatively consistent value for analyzing the

graphical database consisting of the test sphere and the

probe tip as seen in Fig. 19(1, 2). The outgoing external

latency was negligible since the 3D visualization itself was

used to provide visual warnings and is thus not represented

in the Table 5 results.

7.3 Discussion of the experimental results

The distance test results show that the mean separation

distance error is 0.761 mm with a standard deviation of

0.446 mm. Figure 20 shows a plot of the separation dis-

tance error as a function of ground truth separation dis-

tance. The trend of increasing error as the separation

distance decreases is potentially due to the position of the

iProbe during the tests. In the case where the test sphere

and iProbe were in very close proximity, the receivers on

the iProbe were partially blocked by the test sphere

resulting in small variances of the reported position. As the

reported position of the iProbe tip’s center is used to place

its corresponding 3D model, variances of the reported

positions led to unintended translations in the 3D model.

The latency test showed that the mean incoming exter-

nal latency was 8.7 ms with a standard deviation of

4.99 ms. Mean internal latency was 15.25 ms with a

standard deviation of 4.57 ms. The observed values of

incoming external and internal latencies yielded frame

rates in the range of 15–24 frames per second (fps) or Hz

as observed in the OpenSceneGraph-based visualization.

The frame rate did not yield any noticeable lag in operation

and also provided fps values which lie in the minimum

acceptable range of 15–30 Hz for real-time rendering

giving smooth continuous motion [4, 35, 60].

8 Conclusions and future work

In this paper, the authors investigated the types of spatial

conflicts that occur between entities on construction job sites

and identified limitations in current methods in dealing with

scenarios that involve concealed or buried infrastructure. A

computing framework based on position–orientation sensor

input and 3D virtual models that provides distance, collision,

and tolerance queries is presented. The computation frame-

work is designed to support a real-time 3D visualization

scheme that provides equipment operators with information

and job-site views that are not possible through conventional

on-site or on-board monitoring cameras.

Results of proximity measurement performance and

latency tests carried out at the NIST’s ISAT were descri-

bed. Evaluation of the suitability of the proximity moni-

toring framework is based upon its primary intended use,

i.e., currently enforced regulations regarding minimum

permissible distance between an excavator end effector and

buried utilities. Best practice and safe excavation guide-

lines for excavator operators in many states require that no

mechanized equipment be used within 0.6096–0.4572 m

(2–1.5 ft) of utility extremities [1, 39, 40, 59]. The sepa-

ration distance error achieved in the experiments is

between 0.12 and 0.16 % of the minimum permitted dis-

tance, and is thus found to have acceptable accuracy for its

intended application.
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The latency values obtained yielded frame rates in the

range of 15–24 fps. As the frame rates obtained did not

introduce any noticeable lag and were found to be within

the commonly accepted ranges for real-time rendering [4,

35, 60], it can be concluded that the proximity monitoring

framework successfully achieves acceptable latency val-

ues. When combined with an analytical approach such as

the one described in Liang and Lu [31], the presented

framework can be used to achieve efficient real-time 3D

visualization of articulated construction equipment.

The future goals in this research direction are to intro-

duce a stochastic model in the warning mechanism. The

current implementation is a reactive approach that warns

users of impending collisions when entities cross safety

thresholds in the real world. However, the impact of data

transmission times from sensors to the on-board compu-

tation center can result in unfavorable latency. This can be

averted through a predictive approach in which an object’s

current motion trajectory and speed are used to project

when a safety threshold will be breached and warnings can

be given further in advance without being affected by high

transmission times to the same extent.
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