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Table-Top Ultrafast X-Ray Microcalorimeter Spectrometry for Molecular Structure
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This work presents an x-ray absorption measurement by use of ionizing radiation generated by
a femtosecond pulsed laser source. The spectrometer was a microcalorimetric array whose pixels are
capable of accurately measuring energies of individual radiation quanta. An isotropic continuum X-ray
spectrum in the few-keV range was generated from a laser plasma source with a water-jet target. X rays
were transmitted through a ferrocene powder sample to the detector, whose pixels have average photon
energy resolution AE = 3.14 eV full-width-at-half-maximum at 5.9 keV. The bond distance of ferrocene
was retrieved from this first hard-x-ray absorption fine-structure spectrum collected with an energy-
dispersive detector. This technique will be broadly enabling for time-resolved observations of structural

dynamics in photoactive systems.
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Observing and understanding the motion of atoms and
electrons on pico-, femto-, and attosecond time scales is a
frontier of contemporary science and the motivation for
vigorous development of ultrafast time-resolved spectro-
scopic techniques based on hard x rays [1]. These tech-
niques are often flux-limited, particularly with laboratory
pulsed laser x-ray sources. Long accumulation periods are
required to achieve the necessary energy resolution owing
to the involvement of Bragg reflection with its generally
narrow-bandpass characteristics and consequent dramatic
flux losses [2-6]. Direct energy-resolving detectors such
as calorimeters or charge-coupled devices have a much
higher quantum yield and a long history in radiation studies
[7,8]. Recent technological developments in microcalori-
metric detectors [9] have improved the energy resolution
and count rates of these highly efficient direct photon-
measurement schemes sufficiently to enable useful mea-
surements in reasonable time frames.

The novel combination of a pulsed-laser-generated,
broadband, hard x-ray source with a photon-measuring
cryogenic microcalorimeter array has been motivated pre-
viously [10-13]. It promises spectroscopic ultrafast struc-
tural measurements with photon-counting rates that, in the
prototype version discussed in this Letter, are comparable
to established techniques such as electron-beam slicing
at synchrotrons and focusing-crystal geometries [1,14].
The strength of this new approach lies in its straightfor-
ward scalability combined with very high collection effi-
ciency. X-ray absorption fine structure (XAFS) features are
observable and quantifiable, as are extended range modu-
lations that result from the influence of adjacent atoms
on the absorption dipole strength, and contain molecular
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structure and valence orbital spectroscopic information.
The setup allows simultaneous observation of multiple
absorption edges and considerable flexibility for binning
during and after the experiment. This demonstration is
a critical development in the advancement of inhouse
molecular structure analysis, particularly for subpicosec-
ond pump-probe studies in condensed phases [3,10-12,15].
This publication aims to demonstrate the new opportunities
and presents, for the first time, a hard x-ray absorption
fine-structure spectrum recorded with a highly efficient
energy-dispersive detector.

The x-ray plasma source is based on isotropic continuum
bremsstrahlung generated when focusing 1 kHz, 800 nm
Ti:sapphire laser pulses with 2.5 mJ/pulse and ~50 fs
duration onto a flowing water jet. The jet is operated at
water aspirator vacuum pressure (~ 25 torr at 21 °C) and
enclosed by a target chamber constructed from 8 mm thick
aluminum. The flux, spectral, and temporal properties of
the x rays emitted at this laser pulse energy were described
previously [10,11]. Efforts were made to ensure sufficient
temporal contrast when operating the laser, to avoid gen-
eration of high-energy electron beams and concomitant
reduction of target-generated x-ray flux [16]. The laser
system provides up to 6 mJ/pulse and thus has sufficient
additional energy to enable optical stimulation of samples
in a pump-probe arrangement.

Calorimetric event detection is based on the thermaliza-
tion of single photons in an absorber and the observation
of the subsequent thermal flow. The particular detector
array used here is based on bismuth absorbers with
transition-edge-sensor (TES) thermometers operating at
millikelvin temperatures [17]. Pixels are read out in a
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time-division-multiplexing scheme [18], asynchronously
to the laser pulses, and with signal-record lengths of
=~ 12 ms, during which pileup had to be rejected. The laser
source can provide x-ray events in each pixel at up to the
laser repetition rate (1 kHz), but the source-detector dis-
tance and intervening filters were adjusted to limit the
count rate. The record length is a compromise between
energy resolution and readout speed. It is not a fundamen-
tal parameter, but rather reflects the current state of the
readout electronics, pixel recovery periods, and pulse-
processing approach. Each of these quantities is the subject
of current development, and significant improvements are
anticipated. The bismuth x-ray absorber in each pixel has
dimensions of 350 X 350 X 2.5 um and stops = 53%
of the arriving photons at 7.2 keV. From the installed
array with 160 pixels, 22 detectors contributed to the
presented spectra. A system with all 160 pixels and shorter
record lengths is currently under characterization and will
provide more than 16 times shorter accumulation periods.
Pixel centers are positioned on a square 665 pum grid in a
roughly circular array, with each absorber masked by a
320 X 305 wm aperture.

The emission lines from Mn-Ka at 5.9 keV measured
with the 22 pixels detector show an average energy reso-
lution of AErwum = 3.14 eV. During laser operation, the
average resolution was 3.4 eV. The difference between
these values is explained by a higher count rate from the
laser as well as electromagnetic pickup from laser opera-
tion. The absorber and thermometer parameters are chosen
to give the best energy resolution up to a maximum working

energy of = 10 keV, where the TES is thermally saturated
by a single event. For a given device the energy resolution is
roughly constant over the full working range of the device.
The maximum working energy E.,, is chosen during
device design by adjusting film thicknesses and other
TES parameters. The resolution AE of different designs
scales as ~+/Epax [9,17]. The detector array is cooled by a
two-stage adiabatic-demagnetization refrigerator (ADR)
that is in turn backed by a cryogen-free pulse-tube cryo-
cooler. The ADR can provide a = 35 mK base temperature
but is typically operated at 85 mK. Each sensor, which
has a critical temperature of 120 mK, is maintained in
its resistive transition via Joule heating from an applied
voltage bias. The average operation period before recycling
the ADR is 14 h preceded by a = 1 h adjustment and
calibration period. The recycling period is 2-3 h.

For the very first spectrum, ferrocene Fe(CsHs), was
chosen. Ferrocene was studied in the early days of x-ray
absorption spectroscopy [19,20] and remains a subject of
interest in studies of organometallic compounds [21] and
solar-cell applications [22]. With its weakly scattering
carbon atoms it can serve as a model complex for many
metal-containing organic compounds.

Figure 1 shows the first hard x-ray absorption fine-
structure spectrum collected by an energy-dispersive
detector with sufficient resolution and statistics to retrieve
molecular structure information. After digital filtering
and rejection of pileup and other artifacts it contains
~8.9 X 10° events accumulated at ~175 counts/s. Of
these, ~7.3 X 10° lie outside the energy range of interest
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FIG. 1 (color online).

(a) Laser plasma absorption spectrum of ferrocene in transmission mode. Included are emission lines and

absorption edges of metal filters (see text). Dashed line (/) is the fitted spectrum without the sample. (b) Difference between measured
spectrum (/4) and the reference fit (I;) of all involved materials, normalized to the Poisson error. Areas of emission lines and fine
structure modulation (gray) were excluded. (c) A histogram of the normalized difference, with a Gaussian 1 o curve superimposed.
(d) Absorption fine structure of ferrocene, normalized to a measured background spectrum and the edge jump with indicated Poisson-
limited error bars. The gray line is a synchrotron reference measurement from the same compound. (d1) ky presented in k space to
show the quality of the data. The error bars were generated using the statistical fluctuation expected for the number of samples per bin.
(e) | x| as function of R from the data (black line), single path fit (dotted black line) and synchrotron comparison data (gray line).
Curves are offset vertically and the zero levels are marked; for details see text. (f) Additional calibration lines measured prior to the
absorption spectrum; the Mn-K« splitting is clearly resolvable as shown in (g).
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for XAFS, showing the importance of suppressing unwan-
ted x-ray energies. In this experiment some suppression
was accomplished by a stack of aluminum and copper
foils, but significant improvement is possible.

The combination of source spectrum, copper, and
aluminium filters, and the sample material accounts for
the overall features of the spectrum in Fig. 1 (see the
Supplemental Material [23] for a sketch of the experi-
ment). Multiple absorption edges are observable simulta-
neously in a given measurement, a valuable feature for
future experiments. The spectral range could be extended
down to = 200 eV, which includes the whole class of
sulphurous materials, the K and L edges of the 3d tran-
sition metals, and the L edges of many heavier elements.
The 200 eV lower bound is determined mainly by trans-
mission through three infrared filter windows and one
vacuum window on the cryostat. The region of primary
interest in this experiment was 7000-8000 eV. The obvious
lines in the spectra arise from fluorescence from a copper
foil (whose position was close to the detector). The Mn-K o
lines from a > Fe source shown in Figs. 1(f) and 1(g) were
recorded prior to the absorption spectrum, and are essential
for the energy and temperature calibration of the detector.
Each pixel is calibrated separately, and its energy resolu-
tion can be retrieved from the known fine structure of the
emission lines [24]. This calibration has to be done either
on features of the measured spectrum or during a separate
short calibration period. Sparse calibration features can
introduce small systematic errors in the detected energies.

Fine-structure oscillations above the Fe K« (ferrocene)
and Cu K« (filter) edges are visible in the data and show
that two widely separated edges can be observed simulta-
neously. Figure 1(a) also shows a fit (gray solid line) to
the baseline (using an estimate of the absorption of a free
Fe atom). Residuals divided by their Poisson error are
shown in Fig. 1(b), areas omitted from the noise histogram
shown in Fig. 1(c) are marked in gray. The excellent
agreement between the histogram and a superimposed
Gaussian curve with o = 1, shown in Fig. 1(c), demon-
strates that Poisson noise associated with the number of
photons per bin is the dominant noise source. Figure 1(d)
shows the absorption fine structure of ferrocene, after
normalization to a spectrum without the sample and the
edge jump. The error bars for each bin (equidistant in k
space) were obtained from the Poisson error of the
recorded number of photons. The gray line in this panel
shows the excellent agreement with the synchrotron refer-
ence measurement taken from the same compound. The
data converted into k space are presented in Fig. 1(d1).
Again the error bars are the Poisson error of the number
of photons per bin. This spectrum shows the influence of
the limited statistics in this very first spectrum. In Fig. 1(e)
the data have been converted into R space with a window
fromk = 1-8 A_l, which is suitable for first-shell analysis
and corrected for the Fe-C phase shift (solid black line).

Calculation of the single scattering path from the iron to
the nearest carbons in ferrocene by use of FEFF6 [25] and
optimization in k space by use of single k weight with the
fitting routine in ARTEMIS [26] of the IFEFFIT [27] package
yielded the fit shown by the black dotted line; synchrotron
data from the same compound are shown for comparison
(gray line). The latter two graphs are offset vertically and
the zero values are marked. All show agreement with the
known Fe-C bond distance of 2.0 A [19,28].

The extended x-ray-absorption fine structure spectros-
copy (EXAFS) function x(E) = [1(E) — uo(E)]/ mo(E)
and its error follow from the absorption coefficients
w(E) = In[Iy(E)/I4(E)] and  uo(E) = In[Iy(E)/It(E)],
where I; = data = integer, transmitted number of counts
(experimental noise = \/I;), I; = fitted free-atom spec-
trum, including sample contribution (no experimental
noise), and I, = fitted free-atom spectrum, excluding
sample contribution (no experimental noise).

These give

= L(If/ld) with error: o(y) = 41 L
In(lo/Tp)’ T T (/1) VI

x(E) is a ratio of intensities and an intrinsic property of the
sample that distinguishes the true sample from its free-
atom approximation. If it has amplitude A evaluated at the
energy where a feature of interest is present, the signal-to-
noise ratio (SNR) for measurements is then

X(E)

A
SNR = —— = AJIIn(Iy/Iy).
a(x)
By choosing the sample thickness and concentration such
that I,(= I;) = I,/e?, and thus In(/,/I;) = 2, an optimum
signal is obtained [29]. Incorporating this, and expanding

1, gives
SNR = ZAV tmeaszixpS(B);

where 7., 18 the measurement period, Ny, is the number
of pixels, and p is the average pixel event rate over the
entire measured spectrum. The function S(B) = I4/14
is the relative spectral density of the measured spectrum,
where we have a recording whose total integrated intensity
is 14, and whose intensity is Iy in a particular bin of
energy width B, chosen to contain the feature of interest.
S(B) shows the advantages of selective binning and the
importance of filtering out unwanted energies from
the measurement. As EXAFS chemical interpretations
are done in the photoelectron momentum (k) space,

k~ 1/(E — E,gge), the choice of linear binning in k space

improves the SNR at higher k values compared to linear
binning in E. This can be easily optimized during data
analysis, since the data are not prebinned by the data-
acquisition method.

For steady-state measurements, amplitude A is the
change in absorption between the actual sample and a
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free-atom description of the sample, normalized by the
depth of the edge jump. For pump-probe x-ray-absorption
spectroscopy (XAS) measurements, which are the motiva-
tion of the present lab-based developments, the signal
scales with the fraction of molecules that were excited
into the desired state. In selected systems, the signal can
be in the range of several percent normalized to the edge
jump; for the strongest feature during the low spin-high
spin conversion of Fe(bpy); a change of ~2.6% in a
25 mM liquid jet under otherwise similar experimental
condition was observed [1]. The ferrocene measurement
presented in this work should be comparable: here we
have 1 = ~5 X 10* s, Ny, = 22 pixels, 7 = ~8/s, Ijp =
~1500 events/1eV bin, and I,,, = ~8.94 X 10° events,
suggesting SNR = 0.9. For the 5 eV bin as at 7150 eV in
Fig. 1(d) (binned to equal k steps), the SNR improves to 2.
With the next upgrades, the measurement period for data
such as in Fig. 1 will be reduced to below 30 min. For the
foreseeable future, the signal-to-noise ratio of the XAFS
signal will be limited by the number of pixels, because
the peak count rate (if indifferent to pileup) is limited to
1 photon/pixel/laser pulse. Future iterations will increase
the fill factor and efficiency of the detector to allow
experiments with even lower flux or stronger filtering.
X-ray optics such as polycapillary or other broadband
lenses [30] might increase the captured solid angle and
decouple the sample from the generation environment
with slight loss of temporal resolution [31]. Temporal
smearing is not an issue if the optic is placed between
sample and detector but has to be considered if placed
between source and sample.

The approach described here is compatible with a broad
range of samples and sample phases. When combined with
an optical pump in a pump-probe arrangement as being
developed, it can observe fundamental ultrafast chemistry
at atomic resolution. For these reasons, and because of
its compatibility with a conventional laboratory setting,
the technique is well suited for dissemination. All detector
parameters have been dramatically surpassed in recent
developments. For example, detectors with energy resolu-
tion as good as 1.6 eV at 5.9 keV have now been demon-
strated [32]. Improved multiplexing techniques such as
code-division multiplexing (CDM) and the integration of
CDM with microwave resonant techniques promise con-
tinued increases in array scale into the megapixel regime
[33,34]. Such arrays will reduce integration periods by 103
compared to the results shown here.

To conclude, a cryogenic microcalorimeter array has
been coupled to a laser-generated radiation source. A hard
x-ray absorption fine-structure spectrum with sufficient
energy resolution to extract intermolecular bond lengths
has been collected for the first time with an energy-
dispersive technique. The observed EXAFS oscillation
and the retrieved bond length are consistent with synchro-
tron data within error bars [19,28]. The detectors do not

suffer from narrow-band acceptance losses, do not require
careful mechanical alignment, and are in a state of rapid
development. These facts distinguish them from conven-
tional detection topologies based on Bragg reflection.
An excellent free-atom fit to the data was obtained, from
which the incident spectrum and absence of excess noise
sources were confidently established. The source spectrum
is well described by a simple functional form over a multi-
keV energy range, thus establishing the suitability of the
source for broadband-absorption spectroscopies. A general
expression for the signal-to-noise ratio in measurements of
this type was derived and applied to the data. The prospects
for lab-based molecular structure studies are excellent
and imminent using this and related approaches, particu-
larly for ultrafast studies [12], and are advancing in step
with widespread implementations of laser-driven sources
and contemporary developments of cryogenic micro-
calorimeter arrays.
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