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a b s t r a c t

The field of biometric face recognition blendsmethods from computer science, engineering
and statistics, however statistical reasoning has been applied predominantly in the design
of recognition algorithms. A new opportunity for the application of statistical methods is
driven by growing interest in biometric performance evaluation. Methods for performance
evaluation seek to identify, compare and interpret how characteristics of subjects, the
environment and images are associated with the performance of recognition algorithms.
Some central topics in face recognition are reviewed for background and several examples
of recognition algorithms are given. One approach to the evaluation problem is then
illustrated with a generalized linear mixed model analysis of the Good, Bad, and Ugly
Face Challenge, a pre-eminent face recognition dataset used to test state-of-the-art still-
image face recognition algorithms. Findings include that (i) between-subject variation is
the dominant source of verification heterogeneity when algorithm performance is good,
and (ii) many covariate effects on verification performance are ‘universal’ across easy,
medium and hard verification tasks. Although the design and evaluation of face recognition
algorithms draw upon some familiar statistical ideas in multivariate statistics, dimension
reduction, classification, clustering, binary response data, generalized linear models and
random effects, the field also presents some unique features and challenges. Opportunities
abound for innovative statistical work in this new field.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

Over the past twenty years, face recognition has matured from a nascent multidisciplinary scientific research topic to a
widely deployed commercial technology. Applications range from checking identities at international borders and searching
mugshots in national criminal databases to tagging faces in photos on socialmediawebsites. Face recognitionwas considered
important enough to be addressed in a major report from the National Academy of Sciences (NAS) on biometrics, which
summarized the state of the field, its importance, and the critical open questions (Pato et al., 2010).

The performance of face recognition systems depends on the conditions under which the face images are taken. In the
most recent US Government evaluation conducted in 2010, the identification rate was 93% for the best commercial systems
on a database of 1.6 million mugshots (Grother et al., 2010). This represents a significant improvement of the technology
over the past two decades. US Government evaluation of face recognition technology began in 1993 (Phillips et al., 2000),
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and over that time the error rate has decreased by a factor of 272 (a reduction in the false reject rate from 0.79 to 0.0029, at a
false positive rate of 1 in 1000) (Phillips et al., 2012). InMoore’s law terms, the false reject rate has halved every 2 years. This
dramatic decrease in error rates, however, is limited to frontal face images ofmotionless subjects acquired in either amobile
studio or asmugshots. Recognition performance is muchworse at the other end of the spectrum of imaging conditions, such
as for personal photos taken with cell phone cameras or video footage from low cost security systems.

The statistical and scientific challenge is to understand what factors improve or degrade the performance of face recog-
nition algorithms, and to be able to predict performance on a novel set of images. The Good, Bad, and Ugly Face Challenge
Problem (GBU) presented by NIST in 2009 encapsulates a wide range of performance under varying imaging conditions
(Phillips et al., 2012). The GBU was created to encourage the development of robust still-image face recognition algorithms
and to study the reasons for the rapid drop off in performance for frontal images acquired under difficult conditions. The
GBU consists of three strata, or partitions (Good, Bad, and Ugly). The challenge problem asks: given two face images, are
they images of the same face? On the Good partition, the benchmark algorithm detects same-face pairs at 98% with a false
alarm rate (FAR), also called a false positive rate, of 1 in a 1000. The corresponding rate for the Bad partition is 80%, and 15%
on the Ugly partition. Table 1 lists the performance of six additional algorithms on the GBU data.

Because all images were acquired with a high-end consumer camera and the faces are nominal frontal and large sized,
one might presume that verification performance would be relatively consistent and strong. However, the results in Table 1
highlight the challenges of developing robust face recognition algorithms. One of the keys to advancing automatic face
recognition is understanding the sources of variability that impact face recognition performance.

In face recognition, research directions for advancing face recognition are based on the prevailing conventional wisdom
that a small set of covariates substantially explains algorithm performance. Some of the covariates, like illumination
direction, are based on formal theories. For others, such as subject age and facial expression, the effects have been quantified
from repeated experimentation. Finally, somehave been discovered frompractical experience during field implementations.

Over the past decadewehave investigated over 60 of themost commonly proposed covariates using a variety of statistical
techniques and found convincing evidence that changes in these factors can affect algorithm performance (Givens et al.,
2004; Beveridge et al., 2005b, 2009b; Lui et al., 2009b). We include an analysis here that reconfirms and consolidates these
findings. However, our work identifies three inadequacies in the face recognition community’s understanding of how the
critical factors relate to recognition performance and how to estimate such effects.

The first problem stems from our key new finding, presented below, that most of these covariate effects are universal
in the sense that they do not interact much with image ‘difficulty’. Thus, the fundamental assumption that if a covariate is
predictive of performance, then it should be able to separate difficulty strata (as for GBU) is not valid. Moreover, efforts to
develop an effective measure of image ‘quality’ have thus far failed – despite enormous effort – to find a way to accurately
predict the difficulty of recognizing a particular image, e.g., predicting the GBU partition membership. If it were possible
to identify and keep only the ‘highest quality’ images, one would have a high performing system. Unfortunately, existing
quality measures, including ours, do not work.

Second, contrary to conventional wisdom, the covariate factors do not explain a large portion of the observed variation
in algorithm performance, and the existence or direction of effects of certain covariates can be surprising. Most variation in
performance remains unexplained. The current analysis confirms this result.

Third, there are methodological challenges inherent in the statistical analysis of recognition data. For example, although
performance is best modeled by studying image pairs rather than individual images, face recognition cannot be modeled
as a forced choice categorization/classification task. As we explain in the next section, every person would be their own
category, and we would have at most a few samples of each—often only one.

Having found that key components of the existing conventional wisdom have little empirical support or are wrong, now
is the time for the research community, including statisticians, to build a new theory. A better understanding of the factors
that affect performance and themost effectivemethods for determining those effects is essential. Face recognition straddles
both scientific and societal issues, thus successful use of face recognition systems and development of the next generation
of face recognition algorithms has fundamental scientific merit and broad societal impact.

2. Motivation

The National Academy of Sciences report on biometrics (Pato et al., 2010) specifically points to the importance of biomet-
ric evaluation, noting that testing and evaluation is one of ‘‘the unsolved fundamental problems and research opportunities
related to biometric systems’’ (p. 116). It also stresses that

Methods used successfully for the study and improvement of systems in other fields (for example, controlled observa-
tion and experimentation on operational systems guided by scientific principles and statistical design andmonitoring)
should be used in developing, maintaining, assessing, and improving biometric systems (p. 123).

The recognition of this need is longstanding, and the progress to date for face recognition is notable but not sufficient. With
respect to experimental design, significant contributions include the development of common datasets for performance
comparison (Phillips et al., 2000) including sequestered data used to evaluate vendor supplied algorithms (Phillips et al.,
2002, 2010), along with standardized performance measures (Phillips et al., 2000) and baseline algorithms (Phillips et al.,
2005). Notwithstanding these advances, let us specifically highlight the call for better statistical design and monitoring in
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Table 1
Verification rates (percent) at 0.1% false accept rate for seven algorithms on the GBU dataset partitions.
From top to bottom, citations for these methods are: (Phillips et al., 2012; Lui et al., 2012; Pinto et al.,
2009a; Baudat and Anouar, 2000; Phillips et al., 2012; Ahonen et al., 2006; Beveridge et al., 2005a).

Algorithm Good Bad Ugly

Fusion of algorithms from face recognition vendor test 2006 98 80 15
Cohort linear discriminant analysis 84 48 11
Gabor wavelets (‘‘V1-like’’) 73 24 6
Kernel generalized discriminant analysis 69 29 5
Local region principal component analysis 64 24 7
Local binary pattern 51 5 2
Elastic bunch graph matching 50 8 2

the context of controlled and experimental operational systems, and consider possible reasons why it has proven difficult
to apply standard statistical methods to characterize face recognition performance.

One reason for this difficulty is that face recognition is not a traditional classification problem. The first difficulty that
arises if one equates face recognition to traditional classification is the nature of the class label set. While it is true that a face
recognition systemmay be asked to return a name given an image of a person, it is equally true that to be of practical value,
the system must be able to rapidly extend the set of people it can recognize. If face recognition is solved using a classifier
to map images to people’s names, then each new person introduced to the system requires introducing a new class label
and subsequent reconstruction of the classifier. This difficulty is compounded by the standard protocol for adding a new
person to a face recognition system, which is to provide one face image for each person. Traditional approaches to classifier
construction have little to offer when the label set, i.e., the number of people, can be many thousands and only a single
example of each class is available for construction of the classifier.

For the reasons just given, as well as others, face recognition is formalized as the task of supplying a similarity score
between pairs of images where higher similarity implies a greater confidence that the two images are pictures of the same
person. Great attention is paid to the means by which this similarity score is computed, almost certainly involving training
over large sets of labeled images of people. However, once constructed, the algorithm for computing the similarity score be-
tween pairs of face images is intended to be of general value over all people; notmerely those over which it was trained. The
requirement to avoid specialization to a limited set of people goes even farther in most government sponsored evaluation
protocols (Phillips et al., 2002, 2010, 2012), where training a face recognition system on the same set of people on which it
is tested is forbidden.

Just as face recognition may not be expressed as a classification problem over a fixed, closed set of people, it is not
amenable to cluster analysis either. Even in the unlikely event that clusters correspond to individual people, no amount of
clustering over a fixed training set is going to enable a system to recognize a new person based upon a single image of that
new person.

Thus,many statisticalmethods designed for analysis andperformance evaluation of traditional classification or clustering
tasks do not apply directly to face recognition, at least so long as the labels are assumed to represent people. However, it is
important to understand that we can recast the face recognition task in a manner where it resembles a binary classification
task. Specifically, similarity scores between pairs of images are thresholded and divided into two groups: those said by the
face recognition system to belong to the same person and those said to belong to different people.

Although our re-posing of the problem in this manner may seem elementary, it is in fact an important change that
complements one of the most common formalizations of face recognition as a verification task (defined below) and the
formulation lies at the heart of both our past work (Givens et al., 2004; Beveridge et al., 2009a,b) and the analysis presented
here. However, there are complications with this approach. For example, image pairs are typically correlated since the
same people (or even the same images) often appear in multiple pairings. Algorithm training and performance evaluation
(including data generation and collection)must also be consistentwith this viewpoint. In summary, this paperwill showhow
we organize performance and covariate data around the binary classification of image pairs and then adapt a generalized
linear mixed model to extract information from experimental data.

3. Face recognition: a review

Here we define basic concepts in face recognition and describe a very simple algorithm. More advanced techniques are
also briefly discussed in order to provide a glimpse at the variety of approaches that have been proposed.

3.1. Algorithm fundamentals

A face recognition algorithm Amay be defined as a mapping from a pair of face images to a real number sA representing
some measure of the similarity (equivalently, distance) between those images. Formally,

A : IT × IQ → ℜ (1)
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where it is common to describe the first image as being drawn from a set of target images IT and the second from a set of
query images IQ . This definition gives rise to a data structure called the similarity matrix:

SA = {A(t, q) ∀t ∈ IT , q ∈ IQ } = [sA(t, q)]. (2)

A similarity score sA(t, q) is said to be a match score when the same person is pictured in images q and t and a non-match
score when the pictures are of different people. For most typical evaluation tasks, an algorithm is run on all pairwise com-
binations of images from IT and IQ , and all subsequent questions about algorithm performance are addressed by studying
the similarity matrices.

Recognition, and hence performance evaluation, may be expressed in terms of two distinct tasks: identification and
verification. In an identification task, a query image q ∈ IQ is compared to a set of (target) images in a gallery IT . The gallery
is then sorted by similarity with respect to q and either the most similar or a small set of the most similar target images are
returned as a presumed match or match ranking for q.

In a verification task, a person presents themselves to a system that already has a stored (target) image of his/her face. The
system acquires a new (query) image of the person and compares the resulting similarity sA(t, q) to an acceptance threshold.
If the similarity exceeds that threshold then the system confirms that the person is who s/he claims; otherwise the person’s
claimed identity is rejected. The acceptance threshold is chosen using a training dataset where true identities are known.
The threshold is usually set to achieve a pre-determined false verification (i.e., false acceptance) rate. The rate of correct
verification will depend on the extent to which the distributions of match and non-match scores overlap.

Most of the major face recognition evaluations carried out in the past decade have concentrated on the verification task.
One reason is that the outcome of a verification test depends only on the similarity score sA(t, q) and the threshold for
acceptance. In contrast, identification performance depends upon the other people and images in the gallery. Consequently,
results for small galleries typically donot scale to problems involvingmore people and images. Accordingly, the development
of sophisticated statistical methods for evaluation of identification performance is an open field for new research.

3.2. Algorithm basics and a modern benchmark

The algorithm commonly credited for setting off an explosion of activity in the early 1990s was developed by Turk and
Pentland (1991) using principal component analysis (PCA) applied to face images in amanner first suggested by Sirovich and
Kirby (1987) aswell as O’Toole et al. (1988). Because of its seminal importance, we beginwith this algorithm in Section 3.2.2.

3.2.1. Face localization and image preprocessing
All face recognition algorithmsmust first establish a spatial correspondence between the faces in two images before they

can proceed to measure similarity. This is commonly done by first locating the eyes in both images. Then the image may be
adjusted by positioning, scaling, and rotating the face so that the eyes always fall at exactly the same position. The result
of localization is typically a new smaller image, called a face image chip, created by re-sampling pixels in the original, such
that eyes, mouth, and so forth appear at approximately the same pixel coordinates in every face chip.

Beyond this geometric localization, a variety of additional preprocessing steps may be introduced that modify pixel
values. For example, it is common to zero out pixels that fall outside an oval defined by the shape of the face. This step
removes background clutter, hair, etc. Illumination normalization is another common step. Consider that lighting can have
a much larger effect on pixel values than the identity of the person being imaged. For example, an image of a face lit from
the left will produce very different pixel values compared to the same face lit from the right. A variety of algorithms exist for
illumination normalization, such as the Self Quotient Image approach which approximates the albedo of the face and adjust
pixel values accordingly (Moses et al., 1994). This greatly reduces harsh lighting artifacts.

It is important to understand that the relative success of preprocessing profoundly influences the recognition perfor-
mance of face recognition algorithms. Clearly, if the face is not found in the image, no amount of cleverness in the com-
parison step will ever overcome this initial failure. The impacts of preprocessing are critical in less extreme cases, too. If
factors such as lighting make images of the same person sufficiently different in appearance and preprocessing is unable to
suppress this difference, then face recognition will perform poorly.

3.2.2. A canonical PCA algorithm
Having completed geometric normalization and image preprocessing, the simplest approach begins with a standard PCA

decomposition. Considerm gray scale images where each pixel corresponds to a scalar between 0 and 255. Let the ith image
be expressed as a column vector xi representing the ‘unrolled’ face chip, defined as the vector obtained by concatenating
pixel rows. Construct a data matrix X with one column for each training image:

X =

x1 − µ x2 − µ · · · xm − µ


where µ =

1
k

m
i=1

xi. (3)

The principal components are eigenvectors of the sample covariance matrix XTX/(m − 1). The PCA recognition algorithm
selects a subset of eigenvectors, say the first k, to create a linear subspace in which to compare images. Typically, kmight be
chosen in the range of 50–500, while an image chip vector might contain upwards of one hundred thousand pixels or more.
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Fig. 1. Visual overview of key steps in the Local Region PCA algorithm. In part 1, images are normalized for illumination variations using a sequence of
processing techniques including Self Quotient Image preprocessing (Moses et al., 1994). In part 2, the image is divided into 14 regions including one that
is the entire face. In part 3, PCA is applied to each region. In the figure, the first 6 principal components are shown for 5 regions (rows) including the whole
face.

DefineM to be amatrix whose rows contain the first k principal components. One variant of the canonical PCA algorithm
defines similarity between a target image t and query image q as the negative Euclidean distance between the two as
measured in the PCA subspace:

sA(t, q) := −d(t, q), d(t, q) = ∥t́ − q́∥, t́ = M(t − µ), q́ = M(q − µ). (4)

A host of refinements have been proposed for this basic technique, including alternative measures of similarity, more
complex ways of selecting PCA dimensions, and so forth. In general, the performance of the canonical PCA algorithm is
not competitive with more modern approaches to face recognition.

3.2.3. Local region PCA
Local Region PCA (LRPCA), a refined implementation of PCA, is among the best performing algorithms in thepublic domain

(i.e., not proprietary or commercially developed) (Phillips et al., 2012). (See Table 1 for performance on GBU.) This approach
attempts to extracting feature over local regions of the face (Pentland et al., 1994; Wiskott et al., 1997; Ahonen et al., 2006).
Like other well-performing algorithms, LRPCA requires significant image preprocessing and tuning to be successful. The
threemajor parts of the LRPCA algorithmdescribed here are illustrated in Fig. 1, including image preprocessing, local regions
definition, and PCA decomposition.

After preprocessing, the algorithm illustrated in Fig. 1 splits the face into 13 local regions at the expected locations of the
major facial landmarks, such as the eyes, eyebrows, nose, and mouth, with the entire face treated as a 14th ‘region’. These
regions are then processed independently to produce a set of eigenvectors for each region. Setting k = 250 for each of the
14 regions reduces whole images to vectors with only 14× 250 = 3500 elements. Although this seems large, consider that
the full face image chip may contain 1024 × 1024 = 1, 048, 576 pixels.

The final step is to re-weight the values in the resultant vector to emphasize themore discriminative features. In general,
it has been found that whitening the covariance matrix for each region using the variance estimates obtained as part of the
PCA analyses improves the performance of PCA based algorithms. LRPCA goes a step further by reweighting each of the 3500
elements by the ratio of between-class to within-class variance, which emphasizes values that better discriminate between
people. Once the values have been re-weighted, similarity between vectors is defined as Pearson’s correlation.

3.3. Some advanced approaches

One of the most ubiquitous extensions to PCA is the adoption of linear discriminant analysis (Fisher, 1936; Etemad and
Chellappa, 1997). Yet another approach to finding a linear subspace in which recognition performs best is independent
component analysis (Draper et al., 2003).



G.H. Givens et al. / Computational Statistics and Data Analysis 67 (2013) 236–247 241

Beyond linear classifiers, in the past decade there has been attention paid to support vector machine classifiers in con-
junction with the reproducing kernel Hilbert space for face recognition. As a result, many of the more recent algorithms
combine kernel methods, generalized linear discriminants and SVMs (Liu, 2006; Pinto et al., 2009b).

It is also common to transform image pixels into an alternative feature space where recognition will proceed more eas-
ily. Alternative transformations proposed include Gabor wavelets (Wiskott et al., 1997; Liu, 2006; Pinto et al., 2009b), local
binary patterns (Ahonen et al., 2006), correlation filters (Kumar et al., 2006) and Grassmann manifolds (Lui and Beveridge,
2008).

Presentation of many algorithms from very early ideas to state-of-the-art is beyond the scope of this paper. Below,
however, we illustrate the diversity of modernmethods by describing an approach that is far removed from the PCA-related
methods reviewed above.

One of the major challenges in face recognition is illumination variation. Fortunately, the theory of illumination and its
connection with non-linear manifolds is well developed. From the illumination cone principle (Belhumeur and Kriegman,
1998; Basri and Jacobs, 2003), it is known that a set of convex objects under a fixed pose with a Lambertian reflectance
surface forms a convex polyhedral in Rn. An image can then be relighted using a Bayesian model under the Lambertian
constraint (Lui et al., 2009a). Formally, a generic image can be represented from the illumination basis as I = Bs + e(s)
where I is the image, B is the illumination basis, s is the illumination coefficient, and e(s) is the error term. The relighted
images can be estimated using maximum a posterior estimation as:

B =


Î − µBŝ − µe

σ 2
e + ŝTCBŝ


CBŝ + µB (5)

where Î is a novel image, ŝ is the estimated lighting coefficient, µe is the mean error from ŝ, σe is the standard derivation
from ŝ, and µB and CB are the mean basis and covariance basis from a training set.

The relighted images B form the basis of an illumination cone. Since illumination cones reside in a vector space, they
endow a geometric structure on a Stiefel manifold (Edelman et al., 1999). A Stiefel manifold Vn,p consists of a set of
p-dimensional subspace of Rn, i.e. {Y ∈ Rn×p

: Y TY = Ip}. As such, one may form a tangent space centered at the relighted
images on the Stiefel manifold. The Stiefel manifold is also endowed with a smoothly varying inner product on a tangent
space in which the inner product g is a canonical metric such that gx : TxVn,p × TxVn,p −→ R at any given point x in Vn,p. It
is consequently possible to build a face recognition algorithm that takes a single query image q and target image t , relights
each in the manner just described, and defines similarity sA(t, q) in terms of projections in the tangent spaces associated
with the Stiefel manifold (Lui et al., 2009a). Such an algorithm performs well on some known benchmarks, but so far its
computational demands leave it at the fringe of current practice. It is mentioned here to provide some feel for extent to
which face recognition algorithms are starting to incorporate sophisticated mathematical modeling.

For more details on automatic face recognition, see the surveys by Zhao et al. (2003) and Chellappa et al. (2010).

4. Performance evaluation

Independent government-sponsored evaluation efforts play amajor role in benchmarking and characterizing biometrics
technology in general. Often, these evaluations are run by the National Institute of Standards and Technology (NIST). These
includemajor efforts in the recognition of faces, fingerprints, speaker/voice, andmore recently irises (Greenberg andMartin,
2009; Grother et al., 2012; Phillips et al., 2010). The most prominent of these large-scale face recognition studies since
1994 are ‘challenge’ problems (Phillips et al., 2000; Grother et al., 2003; Phillips et al., 2006, 2010, 2009). Two of the
most common challenges are ‘open challenge’ problems and more formal tests using sequestered data. In open challenge
problems, participants have open access to the data and typically carry out experiments following a common protocol. The
common protocol allows for comparisons across research groups. In contrast, formal test participants submit self-contained
systems that are run independently ondata not seen by the systemdevelopers themselves. Together, these studies document
a three order of magnitude improvement in face recognition technology, and provided in-depth analysis of performance to
those responsible for making decisions about the deployment of face recognition technology.

4.1. The Good, the Bad and the Ugly face challenge

NIST has released a new challenge problem: the Good, the Bad and the Ugly Challenge Problem (GBU) (Phillips et al.,
2012), available through the NIST Face and Ocular Challenge Series website http://www.nist.gov/itl/iad/ig/focs.cfm. One
motivation for the release of theGBUChallenge Problemwas that reliable recognition of cooperative people standing in front
of, and looking at, a high-quality camera was, and still is, a difficult problem under some circumstances. Indeed, the purpose
of the study presented belowwas to begin the process of better understanding what characterizes these difficult situations.

The 6340 face image data for GBU were acquired using a high quality consumer-level digital camera. The photographs
were posed with a person standing and looking at a camera mounted at eye level. Images were acquired with ambient
lighting in hallways and outdoors. The outdoor images were acquired with a variety of lighting conditions and backdrops.
All images were acquired during a 9 month period.

http://www.nist.gov/itl/iad/ig/focs.cfm
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The GBU image data was divided into three partitions constructed to present a graduated level of difficulty. In each
partition, there are 2170 images of 437 people. There is the same number of images of each person in each partition. Because
of the partition design controls, the differences in performance among the three partitions are a result of how a face is
presented in each image. Also, changes in pose and face aging do not affect performance.

The images in each partition were further split into disjoint target and query sets. Algorithm performance was expressed
in terms of similarity scores for all pairs of query and target images. The partitions were constructed from a larger initial
set of images, using similarity scores constructed from fusing three top-performing algorithms from the Face Recognition
Vendor Test (FRVT) 2006 (Phillips et al., 2010, 2012). At a false accept rate of 0.001, the FRVT 2006 fusion algorithm achieved
a verification rate of 0.98, 0.80, and 0.15 on the Good, the Bad, and the Ugly partitions respectively.

5. GBU performance evaluation

We limit consideration here to three questions: Under what conditions does an algorithm perform well/poorly, how
much performance variation is attributable to specific covariates, and what are the covariate effects? Fundamentally, this is
a predictor/response investigation.

5.1. Outcomes

Our unit of analysis was a match pair, and our response variable was I(sA(q, t) > τ) where τ is the threshold yielding a
false acceptance rate of 0.001 (i.e., the 0.999 percentile of the non-match scores) and I(X) is 1 if X is true and 0 otherwise.
The alternative response variable was the similarity score, sA.

For modern face recognition algorithm, this is a poor option. Some algorithms produce similarity scores that are a mix of
ratings and continuous numbers: for example there might be categories of ‘terrible’, ‘bad’, ‘possible’, and numerical scores
above that. Second, similarity scores have very different distributions depending on whether the image pair comprises two
images of the sameperson (a ‘match score’) or twodifferent people (a ‘non-match score’). Because of these reasons, similarity
scores between algorithms are incomparable. Non-match scores tend to have broad and very heavy-tailed distributions
compared to match scores. Moreover, distributions of both types of scores can be markedly skewed, especially for non-
matches. Third, because the calculation of similarity scores can be highly esoteric, one should have no confidence that some
sort of score normalization would produce values for which incremental changes scale in any sensible way with algorithm
performance. Our approach of limiting consideration to trials on match pairs discards the vast majority of similarity scores;
however, it allows us to pose interpretations in terms of the estimated probability of successful verification, which is directly
relevant for algorithm evaluators and end users.

5.2. Covariates

Two sets of covariates are associated with the similarity matrix. The first set contains measurements associated with a
single image, such as imaging setting (an environment variable), gender (subject), or focus (image). The second set contains
covariates associated with image pairs, such as setting change (e.g., between outdoor and indoor), time lapse between
images, and comparative focus. The covariates available in our dataset are listed in Table 2.

The lighting variable is an estimate of how the face is illuminated using models that connect the theory of illumination
of convex objects with the empirical representation of non-linear manifolds (Beveridge et al., 2010). Location is the exact
location where images were acquired: one of 10 possible sites used by the University of Notre Dame to collect these data.
Edge density is the average edgemagnitude of a Sobel operator applied to the chip; this and the focusmeasure are reviewed
by Beveridge et al. (2009b, 2010). The remaining covariates are mostly self-explanatory.

5.3. The Good, Bad and Ugly partition labels

As noted above, the dataset is partitioned into three portions. In a rough sense, the image pairs are grouped in a manner
related to ease of verification. This may be a concern because the partition label is a covariate that seems to be a virtual
recoding of the response variable. There are three reasons for proceeding despite this concern.

The first is pragmatic. The biometric algorithm development community needs to improve performance on difficult
problems while at the same time not sacrificing performance on easier problems for which performance is already good.
This is best done with a graduated challenge problem. The second is also pragmatic, but having more directly to do with
choosing between twomodeling options. Concern about the GBU covariate could be alleviated by breaking the analysis apart
and treating each partition as its own unique study. While cleaner, such an approach denies us the opportunity to directly
quantify interactions between the partitions and other covariates.

A final reason is based on how GBU should be interpreted. For each person separately, the person’s image pairs were
sorted by similarity score, with the very best being placed in the Good partition, the very worst in the Ugly partition, and a
part of the remainder placed in the Bad partition. It is critical to note that the GBU factor level for a match pair is a person-
specific measure of the extent to which that image pair approaches the subject’s maximum potential matchability. Thus, a
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Table 2
Covariates available for analysis. Except for the asterisked items, all covariates are measured
separately for the probe and gallery image and therefore permit probe/gallery combination variables
like ‘indoor probe with outdoor gallery’. The additional covariate of GBU is described in the text.

Subject Environment Image

Person ID∗ Lighting Eye location
Image ID∗ Setting Resolution
Gender∗ Location Tilt
Race∗ Edge density
Initial subject age∗ Focus
Facial expression
Glasses
Elapsed time∗

good image pair for a person represents an imaging occasion where that individual ‘presented’ data containing nearly the
greatest effective information content as s/he could. An ugly image pair represents the case when this person was ‘having a
particularly bad day’ with respect to the match information contained in his/her images. Due to between-subject variation,
similarity scores and verification rates for Good image pairs for one person might be inferior to Bad scores and rates for
another person.

5.4. Model structure and selection

We fit a generalized linear mixed model (GLMM) using the residual mean pseudo-likelihood estimation approach
(Wolfinger and O’Connell, 1993; Breslow and Clayton, 1993; SAS, 2006). The Kenward–Roger adjustment for residual de-
grees of freedom was used when testing fixed effects (Kenward and Roger, 1997).

Exploratory data analysis, experience with past analyses, and conventional wisdom in the face recognition field moti-
vated consideration of a very broad collection of potential model terms including two-way interactions, interactions with
GBU labels, interactions between target and query features, and cubic orthogonal polynomials in target/query values for
focus, resolution, and edge density.

We considered two sources of overdispersionmodeled with random effects. First, our models included a subject-specific
random effect. There were between 3 and 48 match scores per subject. Second, the location variables contributed random
effects. Three of the ten locations were outside, and understanding the effects of indoor and outdoor settings was very
important. However, the particular locations within each setting were unimportant and incidental. To complicate matters,
the target and query locations for each match pair could differ. We considered the merits of two potential approaches.
The first option was to model the location effects as additive. In this case, the target location and query location would
contribute separate random effects, and there would be 20 potential combinations. The second option for location effects
was to permit a separate random effect for each target/query location combination. Not all location pairings were sampled;
this option would have yielded 93 different combinations.

We adopted the additive random effects structure for location. A strong reason for this choice was its simplicity. This
model is consistent with an assumption that the designations of ‘target’ and ‘query’ are interchangeable and hence SA is
symmetric. In practice, surprisingly, this assumption is not always true due to cohort normalization (Rosenberg et al., 1992;
Phillips et al., 2010), meaning that a query image is compared to a set of reserved images kept with the system in order to
assess the relative difficult of a query image and subsequently adjust its score accordingly.

The final model had 63 parameters for fixed effects and 457 random effects (the 437 subjects and 20 location effects).
Although an objective, automated model selection technique would have been helpful here, log likelihood and AIC values
could not be compared between models due to the pseudo-likelihood approach needed for estimation. Model selection
was therefore conducted using a non-automated blocked stepwise approach biased toward forward selection. The blocks of
subject, setting, and image covariates were considered separately in that order (including the polynomial and interaction
terms). Between-block interactions and further stepwise selection were then addressed. Contributions to F statistics and
effect sizeswere used to guide variable selection. In the latter case, model termswere required to cause an effect on estimate
verification probability of at least 2 in 100, which is the minimal effect size considered scientifically relevant in application.
This minimal effect magnitude criterion was more useful than reliance on p-values because the number of image pairs is so
large here that all our model effects had very small p-values.

5.5. Results and discussion

5.5.1. Random effects
We can quantify the importance of the random effects by looking in the log odds space. The marginal mean log odds for

verification are 5.14, 1.33, and −1.85 for Good, Bad, and Ugly respectively. The standard deviations of the random effects –
which are defined on the log odds scale – are 0.97 and 0.79 for subjects and locations, respectively. The ratios of randomeffect
standard errors to marginal log odds are shown in Table 3. These numbers are akin to CVs for the log odds of verification.
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Table 3
Magnitude of random effects on log odds scale, expressed as the ratio
of random effect standard error to mean log odds of verification.

Ugly Bad Good

Subject 0.72 0.72 0.97
Location 0.59 0.60 0.15

The ratios shown in Table 3 associated with subjects are greater than that for locations. Both types of random effect are
notably large, indicating that subject- and location-specific variation are both very important factors affecting algorithm
performance. For algorithm developers, both factors clearly should be targets for additional research. Location effects are
particularly troubling since face chips mask the background and are image normalized before any match effort occurs. We
hypothesize that location variation is attributable to lighting effects not currently accounted for in our lightingmodel and/or
tested algorithms. However, this hypothesis is weakened because we included a model term indicating whether locations
matched. Effects of location somehow apply within-location rather than merely between them. Thus our results suggest
that it is difficult to develop generic algorithms that perform well on new people and in novel locations.

Another result in Table 3 is evident from a comparison between the GBU partitions. Although the total extra variation is
roughly equivalent across partitions, the subject/location ratios are markedly different. Unlike the Ugly and Bad images, for
Good images, between-subject variation is overwhelmingly dominant. We believe that this finding suggests that, for Good
images, the challenge of verification across locations is nearly solved. If there is any practical improvement to performance
to be made under Good circumstances, developers should focus on controlling subject-specific effects.

For end users planning to implement a recognition algorithm, these results are cause for hesitation. In the real world,
images are usually obtained in non-ideal and uncontrolled circumstanceswhere Ugly and Bad are the norm. In this situation,
itwill be insufficient to alter the acquisition protocol somehow to reduce location variation. Subject effects, which arewholly
uncontrollable, would remain a substantial impediment to good performance.

After fitting this model which incorporates random effects for subject and location, the Pearson chi-square per degree of
freedomgoodness-of-fit statistic does not exceed1. This suggests thatwehavenot overlooked anymajor source of additional
overdispersion.

5.5.2. Fixed effects
Fig. 2 shows population-weighted least-squares mean probabilities of successful verification from our model for various

subject factor covariate cells, marginalized across remaining covariates. The Good (green), Bad (blue) and Ugly (red)
partitions are visible as three strata in this plot (from top to bottom in black andwhite). Uncertainty estimateswere obtained
by bootstrapping subjects. Quantile intervals of bootstrap distributions are shown, with the quantile being Bonferroni-
adjusted to maintain 95% joint confidence within each block of covariate × GBU partition results. Marginal results are also
shown for comparison. Within each G/B/U× factor block, effects that are substantially greater than at least one other level
in that block are plotted with heavier lines.

Among the fixed covariate effects, GBU is of course dominant, and because of its construction we interpret only its
interactions. Also, performance within the Good partition is nearly perfect so we consider it no further.

Where not self explanatory, the factor labels used in Fig. 2 are as follows. For Expression and Glasses, labels are paired to
indicate the state of the target and then the query image. Thus, for Expression, Smile/Neutral indicates a smile in the target
image and a neutral expression in the query image. For Age, Younger subjects were no older than 23, Older subjects were at
least 30, and between these were Typical ages. Lighting indicates the estimated lighting direction for the target and query
image, with Front indicating a fully illuminated face lit from the front, Side indicating strong shading across part of the face
consistent with illumination from the side, Shade indicating shadowing consistent with a face illuminated from above.

A few important observations can be made from this figure. One key point is that Asian subjects are easier to verify
than other races. This is consistent with past findings (Lui et al., 2009b). There are several possible explanations for this
effect. Since only 25% of the people in the dataset are Asian, it may be that recognition is easier because there are fewer
possible confusions among Asians because there are fewer Asians total relative to Caucasians in this dataset. Alternatively,
it is possible that something about Asian facesmakes them intrinsically easier to recognize. Additional studieswill be needed
to clarify if and how recognition difficulty varies between races.

Verification performance is improved when target and query facial expressions are the same. However, an interaction
with GBU indicates thatmatching two neutral images clearly is easier than two smiling images in the Ugly data, but not so in
the Bad data. These results are consistent with past findings (Lui et al., 2009b) and have important operational implications,
the most obvious being policies to promote consistency of expression. For example, the rules for Canadian passport photos
include: ‘‘. . . taken with a neutral facial expression (eyes open and clearly visible, mouth closed, no smiling)’’ (Canada,
2012).1 Such policies arewell supported in terms of promoting consistency. They are problematic if supported by arguments
that neutral expressions are intrinsically superior to smiling expressions, something not consistently true in our findings
here.

1 http://www.ppt.gc.ca/cdn/photos.aspx.

http://www.ppt.gc.ca/cdn/photos.aspx
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Fig. 2. Population-weighted least squares means and 95% bootstrap intervals for verification rate when the false accept rate is set at 1 in 1000. The Good
(green), Bad (blue) and Ugly (red) partitions are visible as three strata in this plot, from top to bottom. The intervals have been Bonferroni-corrected
within each G/B/U × factor block, and effects that are significantly greater than at least one other level in that block are plotted with heavier lines. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Verification performance improves with increasing subject age. This finding also corroborates previous work (Lui et al.,
2009b), and indeed this age effect is perhaps the most consistently observed across multiple studies. There is an emerging
view that this result may be due to increased and more detailed idiosyncratic facial features associated with aging, such as
freckles and wrinkles.

As with expression, taking on or off a pair of glasses substantially degrades recognition performance. However, this find-
ing suggests no reason to support always wearing one’s glasses versus never wearing one’s glasses. This finding too has
important policy implications. If one considers the scenario where a person is photographed every day, perhaps while en-
tering a secure facility, there is probably no good reason for asking them to constantly take off their glasses. However, in a
different context, specifically law enforcement applications, it is probably best to favor a no glasses policy.

With respect to imaging environment effects, it is surprising how little effect lighting appears to have. However, the one
placewhere the lightingmodel clearly identifies superiormatching is Front–Front on the Ugly partition. Thismay be indicat-
ing that lighting, as captured by our lighting model, only begins to seriously influence recognition on the most challenging
data, and only in so much as it indicates the single most favorable circumstance.

The location effect is also somewhat surprising. Algorithms are not supposed to be influenced by externalities such as
where a photo is taken. Yet, the results show a substantial improvement in all three GBU partitions when query and target
images are acquired at the same location as opposed to two different locations. Further, the effect is huge for the Ugly case. In
the short term, this suggests that where it is possible to engineer a system to consistently acquire images at a single location,
current algorithms will performmuch better. Longer term, this finding indicates a critical and under-appreciated weakness
in algorithms that the research community needs to better understand and reduce.

Fig. 3 illustrates some findings related to image covariates. These graphs show multiplicative effects on the odds of ver-
ification as a function of target and query focus (top) and edge density (bottom) for the Ugly data partition. Contours are
masked to include only the portion of the space reasonably well-represented in the dataset to avoid extrapolation. The
figures show that increased focus and edge density are associated with higher verification odds. Moreover, the contours
suggest that the focus for query and target images should be roughly equal to improve performance.

Finally, variable selection led to the notable finding that aside from limited effects for lighting and expression, most pre-
dictors did not interact with the GBU partition labels. This suggests that most features of subjects and images tend towards
‘universality’ in that their effect on recognition is similar whether the subject presents excellent or poor match opportuni-
ties. This finding is important formany implementation protocols where imaging is opportunistic and uncontrolled. In these
cases, face recognition algorithms must do as well as they can with whatever images they get.

5.6. Validity and generalizability

Table 1 illustrated how verification performance on the GBU dataset can differ markedly between algorithms. It is also
true that performance of a single algorithm can vary substantially across datasets. Before considering the implications of this,
it is worth repeating that the purpose of our analysis is to estimate the effects of covariate factors, not absolute performance
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Fig. 3. Multiplicative effect on verification odds as a function of target and query focus (left) and edge density (right) for the Ugly data partition.

levels per se. This intent renders irrelevant the confounding question about whether poor (or good) algorithm performance
is attributable to the algorithm or the dataset.

Of course, the constant (‘intercept’) term in the link-linear predictor of the GLMM establishes a baseline verification rate
that is specific to the algorithm and dataset analyzed. Using our model parameter estimates, prediction of verification rates
on easier (or harder) datasets would be inaccurate, as would predictions for different algorithms. If empirical performance
prediction was a goal, one could fit a model like ours to data from the new application.

However, we are interested in finding covariates whose effects are consistent across diverse datasets and, ideally, across
various recognition algorithms. This addresses a question of greater relevance to algorithm developers and opens the door
to more profound questions about the role and utility of biometric identification.

It is difficult to assess the extent to which our estimated covariate effects may be ‘universal’. Note, however, that the GBU
partitions might be viewed as three independent datasets. Our finding (Section 5.5.2) that most covariates do not interact
with the GBU partition label therefore supports the hypothesis that these effects are generalizable across datasets. Also, we
have completed similar analyses on performance data from the Face Recognition Grand Challenge (FRGC) (Beveridge et al.,
2009a) and Face Recognition Vendor Test 2006 (FRVT) (Beveridge et al., 2009b) and a consistent pattern is emerging for some
covariates. Specifically, for all three studies (i.e., GBU, FRGC and FRVT) the effects of Race, Age and Glasses are consistent.
Expression was not part of the FRVT study, but for GBU and FRGC, the dominant Expression result is consistent: recognition
is easier when expressions (smiling vs. neutral) match. Finally, results for image-related covariates such as focus are more
varied across algorithms and datasets. Our prior work on FRVT has suggested that image covariate effects depend upon the
recognition algorithm being used.

6. Conclusion

The results presented here illustrate how statistical models can be applied in a manner to help algorithm developers and
users understand – and hopefully improve – recognition performance. It is clear that the statistical toolbox contains many
more applicablemethods for development and evaluation. Performance evaluation is a particularly fertile topic for statistical
attention due to burgeoning interest from the biometric community and the fact that a predictor–response formulation is
one natural way to pose key questions using available datasets. More broadly, opportunities for statistical research in face
recognition are abundant becausemany aspects of recognition algorithms, the structure of the identification and verification
tasks they face, and their performance have only recently begun to be posed explicitly in a statistical context.
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