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Abstract— In this paper, an energy-efficient technique is
proposed for tracking a target in a field using a network
of mobile sensors while maximizing the life span of the
network. The most important energy consumption sources in a
mobile sensor network (MSN) are sensing, communication and
movement of the sensors. In the proposed technique, first the
field is divided into a grid of arbitrarily small cells. This grid
is then used to obtain a graph with properly weighted edges.
The weight assignment is done in such a way that it results
in a close estimate of the maximum lifetime for the network.
Finally, using a shortest path algorithm, an efficient route is
found to transfer information from the target to destination.

I. INTRODUCTION

Significant progress in micro-electro-mechanical systems

(MEMS) has made the fabrication of small flexible mobile

sensors possible. These small sensors, can work collabora-

tively in a distributed fashion to collect information more

efficiently [1], [2], [3], [4]. Some of the diverse range of

applications of sensor networks include monitoring [5], [6],

intrusion detection [7] and surveillance [8]. One of the

important applications of such networks is target tracking.

Mobile sensor networks (MSN) can be very effective in

detecting and tracking dynamic targets. In this type of

application, a group of sensors are assigned to track the

target, and work collaboratively with other sensors to route

its information to a designated fixed point called destination.

Some important constraints need to be taken into considera-

tion in the design of efficient motion-planning algorithms for

an MSN in a practical setting. Such constraints include, for

example, communication and sensing limitations of sensors,

their processing capabilities, and limited energy.

In [9], a novel technique is introduced for target tracking

and density management of sensors in an MSN. A protocol

is designed in [10] to improve the accuracy of multiple target

tracking in sensor networks. A decentralized multiple target

tracking scheme is proposed in [11] to minimize energy

consumption by partitioning the sensor nodes to clusters.

In [12], a dynamic sleep schedule is used to prolong the
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lifetime of a target-tracking sensor network. This is carried

out by dividing the sensors into two groups of border sensors

and interior sensors, and putting the interior sensors into

sleep mode in the absence of target. A number of existing

results also use different sleep-mode strategies to deactivate

certain sensors in the tracking process in order to maximize

the network lifetime (e.g, see [13], [14]).

In the present work, the problem of tracking a moving

target in a sensing field is investigated. The main objective

is to develop a proper motion strategy for the sensors such

that the life span of the network is maximized. It is assumed

that the main sources of energy consumption in the network

are sensing, communication, and movement of sensors. First,

the sensing field is divided into a grid, where the sensors

and the target represent the nodes of the grid. The grid

nodes are then transformed to the vertices of a graph, whose

edges are weighted properly in terms of the location of

the corresponding nodes in order to formulate the energy

consumption in the network. The proposed technique finds

an energy-efficient route to transfer information from the

target to the destination using a shortest path algorithm. It

is shown that under certain conditions the shortest path is a

good candidate for the sensors to take in order to maximize

the life span of the network.

The organization of this work is as follows. In Section II,

a modified form of the conventional Voronoi diagram is

introduced which reflects energy consumption of sensors

in the network. Section III presents the problem statement,

which is followed by some important assumptions and def-

initions. In Section IV, an energy-efficient tracking strategy

is presented for mobile sensors, as the main contribution

of the paper. Simulation results are provided in Section V

to demonstrate the effectiveness of the proposed algorithm.

Finally, Section VI gives a brief summary of the results.

II. EXTENDED VORONOI DIAGRAM

Consider a set of n distinct weighted nodes denoted by

S = {(S1, w1), (S2, w2), . . . , (Sn, wn)}, where wi > 0 is

the weighting factor associated with Si, for any i ∈ n :=
{1, 2, . . . , n}. Let the distance between an arbitrary point Q

and the weighted node (Si, wi) be denoted by f(Si, wi, Q).
The extended Voronoi diagram is defined as a partitioning

of the plane into n regions with the property that the nearest

node (in terms of the distance function given above) to any

point inside a region is the node assigned to that region.

The mathematical characterization of each region obtained
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by the above partitioning is as follows:

Πi = {Q ∈ R2|f(Si, wi, Q) ≤ f(Sj, wj , Q), ∀j ∈ n−{i}}
(1)

Note that for certain functions f(.) and weighting factors

w(i)’s, some regions may contain no points.

Consider now n sensors in a field, and let them be

represented by the nodes S1, S2, . . . , Sn. The weight of the

node Si is considered as the remaining energy of that sensor,

and is denoted by ei, ∀i ∈ n. Furthermore, let f(Si, ei, Q)
be equal to the difference between the initial energy of the

i-th sensor, Ei,0, and the remaining energy of that sensor

after traveling to point Q. Assuming the required energy for

traveling distance d is proportional to dα, one can write:

f(Si, ei, Q) = Ei,0 − ei + es + β[d(Si, Q)]α (2)

where α and β are known constants, es is the energy

required to overcome the static friction (when the sensor

starts to move), and is assumed to be the same for all

sensors. Furthermore, d(Si, Q) is the Euclidean distance

between Si and Q. In this case, the extended Voronoi

diagram will be referred to as the α-residual rate Voronoi

diagram. In the sequel, the α-residual rate Voronoi diagram

is described for two different cases of α. Note that, without

lose of generality, the initial energy of the sensors can be

assumed to be equal. This energy will be referred to as E0

hereafter.

i) α=1

Consider two sensors located at S1 and S2 with the re-

maining energies e1 and e2, respectively. If f(S1, e1, Q) =
f(S2, e2, Q), then

E0 − e1 + es + βd(S1, Q) = E0 − e2 + es + βd(S2, Q)

⇒ d(S1, Q)− d(S2, Q) =
e1 − e2

β
= const. (3)

Therefore, the loci of every point Q for which

f(S1, e1, Q) = f(S2, e2, Q) is a branch of a hyperbola. In

the special case when e1 = e2, this loci is the perpendicular

bisector of the segment S1S2.

To construct the 1-residual rate Voronoi region associated

with a node in the network, first the branches of the above-

mentioned hyperbolas of that node and the other nodes are

drawn. The smallest region containing each node is, in fact,

the Voronoi region of that node. Fig. 1 shows the α-residual

rate Voronoi diagram for 6 sensors with different amounts

of remaining energy.

ii) α=2

Similar to the previous case, consider two sensors S1 and

S2 with the remaining energies e1 and e2. If f(S1, e1, Q) =
f(S2, e2, Q), then

E0 − e1 + es + β[d(Si, Q)]2 = E0 − e2 + es + β[d(Sj , Q)]2

⇒ [d(S1, Q)]2 − [d(S2, Q)]2 =
e1 − e2

β
= const. (4)

Therefore, in this case, the loci of every point Q for which

f(S1, e1, Q) = f(S2, e2, Q) is a line perpendicular to the

Fig. 1. An example of the 1-residual rate Voronoi diagram for a group
of 6 sensors with different amounts of remaining energy.

segment S1S2. If e1 = e2, then this line is the perpendicular

bisector of S1S2.

I order to construct the i-th 2-residual rate Voronoi region,

the above-mentioned perpendicular lines of the node Si

and the other nodes are drawn first. The smallest polygon

(created by these perpendicular lines) containing the i-th

node is, in fact, the i-th 2-residual rate Voronoi region. An

example of a 2-residual rate Voronoi diagram with 6 sensors

is sketched in Fig. 2.

Fig. 2. An example of the 2-residual rate Voronoi diagram for a group
of 6 sensors with different amounts of remaining energy.

III. PROBLEM STATEMENT

Consider a group of n mobile sensors S1, . . . , Sn. Con-

sider also a moving target and a fixed access point (also

referred to as the destination point). In order to ensure target

tracking at all times, it is essential to maintain connectivity

(in terms of sensing and communication) between target and

destination point.

In order to develop energy-efficient sensor deployment

strategies, it is required to adopt a proper model for the

energy consumption of sensors. In general, the energy
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consumption of mobile sensors is due to communication,

sensing, and movement. Although minimizing energy con-

sumption is of great importance in MSNs, in many ap-

plications it is more desirable that the life span of the

sensors is maximized, in order to increase the durability

of the overall network. An effective strategy to maximize

the life span of the network is that sensors with small

residual energy consume small amounts of energy such that

the residual energy of the sensor with minimum remaining

energy is maximized. To this end, sensors must operate

in a collaborative fashion in order to determine the best

location and routing path for each sensor to transmit the

information from target to destination. Since the analytical

solution of this problem is complicated in general, as an

efficient alternative approach, divide the sensing field into

a grid. Assume that the target and sensors are located on

some nodes of the grid in each time instant. Then, a graph

is constructed whose vertices are the grid nodes, and whose

edges are properly weighted, to model the three sources

of energy consumption in the network. This graph will

be referred to as the energy consumption digraph. The

following notation will prove convenient in the development

of the main results.

Notation 1. Throughout this paper, the j-th nearest sensor

to node Pi will be denoted by S
j
Pi

, for any j ∈ n and any

node Pi in the grid (note that the term “nearest” is used here

based on the definition of distance in the previous section).

For example, S1
P2

represents the nearest sensor to node P2.

Furthermore, E
j
r,Pi

denotes the residual energy of the j-th

nearest sensor to Pi, after traveling to this point.

Assumption 1. In each time instant, it is assumed that

the sensor assigned to sense the target is the one with the

smallest distance to it. This sensor is referred to as the

tracking sensor, and is not necessarily fixed (i.e., it may

change from time to time). A subset of other sensors can be

employed accordingly to create an information route from

target to destination.

The tracking sensor will be denoted by ST (note that

ST ∈ {S1, S2, . . . , Sn} at any time instant). Furthermore,

the target node and the α-residual rate Voronoi region

containing it will be denoted by PT and ΠT , respectively.

In addition, the destination point will be denoted by PD.

Definition 1. In the remainder of this paper, any node on

the grid which belongs to ΠT and a sensor can sense the

target from that point is called a sensing node. Furthermore,

any node of a given path P excluding target and destination

is referred to as a path node.

IV. MAIN RESULTS

A technique is provided in the sequel to find candidate

locations for the sensors such that a sensor with the lowest

residual energy at the beginning of a time step, will consume

minimum energy during that time step.

Consider a group of n sensors, and let the sensing field

be divided into a grid of sufficiently small cells. Using α-

residual rate Voronoi diagram, the field is partitioned into n

regions. Denote the j-th region with Πj , for any j ∈ n.

Construct a directed graph (digraph) in which the edges

are related to the energy consumption of the sensors. In this

digraph, there is an edge from PT to an arbitrary point Pj if

and only if Pj is a sensing node; the weight of this edge is

considered to be 0. Furthermore, the node Pi (Pi 6= PT ) is

connected to node Pj in this digraph, if and only if a sensor

located at Pi could communicate with a sensor located at

Pj . The following procedure is used to find the weight of

this edge, denoted by w(i, j).
Case i) Consider the case where Pi is a sensing node.

Then:

w(i, j) =

[

E0 − E1
r,Pi

+ ωc(i, j) + ωs(T, i)

E0

]k

where ωs(T, i) is the required sensing energy for a sensor

at Pi to sense the target, ωc(i, j) is the communication cost

between the nodes Pi and Pj , and k is a constant which

will be introduced later.

Case ii) If Pi and the target are in the same region AND

Pi is not a sensing node, then:

w(i, j) =

[

E0 − E2
r,Pi

+ ωc(i, j)

E0

]k

Case iii) Finally, if Pi and the target are in different

regions, then:

w(i, j) =

[

E0 − E1
r,Pi

+ ωc(i, j)

E0

]k

It is desired in the energy consumption digraph to find the

shortest path connecting the target to destination, subject

to the constraint that the number of nodes in the path is

less than or equal to the number of sensors. It will be

shown that this path provides a route, which can, under some

conditions, be optimal in the sense of maximizing the life

span of the network.

Remark 1. One can use an efficient routing algorithm

(such as Dijkstra) to find the shortest path in the energy

consumption digraph. If eventually, the number of nodes

in the shortest path is greater than n, then one can switch

to a constrained shortest path algorithm, which is typically

slower than the unconstrained counterparts.

Definition 2. A path P which has at most n nodes and

connects target to destination will hereafter be referred to

as a feasible path. Moreover, the sum of the weights of the

directed edges of a feasible path P is referred to as the path

weight, and is denoted by W (P ).

Definition 3. In the rest of the paper, the term consumed

energy of a sensor refers to the percentage of the total en-

ergy consumption by that sensor. More precisely, consumed

energy is equal to the ratio of the difference between the

initial energy of the sensor and its residual energy, to its

initial energy.
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Definition 4. Consider a network of n mobile sensors

S1, S2, . . . , Sn, and a feasible path P with m nodes, denoted

by the ordered set (PT , P1, P2, ..., Pm, PD). There are
(

n
m

)

(combination of m out of n) possible sensor assignments

which can be employed to transfer the information from PT

to PD in this case. Let the assignment of the distinct sensors

Si1 , Si2 , . . . , Sim to the nodes P1, P2, . . . , Pm, respectively,

be denoted by the pair (P, S), where S represents the

ordered set (Si1 , Si2 , . . . , Sim). Furthermore, denote with

(P, S∗) the sensor assignment for which the energy con-

sumption of the sensor with the smallest residual energy

(after relocating the sensors and transmitting information

from target to destination) is minimum. This assignment will

be referred to as the optimal assignment. It is important to

note that the optimal sensor assignment can change each

time the sensors are relocated, but for simplicity of notation

the time dependence has not been explicitly shown in the

above representation.

Definition 5. Consider the optimal assignment (P, S∗

P ) for

a mobile sensor network. The k-th power of the consumed

energy of the sensor Sij after traveling to node Pj and

collaborating in information transmission will be referred

to as node cost of Pj in path P and will be denoted by

CP (Pi) hereafter. Furthermore, the sum of node costs of all

the path nodes of P will be called path cost of P and is

denoted by C(P ).

The main results of the paper are presented in the sequel.

The proofs are omitted due to space limitations.

Theorem 1. For any feasible path P in an energy consump-

tion digraph, the relation W (P ) ≤ C(P ) holds.

Definition 6. A feasible path P is called a good path if it

satisfies the following properties:

i) It has at most two nodes in the region ΠT and at most

one node in other regions.

ii) If the region ΠT contains exactly two nodes of the path,

say Pi and Pj , creating a directed edge from Pi to Pj , then

the path P does not pass through the region containing the

second nearest sensor to Pj .

Definition 7. Consider a network of n mobile sensors

and a feasible path P with m nodes, and let the opti-

mal assignment (P, S∗

P ) be deployed. Let also the energy

consumption of the sensor which consumes the maximum

energy amongst all sensors once they move to their assigned

nodes and transmit information from target to destination be

denoted by E(P, S∗

P ), and referred to as the max-min energy

consumption w.r.t. the path P .

Definition 8. Among all feasible paths, the one w.r.t.

which the max-min energy consumption is minimum will

be referred to as the optimal path and denoted by P ∗.

Definition 9. A feasible path P with at most one node in

each α-residual rate Voronoi region is referred to as a perfect

path. It is obvious that any perfect path is a good path as

well.

Theorem 2. For any feasible good path, the path weight

and path cost are equal.

Remark 2. Since any perfect path is also a good path, the

result of Theorem 2 holds for any feasible perfect path as

well.

Definition 10. A feasible path P is said to be θ-optimal

if the difference between E(P, S∗

P ) and E(P ∗, S∗

P∗) is at

most equal to θ, i,e, E(P, S∗

P )− E(P ∗, S∗

P∗) ≤ θ.

Lemma 1. For any positive real numbers n, x, θ, where

x, θ ≤ 1, if k >
ln(n)

ln(1+θ) then

(x+ θ)k > nxk

Theorem 3. Choose a constant k >
ln(n)

ln(1+θ) and apply the

proposed algorithm. If the shortest path P̄ in the energy

consumption digraph is a good path, then it is θ-optimal.

Corollary 1. Choose k >
ln(n)

ln(1+θ) ; if the shortest path P̄ is

a perfect path, then it is θ-optimal too.

V. SIMULATION RESULTS

Consider 25 identical sensors which are randomly de-

ployed in a field of size 30m × 30m. A target is moving in

the field, and the sensors are to track it and route its infor-

mation to the destination point which is assumed to be in the

origin. Suppose all sensors have communication and sensing

ranges of 10m and 1.5m, respectively. Communication and

sensing energies are assumed to be ωc(i, j) = µ[d(Pi, Pj)]
λ

and ωs(T, j) = ζ[d(PT , Pj)]
γ , respectively, where d(Pi, Pj)

is the Euclidean distance between the points Pi and Pj , as

noted before. It is also assumed that the required energy for

a sensor to travel from a point Pi to another point Pj is

equal to βd(Pi, Pj), resulting in a 1-residual rate Voronoi

diagram. In addition, θ is considered to be 0.05 which yields

k > 65.97.

The following values are used for system parameters in

the simulations: µ = 10−7, ζ = 0.1, β = 7.54, λ = 2 and

γ = 4. It is also assumed that the target moves in random

integer steps in the interval [−7, 7] along both horizontal

and vertical axes. The field is divided to a grid of size

30 × 30. The algorithm determines the route and the new

candidate locations for the sensors in discrete time instants.

The time interval between these instants is chosen based

on the target’s speed. Simulation is performed for 100 time

instants. Fig. 3 demonstrates the route and the candidate

locations of the sensors for three different time instants: 41st,

46th and 81st. In each step, the location of the target and

sensors as well as the shortest path are depicted. The current

location of the sensors are shown by asterisks, while their

calculated candidate locations to move to are depicted by

small circles. The location of the target is shown by a square,

and the shortest path is drawn in dotted line. Furthermore,

green lines show the movement of the sensors from their

current locations to the candidate points in case they need to

move. Fig. 4 depicts three consecutive steps of the tracking

process. Note that under the proposed algorithm, the nearest
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(a) (b) (c)

Fig. 3. Snapshots of the network configuration obtained by the proposed technique for 25 sensors in three different steps: (a) 41st step; (b) 46th step,
and (c) 81

st step.

(a) (b) (c)

Fig. 4. Snapshots of the network configuration obtained by the proposed technique for 25 sensors in three consecutive steps: (a) 20
th step; (b) 21

st

step, and (c) 22nd step.

sensor to the path nodes in the sense of Euclidean distance

is not necessarily assigned to them (e.g., see Fig. 4(a)).

Remark 3. Simulation results show that for different net-

work setups with different number of sensors and specifica-

tion, in most of the cases the shortest path in the proposed

algorithm is either a good path or a perfect path, which

according to Theorem 3 is θ-optimal as well.

To assess the performance of the proposed technique,

it will be compared to the algorithm developed in [15]

for minimizing the overall energy consumption of a sensor

network. Consider the setup of the previous example, but

with 9 sensors instead of 25. Let the initial energy of each

sensor be 9000J. It is desired to compared the life span of

the network, which is the time it takes for the first sensor to

run out of energy as defined in [16], [17], [18], under the

proposed method and the method in [15]. Fig. 5 depicts the

remaining energy of sensors v.s. iteration number under the

proposed algorithm, while Fig. 6 provides analogous results

under the algorithm given in [15]. These figures show that

under the algorithm introduced in this work the life span of

the network increases by 22.6%. They also show that the

consumption of energy in different nodes is more balanced

under the proposed algorithm, which further demonstrates

the efficiency of the method.

Fig. 5. Remaining energy of the sensors for different iterations using the
algorithm proposed in this work for life span maximization.

Remark 4. It is important to note that if the target is moving

smoothly in the field, then under the technique proposed in

[15] the tracking sensor does not change frequently, as it

continues to be the nearest sensor to the target. As a result,

the energy of the tracking sensor in [15] is depleted fast.

However, since in the method proposed here, the nearest

sensor to the target is defined based on the residual energy
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Fig. 6. Remaining energy of the sensors for different iterations using the
overall energy consumption minimization algorithm from [15].

of the sensors, the tracking sensor can be changed appropri-

ately. This prevents each sensor from quickly depleting its

energy.

VI. CONCLUSIONS

A novel technique is proposed in this paper to prolong

the lifetime of a network of mobile sensors while tracking a

dynamic target. The field is first divided into a grid, which

is then translated to a graph. The edges of the graph are

then weighted properly to model the energy consumption of

the network which is assumed to be mainly due to sensing,

communication, and movement of the sensors. Then, a

shortest path problem is solved to find candidate locations

for the sensors, and the best route to transfer the information.

Simulations demonstrate the effectiveness of the proposed

strategy.
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