Ancilla-Assisted Calibration of a Measuring Apparatus
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A quantum measurement can be described by a set of matrices, one for each possible outcome, which represents the positive operator-valued measure (POVM) of the sensor. Efficient protocols of POVM extraction for arbitrary sensors are required. We present the first experimental POVM reconstruction that takes explicit advantage of a quantum resource, i.e., nonclassical correlations with an ancillary state. A POVM of a photon-number-resolving detector is reconstructed by using strong quantum correlations of twin beams generated by parametric down-conversion. Our reconstruction method is more statistically robust than POVM reconstruction methods that use classical input states.
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Measurements are at the heart of the scientific method because they allow us to gauge observables in experimental tests, leading either to the confirmation or to the ruling out of the scientific hypothesis. In quantum mechanics, measurements play a critical role because they connect the abstract description of quantum phenomena in Hilbert space to observable events. In the process of measurement, a quantum mechanical object interacts with a measurement device, and a measurement outcome is a result of such interactions. A complete quantum mechanical description of a measurement device is its positive operator-valued measure (POVM). In the quantum realm, sensor calibration corresponds to determining its POVM. In the last decade, the rapid development of innovative quantum technologies promoted POVMs from being an abstract theoretical tool to the experimental realm. In particular, precise and fully quantum characterization techniques for sensors [1–4] play a critical role for the implementation of quantum information processing, metrology, and imaging [5–16], as well as tomography of states [17–24] and operations [25–30]. Thus, quantum sensor characterization can be seen as a simultaneous measurement of multiple parameters; therefore, the efficiency of such a measurement is of utmost importance. However, POVM extraction has been experimentally pursued by brute force methods so far, i.e., by probing sensors with a suitably large set of interrelated input signals and classical states, yielding slow convergence [2,3]. It was shown [1] that taking advantage of quantum resources, e.g., entanglement, can improve convergence beyond the traditional methods. Here, we present the first experimental POVM reconstruction that explicitly uses a quantum resource, i.e., nonclassical correlations with an ancillary state [31]. Our experiment represents a major step forward towards quantum mechanical treatment of sensors: it demonstrates the reconstruction of an inherently quantum measure of an arbitrary detector’s performance—it’s POVM—by realizing for the first time the method of Ref. [1].

A POVM is defined as a set of operators (matrices) \( \Pi_n \) that give the probability of the measurement outcomes via the Born rule \( p_n = \text{Tr}[\varrho \Pi_n] \), where \( \varrho \) is the density operator describing the system being measured. In principle, it is possible to extract a POVM of a photon detector using classical states of light (e.g., coherent states [2]) by inverting the Born rule after collecting data for a sufficiently large set of states. A direct inversion, however, is a rather delicate and mathematically unstable procedure, so that even a small uncertainty due to a finite statistical sample size can result in a large uncertainty in POVM matrix elements. Having a quantum source producing on-demand Fock states with a defined photon number would simplify the problem significantly, improving accuracy in the same measurement time by at least a factor of \( \sqrt{N} \), where \( N \) is the number of possible measurement outcomes for a detector. Unfortunately, there are no ideal sources of photon number states. A measurement scheme based on nonclassically correlated bipartite systems (beyond \( N = 1 \)) is an attractive alternative that realizes the full potential of the original scheme of [32]. In this case [1], one beam is sent to the detector under test (DUT) and the other (an ancilla state) to an ideal photon-number-resolving (PNR) detector (i.e., 100% efficiency and full photon number resolution), playing the role of what in the following we will address as a quantum tomograph. In this case, by using twin beams, one produces heralded (but not predefined) Fock states, thus yielding a measurement speedup of at least \( \sqrt{N} \).
This alternative retains the statistical reliability advantage of the on-demand Fock state source. Even with an imperfect tomographer (i.e., efficiency <1 and no photon-number resolution), significant advantage over classical measurements can be retained. Thus, ancilla-assisted quantum schemes, where nonclassical correlations play a key role in improving both precision and stability, represent a practical advantage of quantum-enabled measurements over their classical counterparts.

Here we provide the first experimental implementation of this novel paradigm and demonstrate an effective reconstruction method for the POVM of an arbitrary detector, thus giving the full quantum characterization of its performance.

Let us assume that a bipartite system may be prepared in a given state described by the density operator $\rho_K$, and that besides the measurement made by the detector to be calibrated, a known observable with a discrete set of outcomes is measured at the tomographer. In our scheme, the DUT is a phase-insensitive PNR detector, which represents one of the most critical components in quantum technology. The detector’s POVM elements are diagonal operators in the Fock basis and may be written as $\Pi_n = \sum_m \Pi_{nm} |m\rangle\langle m|$, where $\Pi_{nm}$ represents the probability of observing $n$ counts when $m$ photons are incident on a PNR detector (with the obvious constraint that $\sum_n \Pi_{nm} = 1$). $\Pi_{nm}$ is the matrix element to be reconstructed by our measurement.

In our experiment, the bipartite state consists of the optical twin beams $\rho_K = |R\rangle\langle R|$, $|R\rangle = \sum_m R_m |m\rangle\langle m|$, where $|m\rangle$ is the state of one beam with $m$ photons; the tomographer is a simple yes or no detector with a selectable efficiency $\eta$ defined as including all optical losses and assumes that the detector is live and ready to sense incoming light; and $R_m$ is the probability amplitude of a particular $|m\rangle$ state. An experimental event is a detection of $n$ photons at the DUT paired with a measurement outcome (“yes” or “no”) at the tomographer, which occur with probabilities

$$p(n, \text{yes}) = \sum_m \Pi_{nm} |R_m|^2 [1 - (1 - \eta)^m]$$

and

$$p(n, \text{no}) = \sum_m \Pi_{nm} |R_m|^2 (1 - \eta)^m,$$

(1)

respectively. Upon collecting data to determine $p(n, \text{yes})$ and $p(n, \text{no})$, one may invert these relations and recover the unknown matrix elements $\Pi_{nm}$ [31]. The distribution $|R_m|^2$ of the bipartite states is determined from the photon number distribution of the beam addressed to the tomographer, which is identical to its twin that is sent to the DUT. In this case, the data are the unconditional tomographer click events, which occur with probability $p(\text{no}) = \sum_m |R_m|^2 (1 - \eta)^m$, and allow reliable reconstruction of $|R_m|^2$’s [22] after collecting data at different system detection efficiencies. Note that this procedure is much simpler than full quantum tomography [17–20], as no additional calibration is needed to determine the $|R_m|^2$ coefficients other than the calibration of the efficiencies at the tomographer. Notice also that entanglement is not needed to achieve this POVM reconstruction of a PNR detector. Instead, it is the strong nonclassical correlation that enhances the accuracy and stability of the reconstruction, thus highlighting the role of squeezing and ancilla states as a crucial technical resource for the development of photonic quantum technologies.

The experimental setup (Fig. 1) comprises an 800-nm mode-locked laser with a repetition rate of 76 MHz, doubled via second harmonic generation to 400 nm, which pumps a LiIO$_3$ crystal to produce degenerate, but noncollinear, photons using parametric down-conversion (PDC) with type I phase matching [5]. One of the beams from this crystal is sent to the tomographer that consists of a calcite polarizer (that allows changing the detection efficiency), an interference filter (with a passband of 20 nm, full width at half maximum), and a silicon single photon avalanche diode (SPAD). The beam is delivered to the SPAD through a multimode fiber, which defines the spatial collection of the light. Because the down-converted photons have the same linear polarization in both arms, the polarizer can be used to variably attenuate the input beam and hence change the efficiency of the tomographer. The other PDC beam is directed to our PNR DUT, a detector tree consisting of two Si-SPADs, through a coupling system similar to the tomographer path (i.e., an interference filter and a fiber coupler). This two-SPAD DUT is able to discriminate between three possibilities: 0, 1, and 2 or more photo detections per pulse. An event 0 is when neither SPAD clicks. An event 1 is when either SPAD clicks, but not both. An event 2 is when both SPADs click.

![FIG. 1 (color online). Experimental setup: LiIO$_3$ crystal pumped with a pulsed 400-nm beam created through second harmonic generation (SHG) produces two correlated beams. One is sent to the tomographer (T), while its twin is sent to the DUT. The tomographer efficiency is varied by rotating the linear polarizer. Interference filters (IF) with 20-nm bandpasses are used to limit out-of-band light on the detectors. A FPGA is used for real-time processing and data acquisition. The DUT (inset) is a PNR detector made of two Si-SPADs connected through a 50:50 fiber beam splitter (BS).](image-url)
The outputs of the two Si-SPADs of our PNR detector, together with the tomographer output and a trigger pulse (from the laser), are sent to a field programmable gate array (FPGA) based processing and data collection system. We distinguish the three possible outcomes of the DUT along with the results of the tomographer measurements. Because detectors have dead time, the FPGA is programmed to avoid taking data when either of the detectors in the system is not ready. Before the data acquisition, the tomographer arm polarizer is calibrated to provide the 20 different system efficiencies that are needed for the reconstruction. This is done for each \( \eta_r \).

To reconstruct the POVM of our DUT, we first determine the relative frequencies \( f(0), f(1), \) and \( f(2) \), respectively from the number of 0-, 1-, and 2-click events normalized to their sum. We also determine the relative frequencies of conditional events paired with the tomographer’s clicks \( f(\text{yes[0], } \eta_r), f(\text{yes[1], } \eta_r), f(\text{yes[2], } \eta_r) \), and no-clicks \( f(\text{no[0], } \eta_r), f(\text{no[1], } \eta_r), f(\text{no[2], } \eta_r) \) for each efficiency \( \eta_r \). As mentioned above, the preliminary step in obtaining the POVM elements is the reconstruction of the photon number distribution \( |R_m|^2 \) [22] of the bipartite state. Figure 2(a) fits the \( p(\text{no}) \) data to a Poisson distribution with \( \mu = 0.5983 \pm 0.0017 \) mean photons per pulse. This is then used to reconstruct the bipartite state \( |R_m|^2 \) distribution seen in Fig. 2(b). The experimentally reconstructed photon distribution is in excellent agreement with the Poisson distribution, with a fidelity larger than 99.4% (here and in the following, we use the conventional definition of fidelity as the sum of the square root of the product of the experimental and the theoretical probabilities [22]). Data are shown only up to \( m = 5 \) photons since in our experiment the probability of observing more than five photon pairs per pulse is negligible (less than \( 4 \times 10^{-4} \)). We then substitute the reconstructed \( |R_m|^2 \)’s together with the set of calibrated efficiencies \( \{ \eta_r \} \) into Eq. (1), and reconstruct the quantities \( \Pi_{nm} \) using a regularized least-square method [2,3] to minimize the deviation between the measured and theoretical values of the probabilities. In particular, for each output \( n \) of the DUT, we minimize the deviation between the observed \( p_{\text{exp}}(n, \text{yes}) = f(n)f(\text{yes}|n, \eta_r) \) and the theoretical probabilities \( p(n, \text{yes}) \) if an event \( n \) coincided with a click on a tomographer, and between \( p_{\text{exp}}(n, \text{no}) = f(n)f(\text{no}|n, \eta_r) \) and \( p(n, \text{no}) \) if an event \( n \) was not correlated to a click of a tomographer. This is done for each \( \eta_r \).

The reconstructed \( \Pi_{0m}, \Pi_{1m}, \) and \( \Pi_{2m} \) are presented in Fig. 3 for input states with up to \( m = 5 \) photons. For the first five values (i.e., \( m \leq 4 \)), the high fidelities (larger than 99.9%) and low uncertainties highlight the excellent agreement between the theoretical and experimental results. The quality of the POVM reconstruction rapidly decreases for \( m > 4 \) because of the lack of high photon number events, as discussed in connection with Fig. 2. Note that this limitation is not inherent to our calibration method. In practice, estimating the probabilities with sufficient accuracy in the photon number range of interest in a finite measurement time requires a bipartite state with enough Fock states in that range; our twin beam source produces enough states up to \( m = 4 \).

To assess the reliability of the reconstruction, we compare the measured probabilities \( p_{\text{exp}}(n, \text{on}) \) and

![FIG. 2 (color online). (a) A linearized Poisson distribution with respect to detection efficiency. The best fit (line) of the \( p(\text{no}) \) data (points) yields a Poisson distribution with \( \mu = 0.5983 \pm 0.0017 \) mean photons per pulse. (b) The reconstructed bipartite state \( |R_m|^2 \) distribution (light colored bars), compared to a Poisson distribution (black bars) with the photon number determined by the fit in (a). Uncertainties shown represent the one \( \sigma \) variations in the reconstructions performed on 30 different data sets.](image1)

![FIG. 3 (color online). Reconstruction of the POVM elements for photon numbers up to \( m = 5 \). Experimentally reconstructed (light-colored bars) and theoretical (black bars) histograms for (a) \( \Pi_{0m} \), (b) \( \Pi_{1m} \), and (c) \( \Pi_{2m} \). The quality of the reconstruction of POVM elements with \( m < 5 \) is independently confirmed by observed fidelities above 99.9%. As expected, the accuracy starts deteriorating for input states with \( m \geq 5 \). The uncertainty bars represent the statistical fluctuations in the reconstructions performed on 30 different data sets.](image2)
This is in contrast to ancilla-based detector calibrations, [for an example, see A. P. Worsley et al., Opt. Express 17, 4397 (2009)], which require assumptions (i.e., detector linearity) and are aimed at extracting a single detection efficiency parameter rather than the more extensive quantum description (POVM).