
Available online at www.sciencedirect.com
www.elsevier.com/locate/actamat

Acta Materialia 60 (2012) 3799–3814
A diffuse-interface model of reactive wetting
with intermetallic formation

W. Villanueva a, W.J. Boettinger b, G.B. McFadden c,⇑, J.A. Warren b

a Physics Department, Royal Institute of Technology, Stockholm SE-10691, Sweden
b Metallurgy Division, National Institute of Standards and Technology, Gaithersburg, MD 20899-8555, USA

c Applied and Computational Mathematics Division, National Institute of Standards and Technology, Gaithersburg, MD 20899-8910, USA

Received 30 January 2012; received in revised form 21 March 2012; accepted 24 March 2012
Available online 1 May 2012
Abstract

A diffuse-interface model of reactive wetting with intermetallic formation is developed that incorporates fluid flow, phase change and
solute diffusion. The model is based on the total molar Gibbs energy of a ternary system with four phases. Numerical simulations were
performed using a mesh-adaptive finite element method, revealing the complex behavior of the reactive wetting process. The model was
verified against equilibrium states derived from the classical phase diagram and from interface energy considerations. Dynamic results
show that the intermetallic can either precede or follow the spreading liquid droplet, depending on the time and the choice of interface
energy and kinetic coefficients. Despite this difference, the spreading rate was not affected for the cases considered.
Published by Elsevier Ltd. on behalf of Acta Materialia Inc.

Keywords: Reactive wetting; Navier–Stokes flow; Multicomponent and multiphase model; Phase-field method; Intermetallic formation
1. Introduction

The joining of solid metals with molten solders or filler
metals involves wetting of the solid by the liquid, during
which the solid dissolves into the liquid phase, and/or an
intermetallic phase or phases form between the spreading
liquid and the solid substrate. The strength of the joint
depends on many factors, such as wettability, solubility
and properties of the formed intermetallic compound.

The mechanisms of reactive wetting in metal/ceramic or
metal/metal systems are quite complicated and involve the
interplay of fluid flow, heat and mass transport, capillary
phenomena and phase transformations (see [1,2] for gen-
eral discussion). Previous work on reactive wetting can be
classified into two cases: first, a partial dissolution of the
substrate occurs but no new phase forms between the liquid
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and the substrate (see e.g. [3–7]); and second, when such a
phase forms between the liquid and the substrate (see [8,9]
for recent discussion).

Early work on reactive wetting involved fitting experi-
mental dynamic contact angle h(t) or drop base radius
R(t) curves by different functions. Ambrose et al. [10] found
that the experimental data of Tomsia et al. [11] for Si3N4

can be fitted empirically by an exponential form,
(h � h1) = const � exp (�t/s), where h1 is the stable con-
tact angle assumed after a long time and s is a characteris-
tic time. For a spherical cap approximation, the empirical
model implies that R(t) is also of exponential form. How-
ever, in their succeeding work on Ni–P on Fe–Cr [12], they
found that their experimental data of R(t) can be described
by a power relationship, R(t) / t0.1, in accord with de Gen-
nes model [13] for nonreactive systems.

In the study of Eustathopoulos [14], it was proposed
that reactive systems feature either linear or non-linear
R(t) spreading, corresponding to reaction-controlled or dif-
fusion-controlled spreading, respectively. The basis for the
proposed linearity stemmed from the argument that the
.
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Fig. 1. Schematic diagram of the initial configuration (t = t0) (dashed
lines) with three phases, L (spreading liquid), S (solid substrate) and V
(vapor), and later time (t = t0) reactive spreading (solid lines) with the
formation of an intermetallic phase I.
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rate of reaction is constant in time, hence the velocity of the
triple line is also constant. However, the relation between
the reaction rate and the contact line velocity is non-trivial
and no theoretical proof for the linearity of R(t) has yet
been forwarded. Recently, an experimental study by Kim
et al. [15] showed that the linear model does not fit their
experimental data at any given conditions. Moreover, the
model also predicts that the apparent contact angle
approaches zero rapidly in time, but this is contrary to
what is observed experimentally. In Ref. [16] an equation
is derived for h(t) which states that the cosine of contact
angle decreases exponentially with time between an initial
value corresponding to the contact angle of the drop with
the fully unreacted substrate and a final value correspond-
ing to a substrate covered by the reaction product. This
equation provided a better fit to the experimental data of
Kim et al. [15] than the previous linear fit. In the same
study [15], however, the model proposed for diffusion-con-
trolled spreading by Mortensen et al. [17] fitted the same
experimental data better than the other models that also
include a viscous dissipation-limited model and molecular
kinetic approach.

In Ref. [14] it is also proposed that the equilibrium con-
tact angle in a reactive system is given by a Young’s rela-
tion for the angle of the liquid drop with the reaction
product (or intermetallic compound). This conclusion
was drawn based on long-term spreading, with the observa-
tion that the apparent contact angle does not change signif-
icantly in time and the reaction product is always ahead of
the liquid drop. Young’s equation can only be expected to
hold when the substrate is constrained to remain flat. Scan-
ning electron microscopy (SEM) images from experiments
[18,19] show that the triple line has elevated from its origi-
nal height and one must therefore apply the full balance-of-
tensions argument given by Neumann’s construction. Fur-
thermore, it is not at all clear that the intermetallic can
form so fast that it always leads the spreading liquid. This
may be particularly true in the early stage of wetting. Even
at final equilibrium its relative position may also depend on
the relative surface and interface energies of the system.
Finally, the intermetallic in many situations appears to be
composed of discrete grains, a fact that may contribute
to its not having a flat interface with the liquid.

A different analysis of the kinetics of reactive wetting
has been proposed by Saiz et al. [22]. They argued that
the substrate cannot be described as rigid and insoluble,
and that, with a sufficient nucleation barrier, a time regime
exists in which intermetallic formation lags the liquid front.
In this regime, they argue that the contact angles are then
dictated by adsorption and the spreading kinetics are con-
trolled by the movement of a ridge formed at the liquid–
solid–vapor (L–S–V) triple junction. Although this step
can happen only in the early stages of the spreading pro-
cess, it can play a critical role in the succeeding steps,
and they proposed that it should be taken into account
when modeling a specific system.
In general, a single empirical formula can hardly
describe the behavior of reactive spreading and does not
provide much insight into the mechanisms involved in the
process. With the complexity and general nonlinear behav-
ior of the spreading kinetics, we propose here a more com-
prehensive model that can be utilized to study reactive
wetting and investigate effects of system parameters on
the spreading process. The main drawback of the model
is that it requires a more involved numerical calculation
of the governing equations than previous models.

In this paper we accordingly develop a diffuse-interface
model of reactive wetting with intermetallic formation.
The approach is similar to previous work on the modeling
of dissolutive wetting [7,23]. The model incorporates fluid
flow, phase change and solute diffusion. In Section 2, we
present the mathematical model and give a description of
a base set of input parameters. Numerical treatment of
the model is described in Section 3. In Section 4, the model
is verified numerically against multiphase states predicted
by the phase diagram and the equilibrium contact angles.
Results for the base set of parameters are shown in Section
5, together with a few other cases. In the Appendix we
investigate some factors affecting intermetallic phase nucle-
ation on the liquid–solid interface.

2. Mathematical model

We begin by considering the total molar Gibbs energy G

of a ternary system consisting of substitutional elements A,
B and C with four phases, spreading liquid (denoted by L
or sometimes 1 for convenience), solid substrate (S or 2),
intermetallic (I or 3) and vapor (V or 4), given by

G ¼
Z

X

GmðxA; xB; xC;/L;/S ;/I ;/V ; T Þ
V m

�

þ
P4
i;j>i

�2
ij

2
j/ir/j � /jr/ij

2

!
dX ð1Þ
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where T is temperature, Vm is the molar volume (assumed
constant) and xA,B,C are the mole fractions of A, B, C-
atoms, with xA + xB + xC = 1; the geometry is shown sche-
matically in Fig. 1. Our approach is similar to that of
Villanueva et al. [7], with the main difference being that
the gradient energies have an anti-symmetric form. The
phase-field variables /i vary smoothly between 0 and 1
and satisfy /L + /S + /I + /V = 1. The molar Gibbs en-
ergy is postulated as

Gm ¼
P4

i
P ð/iÞGi

m þ
P4
i;j>i

W ij/
2
i /

2
j þ

P4
i;j;k>j>i

W ijk/
2
i /

2
j /

2
k

þ W LSIV /2
L/

2
S/

2
I /

2
V ð2Þ

with the smoothed step function P ð/iÞ ¼ /3
i 10� 15/iþð

6/2
i Þ [24,25]. The coefficients �ij and the various barrier

heights W are related to the interface thicknesses and sur-
face energies.

For simplicity, we assume an ideal solution model for
GL;S;V

m and a regular solution model for GI
m. Thus, the molar

Gibbs energies take the form

Gi
m ¼ xA

oGi
A þ xB

oGi
B þ ð1� xA � xBÞoGi

C

þ RT ðxA ln xA þ xB ln xB þ ð1� xA � xBÞ
� lnð1� xA � xBÞÞ; i ¼ L; S; V ð3Þ

and

GI
m ¼ xA

oGI
A þ xB

oGI
B þ ð1� xA � xBÞoGI

C

þ RT ðxA ln xA þ xB ln xB þ ð1� xA � xBÞ
� lnð1� xA � xBÞÞ þ XxAxB ð4Þ

where, for example, oGL
A is the molar Gibbs energy of pure

A in the liquid phase and R is the gas constant.
Considering an isothermal, viscous and incompressible

system, the governing equations, similar to the approach
in Refs. [7,23], are the following:

(i) conservative convective concentration equations,� �

1

V m

@xA

@t
þ u � rxA ¼ �r � J A and ð5Þ

1

V m

@xB

@t
þ u � rxB

� �
¼ �r � J B ð6Þ

where u is the flow velocity and JA and JB are fluxes
of A and B measured with respect to the local flow;
(ii) non-conservative convective Allen–Cahn equations
for the phase-field variables,
@/i

@t
þ u � r/i ¼ �M/i

dG
d/i

; i ¼ L; S; I ð7Þ

where the M/i
are kinetic mobilities and with natural

boundary conditions n � $/i = 0;

(iii) a mass continuity equation for incompressible flow,
r � u ¼ 0 ð8Þ

(iv) and the Navier–Stokes equations for incompressible

flow with added surface tension forces,
qð/Þ @u

@t
þ u � ru

� �
¼ �r~p þr � lð/ÞðruþruT Þ

�
P

i¼L;S;I
/ir

dG
d/i

� �
ð9Þ

where ~p is a nonclassical pressure [23]. The source terms of
the Navier–Stokes equations that correspond to the surface
tension forces are based on the derivation of Jacqmin Ref.
[27].

The density q(/) and viscosity l(/) are defined as

qð/Þ ¼ qL/L þ qS/S þ qI/I þ qV ð1� /L � /S � /IÞ; ð10Þ

lð/Þ¼

li/i; if /i P 0:9; for i¼ðL;S; I;V Þ
liþ0:5ðlj�liÞ½1þ tanhð2pð/j�0:8Þ=0:6Þ�; if ð0:1</i < 0:9Þ&ð0:1</j < 0:9Þ

&ð/iþ/j > 0:5Þ&ð/k < 0:05Þ
&ð/l < 0:05Þ; for ði;j;k;lÞ¼
fðL;S; I;V Þ;ðL; I;S;V Þ;ðS; I;L;V Þg;

liþ0:5ðlj�liÞ½1þ tanhð2pð/j�0:5Þ=0:6Þ�; if ð0:1</i < 0:9Þ&ð0:1</j < 0:9Þ
&ð/iþ/j > 0:5Þ&ð/k < 0:05Þ
&ð/l < 0:05Þ; for ði;j;k;lÞ¼
fðL;V ; I;SÞ;ðS;V ;L; IÞ;ðI;V ;L;SÞg;

lð/Þ¼
P

i¼L;V ;S;I
li/i; otherwise:

8>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>:

ð11Þ

This complicated expression for the dependence of the vis-
cosity on the phase field variable is used to provide more
flexibility for the variation of viscosity through the interfa-
cial regions. Because of the large effective bulk viscosity
that is assumed for the solid phase, a simpler form for l
that is analogous to that used for the density in Eq. (10)
is found to have an excessively large interface viscosity.

To complete the concentration equations (Eqs. (5), (6)),
we write the interdiffusion flux of solutes JA and JB (with
JA + JB + JC = 0)

J A ¼ �LAAr
dG
dxA

� �
� LABr

dG
dxB

� �
and ð12Þ

J B ¼ �LABr
dG
dxA

� �
� LBBr

dG
dxB

� �
ð13Þ

where the variations in G with respect to the compositions
xj are given by

dG
dxj
¼ 1

V m

@Gm

@xj
; j ¼ A;B ð14Þ

and the Lij are [7]

LAA ¼ ð1� xAÞ2xAMAð/L;/S ;/I ;/V Þ
þ x2

AxBMBð/L;/S ;/I ;/V Þ
þ x2

Að1� xA � xBÞMCð/L;/S ;/I ;/V Þ; ð15Þ

LBB ¼ x2
BxAMAð/L;/S ;/I ;/V Þ
þ ð1� xBÞ2xBMBð/L;/S ;/I ;/V Þ
þ x2

Bð1� xA � xBÞMCð/L;/S ;/I ;/V Þ; and ð16Þ
LAB ¼ �ð1� xAÞxAxBMAð/L;/S;/I ;/V Þ

� xAxBð1� xBÞMBð/L;/S ;/I ;/V Þ
þ xAð1� xA � xBÞxBMCð/L;/S ;/I ;/V Þ ð17Þ
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The diffusion mobilities of A, B and C can be different in
each phase and are given by

Mjð/L;/S ;/I ;/V Þ ¼ ML
j /L þMS

j /S þMI
j/I þMV

j ð1� /L

� /S � /IÞ; j ¼ A;B;C ð18Þ

where 1 � /L � /S � /I has been substituted for /V.
The model allows for a ternary phase diagram such as

the one shown as an isothermal section in Fig. 2. The phase
diagram is idealized and the parameters are given in Table
1, along with other input parameters.

Given the parameters in Table 1, we can estimate more
familiar material parameters such as diffusivities Di and
interface kinetic coefficients kcoeff with the following formu-
las [26]:

DL ¼ ML
x RT ; etc: ð19Þ

kcoeff ¼
V m

3RM/d
ð20Þ

where Mi
x ¼ Mi

A ¼ Mi
B ¼ Mi

C; i ¼ L; S; I ; V , and d is the
interface width. The diffusivities are DL = DV = 10�9 m2/s
and DS = DI = 10�12 m2/s, while the kinetic coefficients
are ki

coeff ¼ 16 s K=m, where i = L, S, I.

3. Numerical treatment

The system of partial differential equations (PDEs) are
solved using a mesh-adaptive finite element method (see
Ref. [28] for details) and implemented in an open-source
PDE solver tool called FemLego [29]. All PDEs are discret-
ized in space using piecewise linear functions. Each result-
ing linear system is solved using Krylov-type iteration
methods either by the conjugate gradient method for sym-
metric and positive-definite systems or the generalized min-
imal residual method otherwise. The system of Navier–
Stokes and continuity equations is solved by an incremen-
tal fractional-step algorithm [30] that belongs to a class of
Fig. 2. Idealized phase diagram of a ternary A–B–C system at 450 K.
projection methods. A pressure stabilization term is also
added in the projection step to improve stability. We have
assumed cylindrical symmetry about the z-axis perpendicu-
lar to the solid substrate (see Fig. 1).

Adaptive mesh refinement and derefinement allows spa-
tial resolution of the interfaces, as is required when using a
phase-field approach. In Fig. 3, regions corresponding to
two different times (initial and late stage spreading) are
shown illustrating the effective implementation of the mesh
refinement and derefinement. An ad hoc error criterion is
used to ensure mesh resolution along the vicinity of the
interfaces (see [28] for details of the mesh-adaptive finite
element scheme). For the typical example shown in
Fig. 3, the initial radius of the drop is R0 = 20 nm and
the domain size is 60 nm � 90 nm. The minimum mesh size
is hmin = 0.13 nm, with between 9000 and 11,000 nodes and
between 19,000 and 22,000 triangular elements.

The capillary time scale tc = lLR0/(2cLV) is viewed in
this study as being especially important, representing the
natural response time of the system in approaching
mechanical equilibrium. Parameters such as interface ener-
gies, kinetic coefficients and viscosities have been chosen to
be as close as is practicable to a reference system, that is,
the spreading of Sn on a Cu substrate (see Ref. [23] for
details).

A practical limitation of a phase-field calculation is the
ratio between the interface thickness, d, and the character-
istic length scale of the system (i.e. drop size) typically
being of the order of 0.1–0.01. We are thus forced to
choose between a realistic drop size with an extremely thick
interface thickness or a realistic interface thickness, say
d = 1 nm, but extremely small drop size. In our calculation,
we have chosen the latter. An examination of the effect of
interface thickness indicates that the L–I–V triple junction
speed increases with the interface thickness, which is con-
sistent with previous studies using the phase-field approach
[31,32].

Our use of the terms “triple junction,” “interface” and
“apparent contact angle” require clarification, since we
are employing a diffuse interface model, yet these are sharp
interface abstractions. Our approach is again similar to
that of Villanueva et al. [23]. Briefly, the L–I–V triple junc-
tion is the point where (/L, /S, /I, /V) � (1/3, 0, 1/3, 1/3)
and the S–I–V triple junction is the point where (/L, /S, /I,
/V) � (0, 1/3, 1/3, 1/3). Contact angles are obtained from
the slopes of /i = 0.5 contours at a distance of 2d from the
triple junction point where d is the interface thickness. We
employ terms such as triple junction and interface using
these definitions, though with the caveat that they are
always diffuse.

There are a number of ways to visualize the spreading
process, given the solutions of the phase-field variables
and concentration profiles. Concentration profiles provide
straightforward information while phase-field profiles can
provide ways to define or locate a “sharp interface” from
the diffuse-interface profiles. Sharp-interface analogues
provide alternative visualization as well as facilitate an



Table 1
Base set of parameters.

oGL
A ¼ �5:0� 103 J=mol T = 450 K

oGL
B ¼ oGL

C ¼ oGS
A ¼ oGS

C ¼ oGI
C WLS = 2.21 � 105 J/mol

¼ �1=2 � oGL
A WLI = 1.91 � 104 J/mol

oGS
B ¼ oGI

A ¼ 1=4 � oGL
A WLV = 1.43 � 105 J/mol

oGI
B ¼ �1=8 � oGL

A WSI = 2.54 � 104 J/mol
oGV

A ¼ �oGL
A WSV = 2.49 � 105 J/mol

oGV
B ¼ �2 � oGL

A WIV = 2.33 � 105 J/mol
oGV

C ¼ 1=2 � oGL
A Wijk = WLSIV = 8.75 � 106 J/mol

XAB ¼ 5=4 � oGL
A �2

LS ¼ 6:32� 10�9 J=m
ML

A ¼ ML
B ¼ ML

C ¼ MV
A ¼ MV

B ¼ MV
C ¼ 2:67� 10�13 mol m2=J s �2

LI ¼ 6:71� 10�10 J=m
�2

SI ¼ 7:40� 10�10 J=m
MS

A ¼ MS
B ¼ MS

C ¼ MI
A ¼ MI

B ¼ MI
C ¼ 10�3 �ML

A �2
LV ¼ 5:99� 10�9 J=m
�2

SV ¼ 8:24� 10�9 J=m
M/L

¼ M/S
¼ M/I

¼ 25 m3=m J s �2
IV ¼ 7:94� 10�9 J=m

lL = 4.0 � 10�3 Pa s qL = 103 kg/m3

lS = lI = 106 � lL qS = qI = 1.05 � qL

lV = 10�2 � lL qV = 10�3 � qL

VM = 1.0 � 10�5 m3/mol R = 8.31 J/mol K

Fig. 3. Adaptive mesh refinement and derefinement of cut-off regions corresponding to two different times with superimposed 0.5 contours of the phase-
field variables /L, /S and /I.

Table 2
Comparison between analytical and numerical simulation (evaluated at t/tc = 2000) for the S–I–V coexistence.

xV
A xV

B xI
A xI

B xS
A xS

B fV fI

Analytical 0.0278 0.0346 0.2794 0.5281 0.0543 0.6993 0.1798 0.3664
Simulation 0.0275 0.0347 0.2775 0.5298 0.0530 0.7013 0.1780 0.3760
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effective measurement of contact angles (see [23] for more
details). In some figures (i.e. Fig. 9), we use a “dominant-
phase” plot where at every discrete point in the domain
we find the phase-field variable that has a maximum and
then designate a corresponding color.

4. Model verification: equilibrium states

In this section, we describe calculations that were per-
formed to verify the proposed mathematical model. These
include verifying equilibrium concentrations and phase
fractions, comparing equilibrium contact angles with con-
tact angles extracted from long time simulations and con-
firming the existence of a critical size for growth of an
intermetallic seed. We should note that the calculations
in this section were done by setting higher diffusion coeffi-
cients and lower viscosity in the solid phase. The changes
result in faster dynamics, but do not affect the equilibrium
values.

4.1. Equilibrium concentrations and phase fractions

Tables 2 and 3 show a comparison of phase composi-
tions and phase fractions for the three-phase S–I–V and
L–I–V coexistence obtained by two methods. The first
method is a classical analytical solution based on the phase
diagram and solute balance (lever law), and the second
method is obtained from a numerical simulation using
the governing equations given in Section 2. The classical
analytical calculation involves solving a system of equa-
tions that include the solute balance (lever rule), equating
chemical potentials, differences in molar Gibbs energies
and sum of phase fractions (being equal to 1). For the S–
I–V coexistence, the phase-field simulation starts with a



Table 3
Comparison between analytical and numerical simulation (evaluated at t/tc = 4000) for the L–I–V coexistence.

xV
A xV

B xI
A xI

B xL
A xL

B fV fI

Analytical 0.0373 0.0290 0.3359 0.4763 0.5396 0.2151 0.0973 0.3053
Simulation 0.0366 0.0292 0.3339 0.4796 0.5363 0.2185 0.0940 0.3250
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Fig. 4. Numerical simulation of a slab divided into three phases (S, I and V) that are not in equilibrium both in concentration and phase fractions. The
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three phases S, I and V must coexist at equilibrium. Analytical results for the concentrations in each phase and phase fractions are also superimposed in (c)
and (d).
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slab divided perpendicularly into three phases (S, I and V)
that are not in equilibrium, either in concentration or phase
fractions. Fig. 4b–d shows the initial concentrations and
phase fractions. The average concentration is shown as a
star symbol in the phase diagram (see Fig. 4b). Hence,
the three phases S, I and V must coexist at equilibrium.
The evolution of the concentration fields at times t/tc = 0,
20, 2000 are shown in Fig. 4c and d, while the phase-field
profiles at t/tc = 2000 are shown in Fig. 4a. Excellent agree-
ment between the numerical simulation (evaluated at t/
tc = 2000) and the analytical calculation has been obtained
for the concentrations in each phase and phase fractions, as
shown in Fig. 4c and d and summarized in Table 2. Simi-
larly, Fig. 5c and d and Table 3 show excellent agreement
between numerical simulation and analytical calculation
for the L–I–V coexistence.

4.2. Equilibrium contact angles

To evaluate the equilibrium contact angles, we first cal-
culate the interface energies of each pair of phases (LS, LI,
LV, SI, SV and IV) with the following expression,
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for the concentrations in each phase and phase fractions are also superimposed in (c) and (d).

Table 4
Calculated interface energies cijs using
parameters of Table 1.

acLS = 2.55 J/m2 cLV = 1.91 J/m2

cSV = 2.17 J/m2 cLI = 0.29 J/m2

cSI = 0.35 J/m2 cIV = 1.99 J/m2

a Since the liquid–solid interface is
unstable with the given base set of
parameters, the liquid–solid interface
energy is calculated by suppressing the
formation of the intermetallic phase.
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Corresponding concentration and phase-field profiles are
obtained from one-dimensional (1-D) simulations of each
pair of phases. The interface energies are summarized in
Table 4. Using the Neumann construction (balance of ten-
sions), the calculated equilibrium contact angles for the
four possible triple junctions (LSV, LSI, LIV and SIV)
are given in Table 5. Values in parentheses are obtained
from phase-field simulations at late times for LIV and
SIV triple junctions. As an example, Fig. 6a shows a 2-D
axisymmetric liquid drop on a solid substrate. The average
composition of the initial L–S–V configuration is in the
S–I–V three-phase triangle of the phase diagram. Thus,
as expected, the intermetallic forms and grows while the li-
quid dissolves (see the successive images in Fig. 6b and c).
The measured contact angles in Fig. 6c for SIV are
hS = 129.9�, hI = 56.5� and hV = 173.6�, while the calcu-
lated equilibrium contact angles given by the Neumann
construction are he

S ¼ 125:0�; he
I ¼ 63:3� and he

V ¼ 171:7�.



Table 5
Calculated equilibrium angles for the four possible triple junctions.

LSV LSIa LIV SIV

he
L ¼ 124:0� he

L ¼ 180� he
L ¼ 78:1�ð67:3�Þ he

S ¼ 125:0�ð129:9�Þ
he

S ¼ 133:1� he
S ¼ 180� he

V ¼ 171:8�ð173:6�Þ he
I ¼ 63:3�ð56:5�Þ

he
V ¼ 102:9� he

I ¼ 0� he
I ¼ 110:1�ð119:1�Þ he

V ¼ 171:7�ð173:6�Þ
Values obtained from phase field simulations in Fig. 6b and c for LIV and
SIV triple junctions are given in parentheses.

a The intermetallic wets the LS interface.
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It is also interesting to note that the measured contact an-
gles for SIV in Fig. 6c agree with the corresponding mea-
sured contact angles in Fig. 6b. Also, in Fig. 6b, the
measured LIV triple junction angles agree with angles ta-
ken from a separate simulation (not shown) with an aver-
age composition in the L–I–V three phase triangle.
Discrepancies are due to the inherent imprecision in mea-
suring contact angles in diffuse interface simulations [23].

4.3. Critical nucleus size

The base set of parameters in Table 1 yield spontaneous
nucleation and growth of an intermetallic phase on an L–S
interface, as shown in Fig. 6. In order to illustrate the exis-
tence of a critical nucleus size for growth or decay, we
altered the Wij and �ij in such a way that we can calculate
a critical size (see Appendix for details). Fig. 7 shows the
dissolution of seed intermetallic phase at snapshot times
t/tc = 0, 103 and 2 � 103. The initial base radius is 4 nm,
which is smaller than the computed critical base radius of
4.33 nm (given the angles h+ = 30� and h� = 40�). With a
larger seed of intermetallic phase, and keeping all other
parameters the same, the growth of the seed is observed
as shown in Fig. 8 at snapshot times of t/tc = 0, 103 and
104. Full droplet spreading calculations with these param-
eters involved excessive computing time and were not pur-
sued further.

5. Reactive wetting with intermetallic formation

Given the base set of parameters in Table 1, Fig. 9 shows
the spreading of a molten metal drop on a solid substrate
with the nucleation and growth of an intermetallic phase
between the drop and the substrate. The initial configura-
tion is a drop that barely touches the substrate and initially
Fig. 6. Full dissolution of the liquid drop on the solid substrate
has an apparent contact angle close to 180�. In the early
stage of spreading, viscous or inertial forces dominate,
resulting in relatively rapid spreading. This is followed by
slower, progressive spreading as diffusion becomes the dom-
inant process. In the case of dissolutive wetting (no interme-
tallic formation), phase change was found to affect the
spreading process in both stages [23]. An early time t/
tc = 1 is shown in Fig. 9b, where the drop has rapidly spread
on the substrate with a base radius that has increased to R/
R0 = 1.07 and the apparent contact angle has decreased to
about 132.3�. The growth of the intermetallic phase is also
rapid and has grown ahead of the spreading liquid which
forms LIV and SIV triple junctions (see the magnified view
of Fig. 9b). Note that the drop profile including the struc-
ture of the contact line region is qualitatively similar to
SEM images of an Sn–0.7Cu solder on a Cu substrate per-
formed experimentally by Nogita et al. [19] (see Fig. 10). At
a later time t/tc = 200 the drop continues to spread further
to a base radius R/R0 = 2.14, while the intermetallic phase
thickens and remains ahead of the spreading liquid. In the
magnified view of the contact line region, one can observe
that the substrate is not planar, nor is the intermetallic
phase, which is consistent with SEM images of contact line
regions reported in the literature [18,19].

A detailed hydrodynamic analysis is beyond the scope of
this paper. Briefly, however, the results on the wetting
speed indicate that the liquid drop, for the base set of
parameters, spreads slower than the predictions of Cox’s
hydrodynamic model [20] for nonreactive systems. Fig. 11
shows examples of the flow pattern and concentration field
in the vicinity of the substrate and moving contact line
region for early t/tc = 1 and later t/tc = 200 times. The
0.5 contour level of the phase-field variables /L, /S and
/I are also superimposed. At t/tc = 1 (see Fig. 11a), the
flow pattern consists of a vortex with center outside of
the drop and near the liquid–vapor interface, and a flow
downward from the top of the drop then redirected to
the contact line region. There is negligible flow in the solid
substrate and the intermetallic phase due to the chosen
high viscosity for these phases. At a later time t/tc = 200
(see Fig. 11b), the flow pattern is generally the same com-
pared to the previous time t/tc = 1 except that the vortex
moves further away from the solid substrate and the L–
I–V triple junction speed decreases by two orders of
magnitude.
and formation of the intermetallic at times t/tc = 0, 100, 500.
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Fig. 7. Dissolution of a seed of intermetallic phase on a solid–liquid interface at times t/tc = 0, 200, 700.
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Fig. 8. Growth of a seed of intermetallic phase on a solid–liquid interface at times t/tc = 0, 103, 104.
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Concentration profiles of B are shown in Fig. 11 at times
t/tc = 1, 200. At equilibrium, the liquid phase is rich in A
while the substrate is rich in B. Initially, we start with the
substrate having equilibrium values of xS

A ¼ 0:05 and
xS

B ¼ 0:70 while the liquid has a lower concentration of B,
xB � 0.05, than the equilibrium value of xL

B ¼ 0:22 but a
higher concentration of A, xA 	 0.85, than the equilibrium
value of xL

A ¼ 0:54. Solute diffusion is much slower than
fluid flow. So, as expected, the concentration of B in the
liquid does not change considerably from its initial value
to time t/tc = 1 (which can be seen as the relatively homo-
geneous dark blue color in Fig. 11a), while its dynamic con-
tact angle has decreased by more than 40�. At a later time,
t/tc = 200, the concentration of B in the liquid (the lighter
blue color in Fig. 11b) has started to increase with the
transport of B components from the B-rich substrate.
The transport of B from the substrate to the liquid also aids
in the growth of the intermetallic layer. More discussion is



Fig. 9. Maximum phase-field plot at t/tc = 0, 1, 200 with the base set of
parameters (Table 1).
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given in Ref. [21], where it is concluded that solute trapping
is likely occurring in the rapidly forming intermetallic.

Fig. 12 shows the change with time of the dynamic con-
tact angle h1. The early stage shows a rapid decrease in
which viscous effects dominate, followed by a slow decrease
as diffusion becomes the dominant process. Phase change
can also affect the spreading kinetics in both stages, as
was found in Ref. [23] for dissolutive wetting. The change
in time of the scaled base radius R=ð1

2
R0Þ, where R is equal

to the radial coordinate of the triple junction L–I–V, is also
shown in Fig. 12. The behavior follows a similar but oppo-
site trend to the dynamic contact angle. The base radius
rapidly increases up to about the drop’s initial radius at
t/tc = 30, followed by a slow increase of not more than a
tenth of the initial drop radius at t/tc = 200, while the
decrease in contact angle from time t/tc = 30 to 200 is only
4.9�. We should note here that the liquid drop eventually
dissolves and only the solid, intermetallic and vapor remain
in an equilibrium which is determined by the initial condi-
tions, the size of the domain and the phase diagram.

5.1. Retarding intermetallic growth

Many factors can affect the nucleation and growth of the
intermetallic phase, such as interface energies and kinetic
coefficients between the intermetallic and other phases. In
this section we present two cases to show that the growth
of the intermetallic phase may be retarded for some mate-
rials parameters. First, we examine kinetic retardation by
decreasing the mobility M/I

of the phase field for the inter-
metallic phase. Unfortunately the present phase field model
does not cleanly separate the equivalent interface kinetic
coefficients for the motion of LI and SI interfaces. Using
the approximate formula in Eq. (20), M/I

is lowered by a
factor of 12 from the base state, while leaving the rest of
the parameters the same. The second approach to retard
intermetallic formation is to increase the liquid–intermetal-
lic interface energy cLI from 0.29 J/m2 to 1.54 J/m2, which
is done by modifying the corresponding WLI and �LI. In
principle, these quantities can contribute to other interface
energies. In this case, however, a 1-D recalculation of the
interface energies with the changes WLI = 1.47 � 105 J/
mol and �2

LI ¼ 3:87� 10�9 J=m from the base set (while
leaving the rest of the parameters the same) yielded only
a slight change in other interface energies (see Table 6).

Snapshots of the first case (slow intermetallic kinetics
that corresponds to 192 s K/m) are shown in Fig. 13 side-
by-side with the base case (fast intermetallic kinetics that
corresponds to 16 s K/m). Fig. 13a, c, e and g correspond
to the fast kinetics case with a time sequence, t/tc = 1,
1.3, 3, 20, respectively, while Fig. 13b, d, f and h corre-
spond to the slow kinetics case with the same time
sequence, respectively. The intermetallic phase has rapidly
grown ahead of the liquid drop with the fast kinetics case
(Fig. 13a), whereas no intermetallic phase has yet grown
with the slow kinetics case (Fig. 13b). However, the base
radii of the liquid drop for both cases are essentially iden-
tical. In the succeeding time sequence for the fast kinetics
case (Fig. 13c, e and g), the intermetallic phase moves in
tandem with, but always ahead of, the liquid drop. In addi-
tion, the thickness of the intermetallic phase is also increas-
ing while it slowly penetrates the substrate. The
intermetallic phase is non-planar, and so is the substrate.
Retarded formation of the intermetallic phase is observed
for the slow intermetallic kinetics case (Fig. 13d, f and h),
although the dynamics of the spreading liquid is similar
to the fast kinetics case. This implies that the early stage
of spreading is not significantly affected by the kinetics of
the intermetallic phase.

To see the nucleation and growth more clearly, a
separate set of higher magnification snapshots at times
t/tc = 1.3, 3, 12, 20 is given in Fig. 14. The intermetallic
phase nucleates unevenly on the liquid-substrate interface
and initially forms island-like structures (Fig. 14a). These
structures eventually merge to become a single layer of thin
intermetallic phase (Fig. 14b). The intermetallic phase then
spreads to briefly form a quadrijunction with the
other phases at t = 12 (Fig. 14c), passing quickly through
this geometry to grow ahead of the liquid drop at time
t/tc = 20 (Fig. 14d).

Fig. 15b, d and f shows the second case of hampering
the intermetallic phase by increasing the liquid intermetal-
lic interface energy in comparison with the base set
(Fig. 15a, c and e) for the time sequence t/tc = 0.1, 0.3,



Fig. 10. (a) A typical cross-sectioned ball grid array on Cu substrate, (b) Sn–0.7Cu–0.05Ni solder and (c) Sn–0.7Cu solder. Reprinted with permission
from Nogita et al. [19]. �2009, Springer.

Fig. 11. Concentration profiles of B with the base set of parameters at (a) the early fast-spreading stage t/tc = 1 and (b) the late slow-spreading stage t/
tc = 100, with normalized velocity profiles and 0.5 contours of the phase-field variables /L, /S and /I superimposed. The L–I–V triple junction speeds are
(a) UTJlL/rLV = 0.235 and (b) UTJlL/rLV = 0.001, where UTJ 
 dR/dt and R is the base radius of the liquid drop equal to the radial coordinate of the
triple junction.

Table 6
Recalculated interface energies cijs with
WLI = 1.47 � 105 J/mol and �2

LI ¼ 3:87�
10�9 J=m while keeping the rest of the
parameters as in Table 1.

acLS = 2.55 J/m2 cLV = 1.93 J/m2

cSV = 2.17 J/m2 cLI = 1.54 J/m2

cSI = 0.34 J/m2 cIV = 2.03 J/m2

a Since the liquid–solid interface is unsta-
ble with the given base set of parameters,
the liquid–solid interface energy is calcu-
lated by suppressing the formation of the
intermetallic phase.

Fig. 12. The dynamic contact angle 1 and the scaled base radius R=ð1
2
R0Þ

are both plotted against time, which is scaled with lLR0/(2cLV). The angle
h1(t) is defined as the angle that the liquid makes with respect to the
horizontal plane regardless whether the intermetallic phase is behind or
ahead of the contact line. A region of transition from an initial rapid
spreading to a slow and progressive spreading is also shown.
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1.0, respectively. Again, the dynamics of the spreading
liquid is similar to the base set, implying an independent
dynamics of the spreading liquid with respect to the nucle-
ation and growth of the intermetallic phase in the early
stage of the reactive wetting. The current analysis, how-
ever, does not take into account that the intermetallic layer
in typical solder joints is composed of many small grains
requiring multiple nucleation events; the treatment of this
effect is beyond the scope of our investigation.

In an attempt to investigate the nature of the quadri-
junction further, an additional set of interface energies
was generated that should prevent intermetallic contact
with the vapor and so help promote the tendency to form
a dynamic quadrijunction. We ran this case with a seed
of intermetallic phase for a dimensionless time up to
t/tc = 104. The intermetallic phase was observed to slowly
approach the vicinity of the LSV triple junction, but
stopped short of forming a quadrijunction. The spreading
dynamics in this case is quite slow and the current



Fig. 13. Comparison of the growth of intermetallic phase between a fast intermetallic kinetics (a, c, e and g) corresponding to times t/tc = 1, 1.3, 3, 20,
respectively, and a slow intermetallic kinetics (b, d, f and g) with the same corresponding times, respectively. In both cases the intermetallic phase
eventually grows ahead of the spreading liquid drop.

Fig. 14. Nucleation and growth of intermetallic phase at times t/
tc = 1.3, 3, 12, 20 with slow intermetallic kinetics.
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numerical methodology cannot handle much longer tran-
sients efficiently. In order to investigate further the dynam-
ics of quadrijunctions, a more efficient methodology such
as implicit schemes for the system of PDEs should be
employed or an approximate model with reduced complex-
ity can be implemented. We note that the phase diagram
does not admit four-phase equilibria, so the formation of
quadrijunctions is necessarily a transient phenomena.

6. Conclusion

We have developed and presented a diffuse-interface
model of reactive wetting with intermetallic formation
based on a ternary system with four phases. The model
incorporates fluid flow, phase change and solute diffusion.
Numerical simulations were performed that successfully
revealed the complex behavior of the reactive wetting pro-
cess, including the nucleation and growth of an intermetal-
lic phase. We have shown that the formation of the
intermetallic phase can be controlled by the kinetic coeffi-
cient of the intermetallic phase and/or the interface energy
associated with it. We have examined only a small part of
the materials parameter space for this complex problem.
Nevertheless, we have exposed two cases, one where the
intermetallic forms before any appreciable spreading and
one that occurs somewhat later. Thus, in the former case,



Fig. 15. Comparison of the growth of intermetallic phase with different liquid–intermetallic interface energies: (a, c and e) cLI = 0.29 J/m2 at times t/
tc = 0.1, 0.3, 1.0, respectively, and (b, d and f) cLI = 1.54 J/m2 at times t/tc = 0.1, 0.3, 1.0, respectively.
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Fig. 16. Schematic diagram showing the geometry of a critical nucleus of
intermetallic phase located on the interface between liquid and solid
phases.
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Fig. 18. Constrained equilibrium profiles of the phase fields and mole
fractions when the solid–liquid interface is strongly “wetted” by the
intermetallic phase.
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the liquid actually spreads on a layer of intermetallic rather
than on the base solid. In the latter case, the liquid spreads
on the base solid for a transient period of time. Thus, the
angles at the triple junction differ in the two cases. In the
present simulations, this small period of time occurs during
the inertial period of spreading, so little difference is seen in
the rate of spreading. In the process, we observe the inter-
esting case of a transient quadrijunction LIVS during
spreading. The triple junction pair LSV and LSI are
replaced by the triple junction pair LIV and SIV as the
intermetallic phase nucleates and grows along the L–S
interface to form an interface with the vapor. Whether this
process plays a significant role in the spreading dynamics
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will require the examination of a larger materials parame-
ter space, which must await an improved numerical scheme
and/or a more approximate model.

Appendix A

Here we consider the effects of surface energy on the
bulk nucleation of a given phase at an interface separating
two other phases, and also consider the related question of
how interfacial “wetting” by such a nucleating phase can
affect the surface energy and adsorption of the interface.
To illustrate, we consider the specific case of the nucleation
of intermetallic phase at a liquid–solid interface.

A.1. Nucleation

We first summarize the conditions for nucleation of an
intermetallic phase at a planar liquid–solid interface in
terms of the mole fractions of each phase and the geometry
of the critical nucleus.

For thermodynamic equilibrium at a given temperature
and pressure the mole fractions X L

A; X L
B and X L

C of the liquid
phase and X S

A;X
S
B and X S

C of the solid phase satisfy
lL

j X L
A;X

L
B;X

L
C

� �
¼ lS

j X S
A;X

S
B;X

S
C

� �
for each species j, j = A,

B and C. Converting small numbers of moles DN L
j and

DN S
j of the liquid and solid phases into the equivalent num-

ber of moles DNI
j ¼ DN L

j þ DN S
j of the intermetallic phase

produces a change in free energy DG ¼ DN I
A þ DNI

Bþ
�

DN I
C�DGM proportional to the number of moles that are

converted into the intermetallic phase. The change in molar
free energy, DGM, can be written in terms of X I

B and X I
C:

DGM ¼ GI
M X I

B;X
I
C

� �
� 1� X I

B � X I
C

� 	
lL

A � X I
Bl

L
B � X I

ClL
C

ð22Þ

where we have eliminated X I
A ¼ 1� X I

B � X I
C, used the so-

lid–liquid equilibrium conditions lL
j ¼ lS

j and written the
molar free energy of intermetallic as GI

M X I
B;X

I
C

� �
. The

appropriate mole fractions X I
B and X I

C for (metastable)
equilibrium of the nucleated intermetallic phase are then
obtained by setting @DGM=@X I

B ¼ @DGM=@X I
C ¼ 0, which

produces the parallel tangent conditions

lI
B � lI

A ¼ lL
B � lL

A; lI
C � lI

A ¼ lL
C � lL

A ð23Þ

where we have used @GI
m X I

B;X
I
C

� �
=@X I

B ¼ lI
B � lI

A, etc.
Thus, for example, given a value of X L

B on the liquid–solid
tie-line (coexistence curve), the remaining liquid–solid mole
fractions X L

C;X
S
B, and X S

C follow from the three (common
tangent) conditions lL

j ¼ lS
j , and the intermetallic mole

fractions X I
B and X I

C follow from the two (parallel tangent)
conditions in Eq. (23).

Given the mole fractions of the liquid, solid and inter-
metallic phases, we assume the geometry of the critical
nucleus is given by a lens-shaped inclusion of intermetallic
that subtends a planar liquid–solid interface located at
z = z0, with liquid phase (z > z0) lying above the solid
phase (z < z0) (see Fig. 16). The liquid–intermetallic
interface forms a hemispherical cap of radius R+, and the
solid–intermetallic interface forms a hemispherical cap of
radius R�. The two caps intersect at the liquid–solid inter-
face, where the edge of the intermetallic lens-shaped region
is a disc of radius r0 lying in the plane z = z0. The angles h+

and h� that determine the geometry of the liquid–solid–
intermetallic trijunction are determined by the surface ener-
gies cLS, cSI and cLI,

c2
LI ¼ c2

SI þ c2
LS � 2cSIcLS cos h�;

c2
SI ¼ c2

LI þ c2
LS � 2cLIcLS cos hþ ð24Þ

and the remaining unknown is the overall length scale, gi-
ven by, say, r0 = rc, which determines the other length
scales R± = rc/sinh±. The critical length scale is determined
by requiring the difference in the total free energy of the
system with and without the critical nucleus to be station-
ary to changes in rc. This, in turn, represents a balance be-
tween the change in the bulk free energy, varying with r3

0,
and the change in the total surface energy, varying with
r2

0, upon introduction of a critical seed. The difference in to-
tal energy DGT between a planar liquid–solid interface with
and without a lenticular inclusion of intermetallic phase is
given by

DGT ¼
1

V M
GI

M � GL
M

� 	
V þ þ 1

V M
GI

M � GS
M

� 	
V �

þ cLIA
þ þ cSI A

� � pr2
0cLS ð25Þ

Here VM is the (constant) molar volume, and V± and A± are
the volumes and areas of the portions of the seed above (+)
and below (�) the plane z = z0, specifically V � ¼ pr3

0mðh
�Þ=3

and A� ¼ 2pr2
0aðh

�Þ, where m(h) = [cos3h � 3cosh + 2]/sin3h
and a(h) = [1 � cosh]/sin2h. Setting dDGT/d r0 = 0 for
r0 = rc then gives

rc ¼
2V M ½2cLIaðhþÞ þ 2cSIaðh�Þ � cLS �

GL
M � GI

M

� 	
mðhþÞ þ GS

M � GI
M

� 	
mðh�Þ

ð26Þ

As an example, we consider a liquid–solid interface for the
conditions of Table 1, but with the surface energies
cLS = 0.323 J m�2, cLI = 0.220 J m�2 and cSI = 0.172
J m�2. The molar free energies corresponding to the parallel
tangent construction are GL = �5154.1 J mol�1, GS =
�3013.2 J mol�1 and GI = �4420.9 J mol�1. The above
expression then gives a critical radius of rc = 4.33 nm, with
h+ = 30�, h� = 40�, R+ = 8.66 nm and R� = 6.74 nm.
A.2. Interface wetting

The computation of the surface energies of inter-phase
boundaries is complicated by the tendency of the interface
to become “wet” by an additional phase, which can result
in a lower value of the surface energy compared to a “dry”

interface in which the additional phase is artificially con-
strained to be absent. For example, the surface energy cLS

of a “dry” planar liquid–solid interface can be computed
by first setting /I = /V = 0 in the free energy functional
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and then solving the steady-state ordinary differential equa-
tions that result from minimizing the energy. The resulting
value of cLS is then generally higher than that for an uncon-
strained solution, since allowing additional degrees of free-
dom can only result in a lower minimum energy. Note that
the wetting of a liquid–solid phase boundary by a localized
region (layer) of intermetallic phase can occur even if a pla-
nar liquid–intermetallic interface or a solid–intermetallic
interface is not possible under the conditions of bulk equi-
librium, i.e. no common tangent exists between the interme-
tallic free energy (at any concentration) and the liquid or
solid free energies (at their equilibrium concentrations).
Nevertheless, the tendency for wetting to occur is particu-
larly strong if, for example, cLS is not much smaller than
the sums cLI + cSI for “nearby” configurations of equilib-
rium between intermetallic and liquid or solid phases. An
example is the case given in Table 4, where the surface
energy cSL = 2.55 J m�2 (under conditions of liquid–solid–
vapor equilibrium coexistence) is much higher than the
sum of the energies cLI = 0.29 J m�2 (under conditions of
three-phase liquid–vapor–intermetallic coexistence) and
cSI = 0.35 J m�2 (under conditions of three-phase solid–
vapor-intermetallic coexistence; note here that cSL was com-
puted with the constraints /I = 0).

To study the wetting behavior quantitatively, we have
examined the constrained equilibrium in more detail by
adding an integral constraintZ 1

�1
½/IðzÞ�

2dz ¼ given ð27Þ

to the surface energy functional in Eq. (21) with an associ-
ated Lagrange multiplier. The resulting modified equations
produce a “dry” interface (with respect to intermetallic for-
mation) when the constraint is strongly enforced (large La-
grange multiplier), leading to /I! 0, whereas a “wet”
interface is obtained when the constraint is inactive (small
Lagrange multiplier), leading to /I! 1 in the interfacial re-
gion. An example is shown in Fig. 17a, where the decrease
in surface energy is shown as a function of the maximum va-
lue of /I that occurs in the interfacial region. The decrease is
associated with the appearance of a layer of intermetallic
phase with distinct mole fractions X I

j that are depicted in
Fig. 17b; the resulting profiles of phase and solute are
shown in Fig. 18 in a case with strong wetting (maximum
/I � 0.9). The mole fractions that are obtained for this case
tend to the values given by the same parallel tangent condi-
tion given in Eq. (23). This case can therefore be interpreted
as wetting by a “surface” phase of intermetallic.

A.3. Interface adsorption

The formalism of Cahn [33] allows a derivation of a
Gibbs adsorption equation that is independent of the divid-
ing surface conventions. In our case, this provides an
expression for the rate of change of the surface energy along
a tie line, reflecting the single degree of freedom available to
the system while maintaining a two-phase equilibrium at
constant temperature and pressure; we also continue to
assume a constant molar volume. For a one-dimensional
system with equilibrium profiles of mole fraction [XA(z),
XB(z), XC(z)], the chemical potential of each species,
lj(XA(z), XB(z), XC(x)), is uniform. In particular, the bulk
equilibrium values X�A ;X

�
B ;X

�
C

� 	
far to the left of the inter-

face and the bulk equilibrium values XþA ;X
þ
B ;X

þ
C

� 	
far to the

right of the interface have equal chemical potentials
l�j X�A ;X

�
B ;X

�
C

� �
¼ lþj XþA ;X

þ
B ;X

þ
C

� �
¼ lj. A key role in

Cahn’s approach is played by the Gibbs–Duhem relation,
which relates incremental changes in chemical potential
along a tie line. Evaluating this expression far to the left
and right of the interface gives the two relations

0 ¼ XþA dlA þ XþB dlB þ XþCdlC

0 ¼ X�A dlA þ X�B dlB þ X�CdlC ð28Þ

These equations can be solved to give the relation between
the changes in two of the chemical potentials in terms of
the third, giving, for example,

dlB ¼
� XþA X�C � X�A XþC
� 	
XþB X�C � X�B XþC
� 	 dlA

dlC ¼
� XþA X�B � X�A XþB
� 	
XþC X�B � X�C XþB
� 	 dlA ð29Þ

The corresponding change in the surface energy dc that re-
sults in an incremental shift along the tie line is then found
to be proportional to dlA, and can be written as dc = �CA-

dlA, where the adsorption CA depends on the equilibrium
profiles of the mole fractions,

CA ¼
1

V m

Z 1

�1
X AðzÞ �

XþC X�A � X�C XþA
� 	
XþC X�B � X�C XþB
� 	X BðzÞ

(

�
XþA X�B � X�A XþB
� 	
XþC X�B � X�C XþB
� 	X CðzÞ

)
dz ð30Þ

We note that the coefficients of the mole fractions Xj(z) are
such that the integrand tends to zero as z! ±1, so that
the integral is well defined and is independent of a dividing
surface convention.

As an example, consider the case of the liquid–solid inter-
face given in Table 4 with the computed surface energy
cLS = 2.55319 J m�2. This state corresponds to the condi-
tions of three-phase equilibrium between the liquid, solid
and vapor phases. The chemical potential of species A at
this point is lA = �7571.7 J mol�1 (¼ lL

A ¼ lS
A ¼ lV

A ), and
the adsorption for this interface is computed to be
CA = �1.77297 � 10�5 mol m�2. For a nearby point on
the liquid–solid tie line with l0A ¼ �7563:6 J mol�1

¼ lL
A ¼ lS

A

� �
, the interfacial energy is computed to be

c0LS = 2.55333 J m�2 and the adsorption is C0A ¼
�1:76641� 10�5 mol m�2. The adsorption equation in
the approximate form DcLS ¼ �CADlA is then satisfied with
a relative error of jDcLS þ CADlAj=jDcLS j ¼ 4:3� 10�4.
Here DcLS ¼ cLS � c0LS

� 	
;DlA ¼ lA � l0A

� 	
, and CA ¼ CAþ½

C0A�=2.
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